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## Preface

These notes arose from a one-semester course in the foundations of projective geometry, given at Harvard in the fall term of 1966-1967.

We have approached the subject simultaneously from two different directions. In the purely synthetic treatment, we start from axioms and build the abstract theory from there. For example, we have included the synthetic proof of the fundamental theorem for projectivities on a line, using Pappus' Axiom. On the other hand we have the real projective plane as a model, and use methods of Euclidean geometry or analytic geometry to see what is true in that case. These two approaches are carried along independently, until the first is specialized by the introduction of more axioms, and the second is generalized by working over an arbitrary field or division ring, to the point where they coincide in Chapter 7, with the introduction of coordinates in an abstract projective plane.

Throughout the course there is special emphasis on the various groups of transformations which arise in projective geometry. Thus the reader is introduced to group theory in a practical context. We do not assume any previous knowledge of algebra, but do recommend a reading assignment in abstract group theory, such as [4].

There is a small list of problems at the end of the notes, which should be taken in regular doses along with the text.

There is also a small bibliography, mentioning various works referred to in the preparation of these notes. However, I am most indebted to Oscar Zariski, who taught me the same course eleven years ago.
R. Hartshorne

March 1967
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## 1

## Introduction: Affine Planes and Projective Planes

Projective geometry is concerned with properties of incidence-properties which are invariant under stretching, translation, or rotation of the plane. Thus in the axiomatic development of the theory, the notions of distance and angle will play no part.

However, one of the most important examples of the theory is the real projective plan, and there we will use all the techniques available (e.g. those of Euclidean geometry and analytic geometry) to see what is true and what is not true.

## Affine geometry

Let us start with some of the most elementary facts of ordinary plane geometry, which we will take as axioms for our synthetic development.

Definition. An affine plane is a set, whose elements are called points, and a set of subsets, called lines, satisfying the following three axioms, A1-A3. We will use the terminology " $P$ lies on $l$ " or " $l$ passes through $P$ " to mean the point $P$ is an element of the line $l$.
A1 Given two distinct points $P$ and $Q$, there is one and only one line containing both $P$ and $Q$.

We say that two lines are parallel if they are equal or if they have no points in common.
A2 Given a line $l$ and a point $P$ not on $l$, there is one and only one line $m$ which is parallel to $l$ and which passes through $P$.
A3 There exist three non-collinear points. (A set of points $P_{1}, \ldots, P_{n}$ is said to be collinear if there exists a line $l$ containing them all.)

Notation. $\quad P \neq Q \quad P$ is not equal to $Q$.
$P \in l \quad P$ lies on $l$.
$l \cap m \quad$ the intersection of $l$ and $m$.
$l \| m \quad l$ is parallel to $m$.
$\forall \quad$ for all.

| $\exists$ | there exists. |
| :--- | :--- |
| $\Rightarrow$ | implies. |
| $\Leftrightarrow$ | if and only if. |

Example. The ordinary plane, known to us from Euclidean geometry, satisfies the axioms A1-A3, and therefore is an affine plane.

A convenient way of representing this plane is by introducing Cartesian coordinates, as in analytic geometry. Thus a point $P$ is represented as a pair $(x, y)$ of real numbers. (We write $x, y \in \mathbb{R}$.)


Proposition 1.1 Parallelism is an equivalence relation.
Definition. A relation $\sim$ is an equivalence relation if it has the following three properties:

1. Reflexive:
$a \sim a$
2. Symmetric:
$a \sim b \Rightarrow b \sim a$
3. Transitive:
$a \sim b$ and $b \sim c \Rightarrow a \sim c$.

Proof of Proposition. We must check the three properties:

1. Any line is parallel to itself, by definition.
2. $l\|m \Rightarrow m\| l$ by definition.
3. If $l \| m$, and $m \| n$, we wish to prove $l \| n$.

If $l=n$, there is nothing to prove. If $l \neq n$, and there is a point $P \in l \cap n$, then $l, n$ are both $\| m$ and pass through $P$, which is impossible by axiom A2. We conclude that $l \cap n=\emptyset$ (the empty set), and so $l \| n$.

Proposition 1.2 Two distinct lines have at most one point in common.
For if $l, m$ both pass through two distinct points $P, Q$, then by axiom A1, $l=m$.

Example. An affine plane has at least four points. There is an affine plane with four points.

Indeed, by A3 there are three non-collinear points. Call them $P, Q, R$. By A2 there is a line $l$ through $P$, parallel to the line $Q R$ joining $Q$, and $R$, which exists by A1. Similarly, there is a line $m \| P Q$, passing through R.

Now $l$ is not parallel to $m(l \nVdash m)$. For if it were, then we would have

$$
P Q\|m\| l \| Q R
$$

and hence $P Q \| Q R$ by Proposition 1.1. This is impossible, however, because $P Q \neq Q R$, and both contain $Q$.

Hence $l$ must meet $m$ in some point $S$. Since $S$ lies on $m$, which is parallel to $P Q$, and different from $P Q, S$ does not lie on $P Q$, so $S \neq P$, and $S \neq Q$. Similarly $S \neq R$. Thus $S$ is indeed a fourth point. This proves the first assertion.

Now consider the lines $P R$ and $Q S$. It
 may happen that they meet (for example in the real projective plane they will (proof?)). On the other hand, it is consistent with the axioms to assume that they do not meet.

In that case we have an affine plane consisting of four points $P, Q, R, S$ and six lines $P Q, P R, P S, Q R, Q S, R S$, and one can verify easily that the axioms A1-A3 are satisfied. This is the smallest affine plane.

Definition. A pencil of lines is either a) the set of all lines passing through some point $P$, or b ) the set of all lines parallel to some line $l$. In the second case we speak of a pencil of parallel lines.

Definition. A one-to-one correspondence between two sets $X$ and $Y$ is a mapping $T: X \rightarrow Y$ (i.e. a rule $T$, which associates to each element $x$ of the set $X$ an element $T(x)=y \in Y)$ such that $x_{1} \neq x_{2} \Rightarrow T x_{1} \neq T x_{2}$, and $\forall y \in Y$, $\exists x \in X$ such that $T(x)=y$.

## Ideal points and the projective plane

We will now complete the affine plane by adding certain "points at infinity" and thus arrive at the notion of the projective plane.

Let $A$ be an affine plane. For each line $l \in A$, we will denote by $[l]$ the pencil of lines parallel to $l$, and we will call $[l]$ an ideal point, or point at infinity, in the direction of $l$. We write $P^{*}=[l]$.

We define the completion $S$ of $A$ as follows. The points of $S$ are the points of $A$, plus all the ideal points of $A$. A line in $S$ is either
a) An ordinary line $l$ of $A$, plus the ideal point $P^{*}=[l]$ of $l$, or
b) the "line at infinity", consisting of all the ideal points of $A$.

We will see shortly that $S$ is a projective plane, in the sense of the following definition.

Definition. A projective plane $S$ is a set, whose elements are called points, and a set of subsets, called lines, satisfying the following four axioms.
P1 Two distinct points $P, Q$ of $S$ lie on one and only one line.
P2 Any two lines meet in at least one point.
P3 There exist three non-collinear points.
P4 Every line contains at least three points.
Proposition 1.3 The completion $S$ of an affine plane $A$, as described above, is a projective plane.

Proof. We must verify the four axioms P1-P4 of the definition.

P1. Let $P, Q \in S .1)$ If $P, Q$ are ordinary points of $A$, then $P$ and $Q$ lie on only one line of $A$. They do not lie on the line at infinity of $S$, hence they lie on only one line of $S$.
2) If $P$ is an ordinary point, and $Q=[l]$ is an ideal point, we can find by A2 a line $m$ such taht $P \in m$ and $m \| l$, i.e. $m \in[l]$, so that $Q$ lies on the extension of $m$ to $S$. This is clearly the only line of $S$ containing $P$ and $Q$.
3) If $P, Q$ are both ideal points, then they both lie on the line of $S$ containing them.

P2. Let $l, m$ be lines. 1) If they are both ordinary lines, and $l \nVdash m$, then they meet in a point of $A$. If $l \| m$, then the ideal point $P^{*}=[l]=[m]$ lies on both $l$ and $m$ in $S$.
2) If $l$ is an ordinary line, and $m$ is the line at infinity, then $P^{*}=[l]$ lies on both $l$ and $m$.

P3. Follows immediately from A3. One must check only that if $P, Q, R$ are non-collinear in $A$, then they are also non-collinear in $S$. Indeed, the only new line is the line at infinity, which contains none of them.

P4. Indeed, by Problem 1, it follows that each line of $A$ contains at least two points. Hence, in $S$ it has also its point at infinity, so has at least three points.

Examples. 1. By completing the real affine plane of Euclidean geometry, we obtain the real projective plane.
2. By completing the affine plane of 4 points, we obtain a projective plane with 7 points.
3. Another example of a projective plane can be constructed as follows: let $\mathbb{R}^{3}$ be ordinary Euclidean 3 -space, and let $O$ be a point of $\mathbb{R}^{3}$. Let $L$ be the set of lines through $O$.

We define a point of $L$ to be a line through $O$ in $\mathbb{R}^{3}$. We define a line of $L$ to be the collection of lines through $O$ which all lie in some plane through $O$.

Then $L$ satisfies the axioms $\mathrm{P} 1-\mathrm{P} 4$ (left to the reader), and so it is a projective plane.

## Homogeneous coordinates in the real projective plane

We can give an analytic definition of the real projective plane as follows. We consider the example given above of lines in $\mathbb{R}^{3}$. A point of $S$ is a line through $O$. We will represent the point $P$ of $S$ corresponding to the line $l$ by choosing any point ( $x_{1}, x_{2}, x_{3}$ ) on $l$ different from the point $(0,0,0)$. The numbers $x_{1}, x_{2}, x_{3}$ are homogeneous coordinates of $P$. Any
 other point of $l$ has the coordinates $\left(\lambda x_{1}, \lambda x_{2}, \lambda x_{3}\right)$, where $\lambda \in \mathbb{R}, \lambda \neq 0$. Thus $S$ is the colleciton of triples $\left(x_{1}, x_{2}, x_{3}\right)$ of real numbers, not all zero, and two triples $\left(x_{1}, x_{2}, x_{3}\right)$ and $\left(x_{1}^{\prime}, x_{2}^{\prime}, x_{3}^{\prime}\right)$
represent the same point $\Leftrightarrow \exists \lambda \in \mathbb{R}$ such that

$$
x_{i}^{\prime}=\lambda x_{i} \quad \text { for } i=1,2,3
$$

Since the equation of a plane in $\mathbb{R}^{3}$ passing through $O$ is of the form

$$
a_{1} x_{1}+a_{2} x_{2}+a_{3} x_{3}=0 \quad a_{i} \text { not all } 0,
$$

we see that this is also the equation of a line in $S$, in terms of the homogeneous coordinates.

Definition. Two projective planes $S$ and $S^{\prime}$ are isomorphic if there exists a one-to-one transformation $T: S \rightarrow S^{\prime}$ which takes collinear points into collinear points.
Proposition 1.4 The projective plane $S$ defined by homogeneous coordinates which are real numbers, as above, is isomorphic to the projective plane obtained by completing the ordinary affine plane of Euclidean geometry.

Proof. On the one hand, we have $S$, whose points are given by homogeneous coordinates $\left(x_{1}, x_{2}, x_{3}\right), x_{i} \in \mathbb{R}$, not all zero. On the other hand, we have the Euclidean plane $A$, with Cartesian coordinates $x, y$. Let us call its completion $S^{\prime}$. Thus the points of $S^{\prime}$ are the points $(x, y)$ of $A$ (with $x, y \in \mathbb{R}$ ), plus the ideal points. Now a pencil of parallel lines is uniuely determined by its slope $m$, which may be any real number or $\infty$. Thus the ideal points are described by the coordinate $m$.

Now we will define a mapping $T: S \rightarrow S^{\prime}$ which will exhibit the isomorphism of $S$ and $S^{\prime}$. Let $\left(x_{1}, x_{2}, x_{3}\right)=P$ be a point of $S$.

1) If $x_{3} \neq 0$, we define $T(P)$ to be the point of $A$ with coordinates $x=$ $x_{1} / x_{3}, y=x_{2} / x_{3}$. Note that this is uniquely determined, because if we replace $\left(x_{1}, x_{2}, x_{3}\right)$ by $\left(\lambda x_{1}, \lambda x_{2}, \lambda x_{3}\right)$, then $x$ and $y$ do not change. Note also that every point of $A$ can be obtained in this way. Indeed, the point with coordinates $(x, y)$ is the image of the point of $S$ with homogeneous coordinates $(x, y, 1)$.
2) If $x_{3}=0$, then we define $T(P)$ to be the ideal point of $S^{\prime}$ with slope $m=x_{2} / x_{1}$. Note that this makes sense, because $x_{1}$ and $x_{2}$ cannot both be zero. Again replacing $\left(x_{1}, x_{2}, 0\right)$ by $\left(\lambda x_{1}, \lambda x_{2}, 0\right)$ does not change $m$. Also each value of $m$ occurs: if $m \neq \infty$, we take $T(1, m, 0)$, and if $m=\infty$, we take $T(0,1,0)$.

Thus $T$ is a one-to-one mapping of $S$ into $S^{\prime}$. We must check that $T$ takes collinear points into collinear points. A line $l$ in $S$ is given by an equation

$$
a_{1} x_{1}+a_{2} x_{2}+a_{3} x_{3}=0 .
$$

1) Suppose that $a_{1}$ and $a_{2}$ are not both zero. Then for those points with $x_{3}=0$, namely the point given by $x_{1}=\lambda a_{2}, x_{2}=-\lambda a_{1}, T$ of this point is the ideal point given by the slope $m=-a_{1} / a_{2}$, which indeed is on a line in $S^{\prime}$ with the finite points.
2) If $a_{1}=a_{2}=0, l$ has the equation $x_{3}=0$. Any point of $S$ with $x_{3}=0$ goes to an ideal point of $S^{\prime}$, and these form a line.

Remark. From now on, we will not distinguish between the two isomorphic planes of Proposition 1.4, and will call them (or it) the real projective plane. It will be the most important example of the axiomatic theory we are going to develop, and we will often check results of the axiomatic theory in this plane
by way of example. Similarly, theorems in the real projective plane can give motivation for results in the axiomatic theory. However, to establish a theorem in our theory, we must derive it from the axioms and from previous theorems. If we find that it is true in the real projective plane, that is evidence in favor of the theorem, but it does not constitute a proof in our set-up.

Note also that if we remove any line from the real projective plane, we obtain the Euclidean plane.

## 2

## Desargues' Theorem

One of the first main results of projective geometry is "Desargues' Theorem", which states the following:


P5 (Desargues' Theorem) Let two triangles $A B C$ and $A^{\prime} B^{\prime} C^{\prime}$ be such that the lines joining corresponding vertices, namely $A A^{\prime}, B B^{\prime}$, and $C C^{\prime}$, pass through a point $O$. (We say that the two triangles are perspective from $O$.) Then the three pairs of corresponding sides intersect in three points

$$
\begin{aligned}
& P=A B \cdot A^{\prime} B^{\prime} \\
& R=B C \cdot B^{\prime} C^{\prime} \\
& Q=A C \cdot A^{\prime} C^{\prime},
\end{aligned}
$$

which lie in a straight line.
Now it is not quite right for us to call this a "theorem", because it cannot be proved from our axioms P1-P4. However, we will show that it is true in the real projective plane (and, more generally, in any projective plane which can be embedded in a three-dimensional projective space). Then we will take this statement as a further axiom, P5, of our abstract projective geometry. We will show by an example that P5 is not a consequence of P1-P4: namely, we will exhibit a geometry which satisfies P1-P4 but not P5.

Definition. A projective 3-space is a set whose elements are called points, together with certain subsets called lines and certain other subsets called planes, which satisfies the following axioms:
S1 Two distinct points $P, Q$ lie on one and only one line $l$.
S2 Three non-collinear points $P, Q, R$ lie on a unique plane.
S3 A line meets a plane in at least one point.
S4 Two planes have at least a line in common.
S5 There exist four non-coplanar points, no three of which are collinear.
S6 Every line has at least three points.
Example. By a process analogous to that of completing an affine plane to a projective plane, the ordinary Euclidean three-space can be completed to a projective three-space, which we call real projective three-space. Alternatively, this same real projective three-space can be described by homogeneous coordinates, as follows. A point is described by a quadruple ( $x_{1}, x_{2}, x_{3}, x_{4}$ ) of real numbers, not all zero, where we agree that $\left(x_{1}, x_{2}, x_{3}, x_{4}\right)$ and $\left(\lambda x_{1}, \lambda x_{2}, \lambda x_{3}, \lambda x_{4}\right)$ represent the same point, for any $\lambda \in \mathbb{R}, \lambda \neq 0$. A plane is defined by a linear equation

$$
\sum_{i=1}^{4} a_{i} x_{i}=0 \quad a_{i} \in \mathbb{R}
$$

and a line is defined as the intersection of two distinct planes. The details of verification of the axioms are left to the reader.

Now the remarkable fact is that, although P5 is not a consequence of P1P 4 in the projective plane, it is a consequence of the seemingly equally simple axioms for projective three-space.
Theorem 2.1 Desargues' Theorem is true in projective three-space, where we do not necessarily assume that all the points lie in a plane. In particular, Desargues' Theorem is true for any plane (which by Problem 8 is a projective plane) which lies in a projective three-space.

Proof. Case 1. Let us assume that the plane $\Sigma$ containing the points $A, B, C$ is different from the plane $\Sigma^{\prime}$ containing the points $A^{\prime}, B^{\prime}, C^{\prime}$. The lines $A B$ and $A^{\prime} B^{\prime}$ both lie in the plane determined by $O, A, B$, and so they meet in a point $P$. Similarly we see that $A C$ and $A^{\prime} C^{\prime}$ meet, and that $B C$ and $B^{\prime} C^{\prime}$ meet. Now the points $P, Q, R$ lie in the plane $\Sigma$, and also in the plane $\Sigma^{\prime}$. Hence they lie in the intersection $\Sigma \cap \Sigma^{\prime}$, which is a line (Problem 7c).

Case 2. Suppose that $\Sigma=\Sigma^{\prime}$, so that the whole configuration lies in one plane (call it $\Sigma$ ). Pick a point $X$ which does not lie in $\Sigma$ (this exists by axiom S5). Draw lines joining $X$ to all the points in the diagram. Choose $D$ on $X B$,
different from $B$, and let $D^{\prime}=O D \cdot X B^{\prime}$. (Why do they meet?) Then the triangles $A D C$ and $A^{\prime} D^{\prime} C^{\prime}$ are perspective from $O$, and do not lie in the same plane. We conclude from Case 1 that the points

$$
\begin{aligned}
P^{\prime} & =A D \cdot A^{\prime} D^{\prime} \\
Q & =A C \cdot A^{\prime} C^{\prime} \\
R^{\prime} & =D C \cdot D^{\prime} C^{\prime}
\end{aligned}
$$

lie in a line. But these points are projected for $X$ into $P, Q, R$, on $\Sigma$, hence $P, Q, R$ are collinear.

Remark. The configuration of Desargues' Theorem has a lot of symmetry. It consists of 10 points and 10 lines. Each point lies on three lines, and each line contains 3 points. Thus it may be given the symbol $\left(10_{3}\right)$. Also, the role of the various points is not fixed. Any one of the ten points can be taken as the center of perspectivity of two triangles. In fact, the group of automorphisms of the configuration is $\Sigma_{5}$, the symmetric group on 5 letters. (Consider the action of any automorphism on the space version of the configuration. It must permute the five planes $O A B, O B C, O A C, A B C, A^{\prime} B^{\prime} C^{\prime}$.) See Problems 12, 13, 14 for details.

We will now give an example of a non-Desarguesian projective plane, that is, a plane satisfying P1, P2, P3, P4, but not P5. This will show that P5 is not a logical consequence of P1-P4.

Definition. A configuration is a set, whose elements are called "points", and a collection of subsets, called "lines", which satisfies the following axiom:

C1 Two distinct points lie on at most one line.
It follows that two distinct lines have at most one point in common.
Examples. Any affine plane or projective plane is a configuration. Any set of "points" and no lines is a configuration. The collection of 10 points and 10 lines which occurs in Desargues' Theorem is a configuration.

Let $\pi_{0}$ be a configuration. We will now define the free projective plane generated by $\pi_{0}$.

Let $\pi_{1}$ be the new configuration defined as follows: The points of $\pi_{1}$ are the points of $\pi_{0}$. The lines of $\pi_{1}$ are the lines of $\pi_{0}$, plus, for each pair of points $P_{1}, P_{2} \in \pi_{0}$ not on a line, a new line $\left\{P_{1}, P_{2}\right\}$. Then $\pi_{1}$ has the property
a) Every two distinct points lie on a line.

Construct $\pi_{2}$ from $\pi_{1}$ as follows. The points of $\pi_{2}$ are the points of $\pi_{1}$, plus, for each pair of lines $l_{1}, l_{2}$ of $\pi_{1}$ which do not meet, a new point $l_{1} \cdot l_{2}$. The lines of $\pi_{2}$ are the lines of $\pi_{1}$, extended by their new points, e.g. the point $l_{1} \cdot l_{2}$ lies on the extensions of the lines $l_{1}, l_{2}$. Then $\pi_{2}$ has the property
b) Every pair of distinct lines meets in a point,
but $\pi_{2}$ no longer has the property a).
We proceed in the same fashion. For $n$ even, we construct $\pi_{n+1}$ by adding new lines, and for $n$ odd, we construct $\pi_{n+1}$ by adding new points.

Let $\Pi=\bigcup_{n=0}^{\infty} \pi_{n}$, and define a line in $\Pi$ to be a subset of $L \subseteq \Pi$ such that for all large enough $n, L \cap \pi_{n}$ is a line of $\pi_{n}$.

Proposition 2.2 If $\pi_{0}$ contains at least four points, no three of which lie on a line, then $\Pi$ is a projective plane.

Proof. Note that for $n$ even, $\pi_{n}$ satisfies b), and for $n$ odd $\pi_{n}$ satisfies a). Hence $\Pi$ satisfies both a) and b), i.e. it satisfies P 1 and P 2 . If $P, Q, R$ are three noncollinear points of $\pi_{0}$, then they are also non-collinear in $\Pi$. Thus P3 is also satsified. Axiom P4 is left to the reader: show each line of $\Pi$ has at least three points.

Definition. A confined configuration is a configuration in which each point is on at least three lines, and each line contains at least three points.

Example. The configuration of Desargues' Theorem is confined.
Proposition 2.3 Any finite, confined configuration of $\Pi$ is already contained in $\pi_{0}$.

Proof. For a point $P \in \Pi$ we define its level as the smallest $n \geq 0$ such that $P \in \pi_{n}$. For a line $L \subseteq \Pi$, we define its level to be the smallest $n \geq 0$ such that $L \cap \pi_{n}$ is a line.

Now let $\Sigma$ be a finite confined configuration in $\Pi$, and let $n$ be the maximum level of a point or line in $\Sigma$. Suppose it is a line $l \subseteq \Sigma$ which has level $n$. (A similar argument holds if a point has maximum level.) Then $l \cap \pi_{n}$ is a line, and $l \cap \pi_{n-1}$ is not a line. If $n=0$, we are done, $\Sigma \subseteq \pi_{0}$. Suppose $n>0$. Then $l$ occurs as the line joining two points of $\pi_{n-1}$ which did not lie on a line. But all points of $\Sigma$ have level $\leq n$, so they are in $\pi_{n}$, so $l$ can contain at most two of them, which is a contradiction.

Example (A non-Desarguesian projective plane). Let $\pi_{0}$ be four points and no lines. Let $\Pi$ be the free projective plane generated by $\pi_{0}$. Note, as a Corollary of the previous proposition, that $\Pi$ is infinite, and so every line contains infinitely many points. Thus it is possible to choose $O, A, B, C$, no three collinear, $A^{\prime}$ on $O A, B^{\prime}$ on $O B, C^{\prime}$ on $O C$, such that they form 7 distinct points and $A^{\prime}, B^{\prime}, C^{\prime}$ are not collinear. Then construct

$$
\begin{aligned}
P & =A B \cdot A^{\prime} B^{\prime} \\
Q & =A C \cdot A^{\prime} C^{\prime} \\
R & =B C \cdot B^{\prime} C^{\prime}
\end{aligned}
$$

Check that all 10 points are distinct. If Desargues' Theorem is true in $\Pi$, then $P, Q, R$ lie on a line, hence these 10 points and 10 lines form a confined configuration, which must lie in $\pi_{0}$, since $\pi_{0}$ has only four points.

## 3

## Digression on Groups and Automorphisms

Definition. A group is a set $G$, together with a binary operation, called multiplication, written $a b$, such that
G1 (Associativity) For all $a, b, c \in G,(a b) c=a(b c)$.
G2 There exists an element $1 \in G$ such that $a \cdot 1=1 \cdot a=a$ for all $a$.
G3 For each $a \in G$, there exists an element $a^{-1} \in G$ such that $a a^{-1}=a^{-1} a=$ 1.

The element 1 is called the identity, or unit, element. The element $a^{-1}$ is called the inverse of $a$.

Note that in general the product $a b$ may be different from $b a$. However, we say that the group $G$ is abelian, or commutative, if
G4 For all $a, b \in G, a b=b a$.
Examples. 1. Let $S$ be any set, and let $G$ be the set of permutations of the set $S$. A permutation is a $1-1$ mapping of a set $S$ onto $S$. If $g_{1}, g_{2} \in G$ are two permutations, we define $g_{1} g_{2} \in G$ to be the permutation obtained by performing first $g_{2}$, then $g_{1}$ (i.e. if $x \in S$,

$$
\left.\left(g_{1} g_{2}\right)(x)=g_{1}\left(g_{2}(x)\right) .\right)
$$

2. Let $C$ be a configuration, and let $G$ be the set of automorphisms of $C$, i.e. the set of those permutations of $C$ which send lines into lines. Again we define the product $g_{1} g_{2}$ of two automorphisms $g_{1}, g_{2}$, by performing $g_{2}$ first, and then $g_{1}$. This group is written AutC.

Definition. A homomorphism $\varphi: G_{1} \rightarrow G_{2}$ of one group to another is a mapping of the set $G_{1}$ to the set $G_{2}$ such that

$$
\varphi(a b)=\varphi(a) \varphi(b)
$$

for each $a, b \in G_{1}$.
An isomorphism of one group with another is a homomorphism which is $1-1$ and onto.

Definition. Let $G$ be a group. A subgroup of $G$ is a non-empty subset $H \subseteq G$, such that for any $a, b \in H, a b \in H$ and $a^{-1} \in H$.

Note that this condition implies $1 \in H$.
Example. Let $G=\operatorname{Perm} S$, the group of permutations of a set $S$, let $x \in S$, and let $H=\{g \in G \mid g(x)=x\}$. Then $H$ is a subgroup of $G$.

Definition. Let $G$ be a group, and $H$ a subgroup of $G$. A left coset of $H$, generated by $g \in G$, is

$$
g H=\{g h \mid h \in H\}
$$

Proposition 3.1 Let $H$ be a subgroup of $G$, and let $g H$ be a left coset. Then there is a 1-1 correspondence between the elements of $H$ and the elements of $g H$. (In particular, if $H$ is finite, they have the same number of elements.)

Proof. Map $H \rightarrow g H$ by $h \mapsto g h$. By definition of $g H$, this map is onto. So suppose $h_{1}, h_{2} \in H$ have the same image. Then

$$
g h_{1}=g h_{2}
$$

Multiplying on the left by $g^{-1}$, we deduce $h_{1}=h_{2}$.
Corollary 3.2 Let $G$ be a finite group, and let $H$ be a subgroup. Then

$$
\#(G)=\#(H) \cdot(\text { number of left cosets of } H) .
$$

Proof. Indeed, all the left cosets of $H$ have the same number of elements as $H$, by the proposition. If $g \in G$, then $g \in g H$, since $g=g \cdot 1$, and $1 \in H$. Thus $G$ is the union of the left cosets of $H$. Finally, note that two cosets $g H$ and $g^{\prime} H$ are either equal or disjoint. Indeed, suppose $g H$ and $g^{\prime} H$ have an element in common, namely $x$.

$$
x=g h=g^{\prime} h^{\prime} .
$$

Multiplying on the right by $h^{-1}$, we have $g=g^{\prime} h^{\prime} h^{-1} \in g^{\prime} H$. Hence for any $y \in g H, y=g h^{\prime \prime}=g^{\prime} h^{\prime} h^{-1} h^{\prime \prime} \in g^{\prime} H$, so $g H \subseteq g^{\prime} H$. By symmetry we have the opposite inclusion, so they are equal.

The result follows immediately.


Example. Let $S$ be a finite set, and let $G$ be a subgroup of the group Perm $S$ of permutations of $S$. Let $x \in S$, and let $H$ be the subgroup of $G$ leaving $x$ fixed:

$$
H=\{g \in G \mid g(x)=x
$$

Let $g \in G$, and suppose $g(x)=y$. Then for any $g^{\prime} \in g H, g^{\prime}(x)=y$. Indeed, $g^{\prime}=g h$ for some $h \in H$, so

$$
g^{\prime}(x)=g h(x)=g(x)=y
$$

Conversely, let $g^{\prime \prime} \in G$ be some element such that $g^{\prime \prime}(x)=y$. Then

$$
g^{-1} g^{\prime \prime}(x)=g^{-1}(y)=x
$$

so

$$
g^{-1} g^{\prime \prime} \in H
$$

and

$$
g^{\prime \prime}=g \cdot g^{-1} g^{\prime \prime} \in g H
$$

Thus

$$
g H=\left\{g^{\prime} \in G \mid g^{\prime}(x)=y\right\} .
$$

It follows that the number of left cosets of $H$ is equal to the number of points in the orbit of $x$ under $G$. The orbit of $x$ is the set of points $y \in S$ such that $y=g(x)$ for some $g \in G$. So we conclude

$$
\#(G)=\#(H) \cdot \#(\text { orbit } x)
$$

Definition. A group $G \subseteq \operatorname{Perm} S$ of permutations of a set $S$ is transitive if the orbit of some element is the whole of $S$. It follows that the orbit of every element is all of $S$.

So in the above example, if $G$ is transitive,

$$
\#(G)=\#(H) \cdot \#(S)
$$

Corollary 3.3 Let $S$ be a set with $n$ elements, and let $G=\operatorname{Perm} S$. Then $\#(G)=n!$.

Proof. By induction on $n$. If $n=1$, there is only the identity permutation, so $\#(G)=1$. So let $S$ have $n+1$ elements, and let $x \in S$. Let $H$ be the subgroup of permutations leaving $x$ fixed. $G$ is transitive, since one can permute $x$ with any other element of $S$. Hence

$$
\#(G)=\#(H) \cdot \#(S)=(n+1) \cdot \#(H)
$$

But $H$ is just the group of permutations of the remaining $n$ elements of $S$, so $\#(H)=n$ ! by the induction hypothesis. Hence

$$
\#(G)=(n+1)!
$$

Later in the course, we will have much to do with the group of automorphisms of a projective plane, and certain of its subgroups. In particular, we will show that the axiom P5 (Desargues' Theorem) is equivalent to the statement that the group of automorphisms is "large enough", in a sense which will be made precise later. For the moment, we will content ourselves with calculating the automorphisms of a few simple configurations.

## Automorphisms of the projective plane of seven points

Call the plane $\pi$. Name its seven points $A, B, C, D, P, Q, R$ (this suggests how it could be obtained by completing the affine plane of four points). Then its lines are as shown.
Proposition 3.4 $G=$ Aut $\pi$ is transitive.
Proof. We will write down some elements of $G$ explicitly.

$$
a=(A C)(B D)
$$

for example. This notation means "interchange $A$ and $C$, and interchange $B$ and $D "$. More generally a symbol

$$
\left(A_{1}, A_{2}, \ldots, A_{r}\right)
$$

means "send $A_{1}$ to $A_{2}, A_{2}$ to $A_{3}, \ldots, A_{r-1}$ to $A_{r}$, and $A_{r}$ to $A_{1}$ ". Multiplication of two such symbols is defined by performing the one on the right first, then the next on the right, and so on.

$$
b=(A B)(C D)
$$

Thus we see already that $A$ can be sent to $B$ or $C$. We calculate

$$
\begin{aligned}
& a b=(A C)(B D)(A B)(C D)=(A D)(B C) \\
& b a=(A B)(C D)(A C)(B D)=(A D)(B C)=a b .
\end{aligned}
$$

Thus we can also send $A$ to $D$.
Another automorphism is

$$
c=(B Q)(D R) .
$$

Since the orbit of $A$ already contains $B, C, D$, we see that it also contains $Q$ and $R$. Finally,

$$
d=(P A)(B Q)
$$

shows that the orbit of $A$ is all of $\pi$, so $G$ is transitive.
Proposition 3.5 Let $H \subseteq G$ be the subgroup of automorphisms of $\pi$ leaving $P$ fixed. Then $H$ is transitive on the set $\pi-\{P\}$.

Proof. Note that $a, b, c$ above are all in $H$, so that the orbit of $A$ under $H$ is $\{A, B, C, D, Q, R\}=\pi-\{P\}$.

Theorem 3.6 Given two sets $A_{1}, A_{2}, A_{3}$ and $A_{1}^{\prime}, A_{2}^{\prime}, A_{3}^{\prime}$ of three non-collinear points of $\pi$, there is one and only one automorphism of $\pi$ which sends $A_{1}$ to $A_{1}^{\prime}$, $A_{2}$ to $A_{2}^{\prime}$, and $A_{3}$ to $A_{3}^{\prime}$. The number of elements in $G=\operatorname{Aut} \pi$ is $7 \cdot 6 \cdot 4=168$.

Proof. We carry the above analysis one step farther as follows. Let $K \subseteq H$ be the subgroup leaving $Q$ fixed. Therefore since elements of $K$ leave $P$ and $Q$ fixed, they also leave $R$ fixed. $K$ is transitive on the set $\{A, B, C, D\}$, since $a, b \in K$. On the other hand, an element of $K$ is uniquely determined by where
it sends the point $A$, as one sees easily. Hence $K$ is just the group consisting of the four elements $1, a, b, a b$. We conclude from the previous discussion that

$$
\begin{aligned}
& \#(G)=\#(H) \cdot \#(\pi) \\
& \#(H)=\#(K) \cdot \#(\pi-\{P\}),
\end{aligned}
$$

whence

$$
\#(G)=7 \cdot 6 \cdot 4=168
$$

The first statement of the theorem follows from the previous statements, but it is a little tricky. We do it in three steps.

1) Since $G$ is transitive, we can find $g \in G$ such that

$$
g\left(A_{1}\right)=A_{1}^{\prime} .
$$

2) Again since $G$ is transitive, we can find $g_{1} \in G$ such that

$$
g_{1}(P)=A_{1} .
$$

Then

$$
g g_{1}(P)=A_{1}^{\prime} .
$$

We have supposed that $A_{1} \neq A_{2}$, and $A_{1}^{\prime} \neq A_{2}^{\prime}$. Thus

$$
g_{1}^{-1}\left(A_{2}\right) \text { and }\left(g g_{1}\right)^{-1}\left(A_{2}^{\prime}\right)
$$

are distinct from $P$. But $H$ is transitive on $\pi-\{P\}$, so there is an element $h \in H$ such that

$$
h\left(g_{1}^{-1}\left(A_{2}\right)\right)=\left(g g_{1}\right)^{-1}\left(A_{2}^{\prime}\right) .
$$

Once checks then that

$$
g^{\prime}=g g_{1} h g_{1}^{-1}
$$

has the property

$$
\begin{aligned}
& g^{\prime}\left(A_{1}\right)=A_{1}^{\prime} \\
& g^{\prime}\left(A_{2}\right)=A_{2}^{\prime} .
\end{aligned}
$$

3) Thus part 2) shows that any two distinct points can be sent into any two distinct points. Changing the notation, we write $g$ instead of $g^{\prime}$, so we may assume

$$
\begin{aligned}
& g\left(A_{1}\right)=A_{1}^{\prime} \\
& g\left(A_{2}\right)=A_{2}^{\prime} .
\end{aligned}
$$

Choose $g_{1} \in G$ such that

$$
\begin{aligned}
& g_{1}(P)=A_{1} \\
& g_{1}(Q)=A_{2},
\end{aligned}
$$

by part 2). Then since $A_{1}, A_{2}, A_{3}$ are non-collinear, and $A_{1}^{\prime}, A_{2}^{\prime}, A_{3}^{\prime}$ are noncollinear, we deduce that $P, Q$, and each of the points

$$
g_{1}^{-1}\left(A_{3}\right),\left(g g_{1}\right)^{-1}\left(A_{3}^{\prime}\right)
$$

are non-collinear. In other words, these last two points are in the set $\{A, B, C, D\}$. Thus there is an element $k \in K$ such that

$$
k\left(g_{1}^{-1}\left(A_{3}\right)\right)=\left(g g_{1}\right)^{-1}\left(A_{3}^{\prime}\right) .
$$

One checks easily that

$$
g^{\prime}=g g_{1} k g_{1}^{-1}
$$

is the required element of $G$ :

$$
\begin{aligned}
g^{\prime}\left(A_{1}\right) & =A_{1}^{\prime} \\
g^{\prime}\left(A_{2}\right) & =A_{2}^{\prime} \\
g^{\prime}\left(A_{3}\right) & =A_{3}^{\prime} .
\end{aligned}
$$

For the uniqueness of this element, let us count the number of triples of noncollinear points in $\pi$. The first can be chosen in 7 ways, the second in 6 ways, and the last in 4 ways. Thus there are 168 such triples. Since the order of $G$ is 168 , there must be exactly one transformation of $G$ sending a given triple into another such triple.

## Automorphisms of the affine plane of 9 points



A similar analysis of the affine plane of 9 points shows that the group of automorphisms has order $9 \cdot 8 \cdot 6=432$, and any three non-collinear points can be taken into any three non-collinear points by a unique element of the group. Note. In proof of Theorem 3.6, it would be sufficient to show that there is a unique automorphism sending $P, Q, A$ into a given triple $A_{1}, A_{2}, A_{3}$ of noncollinear points. For then one can do this for each of the triples $A_{1}, A_{2}, A_{3}$, and $A_{1}^{\prime}, A_{2}^{\prime}, A_{3}^{\prime}$, and compose the inverse of the first automorphism with the second. The proof thus becomes much simpler.

## Automorphisms of the real projective plane

Here we study another important example of the automorphisms of a projective plane. Recall that the real projective plane is defined as follows: A point is given by homogeneous coordinates $\left(x_{1}, x_{2}, x_{3}\right)$. That is, a triple of real numbers, not all zero, and with the convention that $\left(x_{1}, x_{2}, x_{3}\right)$ and $\left(\lambda x_{1}, \lambda x_{2}, \lambda x_{3}\right)$ represent the same point, for any $\lambda \neq 0, \lambda \in \mathbb{R}$. A line is the set of points which satisfy an equation of the form

$$
a_{1} x_{1}+a_{2} x_{2}+a_{3} x_{3}=0
$$

$a_{i} \in \mathbb{R}$, not all zero.

## Brief review of matrices

An $n \times n$ matrix of real numbers is a collection of $n^{2}$ real numbers, indexed by two indices, say $i, j$, each of which may take values from 1 to $n$. Hence $A=\left\{a_{11}, a_{12}, \ldots, a_{21}, a_{22}, \ldots, a_{n 1}, a_{n 2}, \ldots, a_{n n}\right\}$. The matrix is usually written in a square:

$$
\left(\begin{array}{cccc}
a_{11} & a_{12} & \cdots & a_{1 n} \\
a_{21} & a_{22} & \cdots & a_{2 n} \\
\vdots & \vdots & \ddots & \vdots \\
a_{n 1} & a_{n 2} & \cdots & a_{n n}
\end{array}\right)
$$

Here the first subscript determines the row, and the second subscript determines the column.

The product of two matrices $A=\left(a_{i j}\right)$ and $B=\left(b_{i j}\right)$ (both of order $n$ ) is defined to be

$$
A \cdot B=C
$$

where $C=\left(c_{i j}\right)$ and

$$
\begin{gathered}
c_{i j}=\sum_{k=1}^{n} a_{i k} b_{k j} . \\
\left(\begin{array}{ccc}
a_{i 1} & \cdots & a_{i n}
\end{array}\right) \cdot\left(\begin{array}{c}
b_{1 j} \\
\vdots \\
b_{n j}
\end{array}\right)=\left(\begin{array}{c}
c_{i j}
\end{array}\right) \\
c_{i j}=a_{i 1} b_{1 j}+a_{i 2} b_{2 j}+\cdots+a_{i n} b_{n j}
\end{gathered}
$$

There is also a function determinant, from the set of $n \times n$ matrices to $\mathbb{R}$, which is characterized by the following two properties:
D1 If $A, B$ are two matrices,

$$
\operatorname{det}(A \cdot B)=\operatorname{det} A \cdot \operatorname{det} B
$$

D2 For each $a \in \mathbb{R}$, let
Note incidentally that the identity matrix $I=C(1)$ behaves as a multiplicative identity. One can prove the following facts:

1. $(A \cdot B) \cdot C=A \cdot(B \cdot C)$, i.e. multiplication of matrices is associative. (In general it is not commutative.)
2. A matrix $A$ has a multiplicative inverse $A^{-1}$ if and only if $\operatorname{det} A \neq 0$.

Hence the set of $n \times n$ matrices $A$ with $\operatorname{det} A \neq 0$ forms a group under multiplication, denoted by GL $(n, \mathbb{R})$.
3. Let $A=\left(a_{i j}\right)$ be a matrix, and consider the set of simultaneous linear equations

$$
\begin{aligned}
a_{11} x_{1}+a_{12} x_{2}+\cdots+a_{1 n} x_{n} & =b_{1} \\
a_{21} x_{1}+a_{22} x_{2}+\cdots+a_{2 n} x_{n} & =b_{2} \\
& \vdots \\
a_{n 1} x_{1}+a_{n 2} x_{2}+\cdot+a_{n n} x_{n} & =b_{n} .
\end{aligned}
$$

If $\operatorname{det} A \neq 0$, then this set of equations has a solution. Conversely, if this set of equations has a solution for all possible choices of $b_{1}, \ldots, b_{n}$, then $\operatorname{det} A \neq 0$.

For proofs of these statements, refer to any book on algebra. We will take them for granted, and use them without comment in the rest of the course. (One can prove easily that 3 follows from 1 and 2 . Because to say $x_{1}, \ldots, x_{n}$ are a solution of that system of linear equations is the same as saying that

$$
\left.A \cdot\left(\begin{array}{c}
x_{1} \\
x_{2} \\
\vdots \\
x_{n}
\end{array}\right)=\left(\begin{array}{c}
b_{1} \\
b_{2} \\
\vdots \\
b_{n}
\end{array}\right) .\right)
$$

Now let $A=\left(a_{i j}\right)$ be a $3 \times 3$ matrix of real numbers, and let $\pi$ be the real projective plane, with homogeneous coordinates $x_{1}, x_{2}, x_{3}$. We define a transformation $T_{A}$ of $\pi$ as follows: The point $\left(x_{1}, x_{2}, x_{3}\right)$ goes into the point

$$
T_{A}\left(x_{1}, x_{2}, x_{3}\right)=\left(x_{1}^{\prime}, x_{2}^{\prime}, x_{3}^{\prime}\right)
$$

where

$$
\begin{aligned}
& x_{1}^{\prime}=a_{11} x_{1}+a_{12} x_{2}+a_{13} x_{3} \\
& x_{2}^{\prime}=a_{21} x_{1}+a_{22} x_{2}+a_{23} x_{3} \\
& x_{3}^{\prime}=a_{31} x_{1}+a_{32} x_{2}+a_{33} x_{3}
\end{aligned}
$$

Proposition 3.7 If $A$ is a $3 \times 3$ matrix of real numbers with $\operatorname{det} A \neq 0$, then $T_{A}$ is an automorphism of the real projective plane $\pi$.

Proof. We must observe several things.

1) If we replace $\left(x_{1}, x_{2}, x_{3}\right)$ by $\left(\lambda x_{1}, \lambda x_{2}, \lambda x_{3}\right)$, then $\left(x_{1}^{\prime}, x_{2}^{\prime}, x_{3}^{\prime}\right)$ is replaced by $\left(\lambda x_{1}^{\prime}, \lambda x_{2}^{\prime}, \lambda x_{3}^{\prime}\right)$, so the mapping is well-defined. We must also check that $x_{1}^{\prime}, x_{2}^{\prime}, x_{3}^{\prime}$ are not all zero. Indeed, in a matrix solution,

$$
\left.A \cdot\left(\begin{array}{l}
x_{1} \\
x_{2} \\
x_{3}
\end{array}\right)=\left(\begin{array}{l}
x_{1}^{\prime} \\
x_{2}^{\prime} \\
x_{3}^{\prime}
\end{array}\right) .\right)
$$

where $\left(\begin{array}{l}x_{1} \\ x_{2} \\ x_{3}\end{array}\right)$ stands for the matrix

$$
\left(\begin{array}{lll}
x_{1} & 0 & 0 \\
x_{2} & 0 & 0 \\
x_{3} & 0 & 0
\end{array}\right) .
$$

But since $\operatorname{det} A \neq 0, A$ has an inverse $A^{-1}$, and so multiplying on the left by $A^{-1}$, we have

$$
(\underline{x})=A^{-1}\left(\underline{x}^{\prime}\right)
$$

(where ( $\underline{x}$ ) stands for the column vector $\left(\begin{array}{l}x_{1} \\ x_{2} \\ x_{3}\end{array}\right)$, etc.). So if the $x_{i}^{\prime}$ are all zero, the $x_{i}$ are also all zero, which is impossible. Thus $T_{A}$ is a well-defined map of $\pi$ into $\pi$.
2) The expression $(\underline{x})=A^{-1}\left(\underline{x}^{\prime}\right)$ shows that $T_{A^{-1}}$ is the inverse mapping to $T_{A}$, hence $T_{A}$ must be one-to-one and surjective.
3) Finally, we must check that $T_{A}$ takes lines into lines. Indeed, let

$$
c_{1} x_{1}+c_{2} x_{2}+c_{3} x_{3}=0
$$

be the equation of a line. We must find a new line, such that whenever $\left(x_{1}, x_{2}, x_{3}\right)$ satisfies the equation $(*)$, its image $\left(x_{1}^{\prime}, x_{2}^{\prime}, x_{3}^{\prime}\right)$ lies on the new line. Let $A^{-1}=$ $\left(b_{i j}\right)$. Then we have

$$
x_{i}=\sum_{j} b_{i j} x_{j}
$$

for each $i$. Thus if $\left(x_{1}, x_{2}, x_{3}\right)$ satisfies $(*)$, then $\left(x_{1}^{\prime}, x_{2}^{\prime}, x_{3}^{\prime}\right)$ will satisfy the equation

$$
c_{1}\left(\sum_{j} b_{1 j} x_{j}^{\prime}\right)+c_{2}\left(\sum_{j} b_{2 j} x_{j}^{\prime}\right)+c_{3}\left(\sum_{j} b_{3 j} x_{j}^{\prime}\right)=0
$$

which is

$$
\left(\sum_{i} c_{i} b_{i 1}\right) x_{1}^{\prime}+\left(\sum_{i} c_{i} b_{i 2}\right) x_{2}^{\prime}+\left(\sum_{i} c_{i} b_{i 3}\right) x_{3}^{\prime}=0 .
$$

This is the equation of the required line. We have only to check that the three coefficients

$$
c_{j}^{\prime}=\sum_{i} c_{i} b_{i j}
$$

for $=1,2,3$, are not all zero. But this argument is analogous to the argument in 1) above: The equations $(* *)$ represent the fact that

$$
\left(c_{1}, c_{2}, c_{3}\right) \cdot A^{-1}=\left(c_{1}^{\prime}, c_{2}^{\prime}, c_{3}^{\prime}\right)
$$

where

$$
\left(c_{1}, c_{2}, c_{3}\right)=\left(\begin{array}{ccc}
c_{1} & c_{2} & c_{3} \\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right)
$$

Multiplying by $A$ on the right shows that the $c_{i}$ can be expressed in terms of the $c_{i}^{\prime}$. Hence if the $c_{i}^{\prime}$ were all zero, the $c_{i}$ would all be zero, which is impossible since $(*)$ is a line.

Hence $T_{A}$ is an automorphism of $\pi$.

Proposition 3.8 Let $A$ and $A^{\prime}$ be two $3 \times 3$ matrices with $\operatorname{det} A \neq 0$ and $\operatorname{det} A^{\prime} \neq 0$. Then the automorphisms $T_{A}$ and $T_{A^{\prime}}$ of $\pi$ are equal if and only if there is a real number $\lambda \neq 0$ such that $A^{\prime}=\lambda A$, i.e. $a_{i j}^{\prime}=\lambda a_{i j}$ for all $i, j$.

Proof. Clearly, if there is such a $\lambda, T_{A}=T_{A^{\prime}}$, because the $x_{i}^{\prime}$ will just be changed by $\lambda$.

Conversely, suppose $T_{A}=T_{A^{\prime}}$. We will then study the action of $T_{A}$ and $T_{A^{\prime}}$ on four specific points of $\pi$, namely $(1,0,0),(0,1,0),(0,0,1)$, and $(1,1,1)$. Let us call these points $P_{1}, P_{2}, P_{3}$, and $Q$, respectively. Now

$$
T_{A}\left(P_{1}\right)=A \cdot\left(\begin{array}{l}
1 \\
0 \\
0
\end{array}\right)=\left(\begin{array}{l}
a_{11} \\
a_{21} \\
a_{31}
\end{array}\right)
$$

and

$$
T_{A^{\prime}}\left(P_{1}\right)=A^{\prime} \cdot\left(\begin{array}{c}
1 \\
0 \\
0
\end{array}\right)=\left(\begin{array}{c}
a_{11}^{\prime} \\
a_{21}^{\prime} \\
a_{31}^{\prime}
\end{array}\right)
$$

Now these two sets of coordinates are supposed to represent the same points of $\pi$, so there must exist a $\lambda \in \mathbb{R}, \lambda \neq 0$, such that

$$
\begin{aligned}
a_{11}^{\prime} & =\lambda_{1} a_{11} \\
a_{21}^{\prime} & =\lambda_{1} a_{21} \\
a_{31}^{\prime} & =\lambda_{1} a_{31} .
\end{aligned}
$$

Similarly, applying $T_{A}$ and $T_{A^{\prime}}$ to the points $P_{2}$ and $P_{3}$, we find the numbers $\lambda_{2} \in \mathbb{R}$ and $\lambda_{3} \in \mathbb{R}$, both $\neq 0$, such that

$$
\begin{array}{ll}
a_{12}^{\prime}=\lambda_{2} a_{12} & a_{13}^{\prime}=\lambda_{3} a_{13} \\
a_{22}^{\prime}=\lambda_{2} a_{22} & a_{23}^{\prime}=\lambda_{3} a_{23} \\
a_{32}^{\prime}=\lambda_{2} a_{32} & a_{33}^{\prime}=\lambda_{3} a_{33}
\end{array}
$$

Now apply $T_{A}$ to the point $Q$. We find

$$
A \cdot\left(\begin{array}{l}
1 \\
1 \\
1
\end{array}\right)=\left(\begin{array}{l}
a_{11}+a_{12}+a_{13} \\
a_{21}+a_{22}+a_{23} \\
a_{31}+a_{32}+a_{33}
\end{array}\right)
$$

Similarly for $T_{A^{\prime}}$. Again, $T_{A}(Q)=T_{A^{\prime}}(Q)$, so there is a real number $\mu \neq 0$ such that $T_{A^{\prime}}(Q)=\mu \cdot T_{A}(Q)$. Now, using all our equations, we find

$$
\begin{aligned}
& a_{11}\left(\lambda_{1}-\mu\right)+a_{12}\left(\lambda_{2}-\mu\right)+a_{13}\left(\lambda_{3}-\mu\right)=0 \\
& a_{21}\left(\lambda_{1}-\mu\right)+a_{22}\left(\lambda_{2}-\mu\right)+a_{23}\left(\lambda_{3}-\mu\right)=0 \\
& a_{31}\left(\lambda_{1}-\mu\right)+a_{32}\left(\lambda_{2}-\mu\right)+a_{33}\left(\lambda_{3}-\mu\right)=0
\end{aligned}
$$

In other words, the point $\left(\lambda_{1}-\mu, \lambda_{2}-\mu, \lambda_{3}-\mu\right)$ is sent into $(0,0,0)$. Hence $\lambda_{1}=\lambda_{2}=\lambda_{3}=\mu$. (We saw this before: a triple of numbers, not all zero, cannot be sent into $(0,0,0)$ by $A$. Hence $\lambda_{1}-\mu=0, \lambda_{2}-\mu=0$, and $\lambda_{3}-\mu=0$.)

So $A^{\prime}=\lambda A$, where $\lambda=\lambda_{1}=\lambda_{2}=\lambda_{3}=\mu$, and we are done.

Definition. The projective general linear group of order 2 over $\mathbb{R}$, written $\operatorname{PGL}(2, \mathbb{R})$, is the group of all automorphisms of $\pi$ of the form $T_{A}$ for some $3 \times 3$ matrix $A$ with $\operatorname{det} A \neq 0$.

Hence an element of $\operatorname{PGL}(2, \mathbb{R})$ is represented by a $3 \times 3$ matrix $A=\left(a_{i j}\right)$ of real numbers, with $\operatorname{det} A \neq 0$, and two matrices $A, A^{\prime}$ represent the same element of the group if and only if there is a real number $\lambda \neq 0$ such that $A^{\prime}=\lambda A$.
Theorem 3.9 Let $A, B, C, D$ and $A^{\prime}, B^{\prime}, C^{\prime}, D^{\prime}$ be two sets of four points, no three of which are collinear, in the real projective plane $\pi$. Then there is a unique automorphism $T \in \operatorname{PGL}(2, \mathbb{R})$ such that $T(A)=A^{\prime}, T(B)=B^{\prime}, T(C)=C^{\prime}$, and $T(D)=D^{\prime}$.

Proof. Let $P_{1}, P_{2}, P_{3}, Q$ be the four points $(1,0,0),(0,1,0),(0,0,1)$, and $(1,1,1)$ considered above. Then it will be sufficient to prove the theorem in the case $A, B, C, D=P_{1}, P_{2}, P_{3}, Q$. Indeed, suppose we can send the quadruple $P_{1}, P_{2}, P_{3}, Q$ into any other. Let $\varphi$ send it to $A, B, C, D$, and let $\psi$ send it to $A^{\prime}, B^{\prime}, C^{\prime}, D^{\prime}$. Then $\psi \varphi^{-1}$ sends $A, B, C, D$ into $A^{\prime}, B^{\prime}, C^{\prime}, D^{\prime}$.

Let $A, B, C, D$ have homogeneous coordinates $\left(a_{1}, a_{2}, a_{3}\right),\left(b_{1}, b_{2}, b_{3}\right),\left(c_{1}, c_{2}, c_{3}\right)$, and $\left(d_{1}, d_{2}, d_{3}\right)$, respectively. Then we must find a matrix $\left(t_{i j}\right)$, with determinant $\neq 0$, and real numbers $\lambda, \mu, \nu, \rho$ such that

$$
\begin{aligned}
& T\left(P_{1}\right)=A, \text { i.e. } \lambda a_{i}=t_{i 1} \\
& T\left(P_{2}\right)=B, \text { i.e. } \mu b_{i}=t_{i 2} \\
& T\left(P_{3}\right)=C, \text { i.e. } \nu c_{i}=t_{i 3}, \\
& T\left(P_{4}\right)=D, \text { i.e. } \rho d_{i}=t_{i 1}+t_{i 2}+t_{i 3}, i=1,2,3 .
\end{aligned}
$$

Clearly it will be sufficient to take $\rho=1$, and find $\lambda, \mu, \nu \neq 0$ such that

$$
\begin{aligned}
& \lambda a_{1}+\mu b_{1}+\nu c_{1}=d_{1} \\
& \lambda a_{2}+\mu b_{2}+\nu c_{2}=d_{2} \\
& \lambda a_{3}+\mu b_{3}+\nu c_{3}=d_{3} .
\end{aligned}
$$

Lemma 3.10 Let $A, B, C$ be three points in $\pi$, with coordinates $\left(a_{1}, b_{1}, c_{1}\right)$, $\left(a_{2}, b_{2}, c_{2}\right),\left(a_{3}, b_{3}, c_{3}\right)$, respectively. Then $A, B, C$ are collinear if and only if

$$
\operatorname{det}\left(\begin{array}{lll}
a_{1} & a_{2} & a_{3} \\
b_{1} & b_{2} & b_{3} \\
c_{1} & c_{2} & c_{3}
\end{array}\right)=0
$$

Proof of lemma. The points $A, B, C$ are collinear if and only if there is a line, with equation say

$$
h_{1} x_{1}+h_{2} x_{2}+h_{3} x_{3}=0,
$$

$h_{i}$ not all zero, such that this equation is satisfied by the coordinates of $A, B, C$. We have seen that the determinant of a matrix $\left(a_{i j}\right)$ is $\neq 0$ if and only if for each set of numbers $\left(b_{i}\right)$, the corresponding set of linear equations (\#3 on p. 19) has a unique solution. It follows that $\operatorname{det}\left(a_{i j}\right)=0$ if and only if for $b_{i}=0$, the set of equations has a non-trivial solution, i.e. not all zero. Now our $h_{i}$ are solutions of such a set of equations. Therefore they exist $\Leftrightarrow$ the determinant above is zero.

Proof of theorem, continued. In our case, $A, B, C$ are non-collinear, hence by the lemma,

$$
\operatorname{det}\left(\begin{array}{lll}
a_{1} & b_{1} & c_{1} \\
a_{2} & b_{2} & c_{2} \\
a_{3} & b_{3} & c_{3}
\end{array}\right)=0 \text { (see note below). }
$$

Hence we can solve the equations above for $\lambda, \mu, \nu$. Now I claim $\lambda, \mu, \nu$ are all $\neq 0$. Indeed, suppose, say, $\lambda=0$. Then our equations say that

$$
\begin{aligned}
& \mu b_{1}+\nu c_{1}-1 d_{1}=0 \\
& \mu b_{2}+\nu c_{2}-1 d_{2}=0 \\
& \mu b_{3}+\nu c_{3}-1 d_{3}=0,
\end{aligned}
$$

and hence

$$
\operatorname{det}\left(\begin{array}{lll}
b_{1} & c_{1} & c_{1} \\
b_{2} & c_{2} & d_{2} \\
b_{3} & c_{3} & d_{3}
\end{array}\right)=0
$$

which is impossible by the lemma, since $B, C, D$ are not collinear.
Note. We must use the fact that the determinant of the transpose of a matrix is equal to the determinant of the matrix itself. We define the transpose of a matrix $A=\left(a_{i j}\right)$ to be $A^{T}=\left(a_{j i}\right)$. It is obtained by reflecting the entries of the matrix in the main diagonal. One can see easily that

$$
(A \cdot B)^{T}=B^{T} \cdot A^{T}
$$

Now consider the function from the set of matrices to the real numbers given by

$$
A \mapsto \operatorname{det}\left(A^{T}\right)
$$

Then this function satisfies the two conditions D1, D2 on p. 17, therefore it is the same as the determinant function. Hence

$$
\operatorname{det}(A)=\operatorname{det}\left(A^{T}\right)
$$

So we have found $\lambda, \mu, \nu$ all $\neq 0$ which satisfy the equations above. We define $t_{i j}$ by the equations

$$
\begin{aligned}
\lambda a_{i} & =t_{i 1} \\
\mu b_{i} & =t_{i 2} \\
\nu c_{i} & =t_{i 3} .
\end{aligned}
$$

Then $\left(t_{i j}\right)$ is a matrix, with determinant $\neq 0$ (again by the lemma, since $A, B$, $C$ are non-collinear!), so $T$, given by the matrix $\left(t_{i j}\right)$, is an element of $\operatorname{PGL}(2, \mathbb{R})$ which sends $P_{1}, P_{2}, P_{3}, Q$ to $A, B, C, D$.

For the uniqueness, suppose that $T$ and $T^{\prime}$ are two elements of $\operatorname{PGL}(2, \mathbb{R})$ which accomplish our task. Then by the proof of Proposition 3.8, the matrices $\left(t_{i j}\right)$ and $\left(t_{i j}^{\prime}\right)$ defining $T, T^{\prime}$ differ by a scalar multiple, and hence give the same element of $\operatorname{PGL}(2, \mathbb{R})$.

Our next main theorem will be that $\operatorname{PGL}(2, \mathbb{R})$, which we know to be a subgroup of Aut $\pi$, the group of automorphisms of the real projective plane, is actually equal to it:

$$
\operatorname{PGL}(2, \mathbb{R})=\operatorname{Aut} \pi
$$

The statement and proof of this theorem will follow after some preliminary results.

Definition. A field is a set $F$, together with two operations,$+ \cdot$, which have the following properties.
F1 $a+b=b+a \quad \forall a, b \in F$.
F2 $(a+b)+c=a+(b+c) \quad \forall a, b, c \in F$.
F3 $\exists 0 \in F$ such that $a+0=0+a=a \quad \forall a \in F$.
F4 $\forall a \in F, \exists-a \in F$ such that $a+(-a)=0$.
In other words, $F$ is an abelian group under addition.
F5 $a b=b a \quad \forall a, b \in F$.
F6 $a(b c)=(a b) c \quad \forall a, b, c \in F$.
F7 $\exists 1 \in F$ such that $a \cdot 1=a \quad \forall a \in F$.
F8 $\forall a \neq 0, a \in F, \exists a^{-1}$ such that $a \cdot a^{-1}=1$.
F9 $a(b+c)=a b+a c \quad \forall a, b, c \in F$.
So the non-zero elements form a group under multiplication. (It is normal to assume also $0 \neq 1$.)

Definition. If $F$ is a field, an automorphism of $F$ is a $1-1$ mapping $\sigma$ of $F$ onto $F$, written $a \mapsto a^{\sigma}$, such that

$$
\begin{aligned}
(a+b)^{\sigma} & =a^{\sigma}+b^{\sigma} \\
(a b)^{\sigma} & =a^{\sigma} b^{\sigma}
\end{aligned}
$$

for all $a, b \in F$. (It follows that $0^{\sigma}=0,1^{\sigma}=1$.)
Proposition 3.11 Let $\varphi$ be any automorphism of the real projective plane which leaves fixed the points $P_{1}=(1,0,0), P_{2}=(0,1,0), P_{3}=(0,0,1)$, and $Q=(1,1,1)$. (Note we do not assume that $\varphi$ can be given by a matrix.) Then there is an automorphism $\sigma$ of the field of real numbers, such that

$$
\varphi\left(x_{1}, x_{2}, x_{3}\right)=\left(x_{1}^{\sigma}, x_{2}^{\sigma}, x_{3}^{\sigma}\right)
$$

for each point $\left(x_{1}, x_{2}, x_{3}\right)$ of $\pi$.


Proof. We note that $\varphi$ must leave the line $x_{3}=0$ fixed since it contains $P_{2}$ and $P_{1}$. We will take this line as the line at infinity, and consider the affine plane $x_{3} \neq 0 . A=\pi-\left\{x_{3}=0\right\}$.

Our automorphism $\varphi$ then sends $A$ into itself, and so is an automorphism of the affine plane. We will use affine coordinates

$$
\begin{aligned}
& x=x_{1} / x_{3} \\
& y=x_{2} / x_{3}
\end{aligned}
$$

Since $\varphi$ leaves fixed $P_{1}$ and $P_{2}$, it will send horzontal lines into horizontal lines, vertical lines into vertical lines. Besides that, it leaves fixed $P_{3}=(0,0)$ and $Q=(1,1)$, hence it leaves fixed the $X$-axis and the $Y$-axis.

Let $(a, 0)$ be a point on the $X$-axis. Then $\varphi(a, 0)$ is also on the $X$-axis, so it can be written as $\left(a^{\sigma}, 0\right)$ for a suitable element $a^{\sigma} \in \mathbb{R}$. Thus we define a mapping

$$
\sigma: \mathbb{R} \rightarrow \mathbb{R}
$$

and we see immediately that $0^{\sigma}=0$ and $1^{\sigma}=1$.
The line $x=y$ is sent into itself, because $P_{3}$ and $Q$ are fixed. Vertical lines go into vertical lines. Hence the point

$$
(a, a)=(\text { line } x=y) \cap(\text { line } x=a)
$$

is sent into

$$
\left(a^{\sigma}, a^{\sigma}\right)=(\text { line } x=y) \cap\left(\text { line } x=a^{\sigma}\right) .
$$

Similarly, horizontal lines go into horizontal lines, and the $Y$-axis goes into itself, so we deduce that

$$
\varphi(0, a)=\left(0, a^{\sigma}\right)
$$

Finally, if $(a, b)$ is any point, we deduce by drawing the lines $x=a$ and $y=b$ that

$$
\varphi(a, b)=\left(a^{\sigma}, b^{\sigma}\right) .
$$

Hence the action of $\varphi$ on the affine plane is completely expressed by the mapping $\sigma: \mathbb{R} \rightarrow \mathbb{R}$ which we have constructed.

By the way, since $\varphi$ is an automorphism of $A$, it must send the $X$-axis onto itself in a $1-1$ manner, so $\sigma$ is one-to-one and onto.

Now we will show that $\sigma$ is an automorphism of $\mathbb{R}$. Let $a, b \in \mathbb{R}$, and consider the points $(a, 0),(b, 0)$ on the $X$-axis. We can construct the point $(a+b, 0)$ geometrically as follows:

1. Draw the line $y=1$.
2. Draw $x=a$.

3 . Get $(a, 1)$ by intersection of 1,2 .
4. Draw the line joining $(0,1)$ and $(b, 0)$.
5. Draw the line parallel to 4 through $(a, 1)$.
6. Intersect 5 with the $X$-axis.

Now $\varphi$ sends the line $y=1$ into itself, it sends $x=a$ into $x=a^{\sigma}$, and it sends $(b, 0)$ into $\left(b^{\sigma}, 0\right)$. It preserves joins and intersections, and parallelism. Hence $\varphi$ also sends $(a+b, 0)$ into $\left(a^{\sigma}+b^{\sigma}, 0\right)$. Therefore

$$
(a+b)^{\sigma}=a^{\sigma}+b^{\sigma} .
$$

By another construction, we can obtain the point $(a b, 0)$ geometrically from the points $(a, 0)$ and $(b, 0)$.

1. Draw $x=a$.
2. Intersect with $x=y$ to obtain $(a, a)$.
3. Join $(1,1)$ to $(b, 0)$.
4. Draw a line parallel to 3 through $(a, a)$.
5. Intersect 4 with the $X$-axis.

Since $\varphi$ leaves $(1,1)$ fixed, we see similarly by this construction that

$$
(a b)^{\sigma}=a^{\sigma} b^{\sigma} .
$$

Hence $\sigma$ is an automorphism of the field of real numbers.
Now we return to the projective plane $\pi$, and study the effect of $\varphi$ on a point with homogeneous coordinates $\left(x_{1}, x_{2}, x_{3}\right)$.

CASE 1. If $x_{3}=0$, we write this point as the intersection of the line $x_{3}=0$ (which is left fixed by $\varphi$ ) and the line joining ( $0,0,1$ ) with $\left(x_{1}, x_{2}, 1\right)$. Now this latter point is in $A$, and has affine coordinates $\left(x_{1}, x_{2}\right)$. Hence $\varphi$ of it is $\left(x_{1}{ }^{\sigma}, x_{2}{ }^{\sigma}\right)$, whose homogeneous coordinates are $\left(x_{1}{ }^{\sigma}, x_{2}{ }^{\sigma}, 1\right)$. Therefore, by intersecting the transformed lines, we find

$$
\varphi\left(x_{1}, x_{2}, 0\right)=\left(x_{1}{ }^{\sigma}, x_{2}{ }^{\sigma}, 0\right) .
$$

CASE 2. $x_{3} \neq 0$. Then the point $\left(x_{1}, x_{2}, x_{3}\right)$ is in $A$, and has affine coordinates

$$
\begin{aligned}
x & =x_{1} / x_{3} \\
y & =x_{2} / x_{3} .
\end{aligned}
$$

So $\varphi(x, y)=\left(x^{\sigma}, y^{\sigma}\right)=\left(x_{1}{ }^{\sigma} / x_{3}{ }^{\sigma}, x_{2}{ }^{\sigma} / x_{3}{ }^{\sigma}\right)$. This last equation because $\sigma$ is an automorphism, so takes quotients into quotients. Therefore $\varphi(x, y)$ has homogeneous coordinates $\left(x_{1}{ }^{\sigma}, x_{2}{ }^{\sigma}, x_{3}{ }^{\sigma}\right)$ and we are done.

Proposition 3.12 The only automorphism of the field of real numbers is the identity automorphism.

Proof. Let $\sigma$ be an automorphism of the real numbers. We proceed in several steps.

1) $1^{\sigma}=1 .(a+b)^{\sigma}=a^{\sigma}+b^{\sigma}$. Hence, by induction, we can prove that $n^{\sigma}=n$ for any positive integer $n$.
2) $n+(-n)=0$, so $n^{\sigma}+(-n)^{\sigma}=0$, so $(-n)^{\sigma}=-n$. Hence $\sigma$ leaves all the integers fixed.
3) If $b \neq 0,(a / b)^{\sigma}=a^{\sigma} / b^{\sigma}$. Hence $\sigma$ leaves all the rational numbers fixed.
4) If $x \in \mathbb{R}$, then $x>0$ if and only if there is an $a \neq 0$ such that $x=a^{2}$. Then $x^{\sigma}=\left(a^{\sigma}\right)^{2}$, so $x>0 \Rightarrow x^{\sigma}>0$. Conversely, if $x^{\sigma}>0, x^{\sigma}=b^{2}$, so $x=\left(x^{\sigma}\right)^{\sigma-1}=\left(b^{\sigma-1}\right)^{2}$, because the inverse of $\sigma$ is also an automorphism. Hence $x>0 \Leftrightarrow x^{\sigma}>0$. Therefore also $x<y \Leftrightarrow x^{\sigma}<y^{\sigma}$.
5) Let $\left\{a_{n}\right\}$ be a sequence of real numbers, and let $a$ be a real number. Then the sequence $\left\{a_{n}\right\}$ converges to $a \Leftrightarrow\left\{a_{n}{ }^{\sigma}\right\}$ converges to $a^{\sigma}$. Indeed, this says $\forall \epsilon>0, \exists N$ such that $n>N \Rightarrow\left|a_{n}-a\right|<\epsilon$. Using the previous results, this is equivalent to $\left|a_{n}{ }^{\sigma}-a^{\sigma}\right|<\epsilon^{\sigma}$. Furthermore, it is sufficient to consider rational $\epsilon>0$ in the definition, and $\epsilon^{\sigma}=\epsilon$ if $\epsilon$ is a rational number. So the two conditions are equivalent.
6) If $a \in \mathbb{R}$ is any real number, we can find a sequence of rational numbers $q_{n} \in \mathbb{Q}$, which converges to $a$. Then $q_{n}{ }^{\sigma}=q_{n}, q_{n}{ }^{\sigma}$ converges to $a^{\sigma}$, and so $a=a^{\sigma}$, by the uniqueness of the limit.

Thus $\sigma$ is the identity.
Theorem 3.13 $\operatorname{PGL}(2, \mathbb{R})=$ Aut $\pi$.
Proof. It is sufficient to show that any $\varphi \in \operatorname{Aut} \pi$ is already in $\operatorname{PGL}(2, \mathbb{R})$. Let $\varphi \in \operatorname{Aut} \pi$. Let $\varphi\left(P_{1}\right)=A, \varphi\left(P_{2}\right)=B, \varphi\left(P_{3}\right)=C, \varphi(Q)=D$. Choose a $T \in \operatorname{PGL}(2, \mathbb{R})$ such that $T\left(P_{1}\right)=A, T\left(P_{2}\right)=B, T\left(P_{3}\right)=C, T(Q)=D$ (possible by Theorem 3.9). Then $T^{-1} \varphi$ is an automorphism of $\pi$ which leaves $P_{1}, P_{2}, P_{3}, Q$ fixed. Hence by Proposition 3.11 it can be written

$$
\left(x_{1}, x_{2}, x_{3}\right) \rightarrow\left(x_{1}{ }^{\sigma}, x_{2}{ }^{\sigma}, x_{3}^{\sigma}\right)
$$

for some automorphism $\sigma$ of $\mathbb{R}$. But by the last proposition $\sigma$ is the identity, so $T^{-1} \varphi$ is the identity, so $\varphi=T \in \operatorname{PGL}(2, \mathbb{R})$.

Note that specific properties of the real numbers entered only into Proposition 3.11. The rest of the argument would have been valid over an arbitrary field. In fact, we will study this more general situation in Chapter 6.

## 4

## Elementary Synthetic Projective Geometry

We will now study the properties of a projective plane which we can deduce from the axioms P1-P4 (and occasionally P5, P6, P7 to be defined).
Proposition 4.1 Let $\pi$ be a projective plane. Let $\pi^{*}$ be the set of lines in $\pi$, and define a line* in $\pi^{*}$ to be a pencil of lines in $\pi$. (A pencil of lines is the set of all lines passing through some fixed point.) Then $\pi^{*}$ is a projective plane, called the dual projective plane of $\pi$. Furthermore, if $\pi$ satisfies P5, so does $\pi^{*}$.

Proof. We must verify the axioms P1-P4 for $\pi^{*}$, and we will call them $\mathrm{P} 1^{*}-\mathrm{P} 4^{*}$ to distinguish them from $\mathrm{P} 1-\mathrm{P} 4$. Also $\mathrm{P} 5 \Rightarrow \mathrm{P} 5^{*}$.
$\mathbf{P} 1^{*}$ If $P^{*}, Q^{*}$ are two distinct points* of $\pi^{*}$, then there is a unique line* of $\pi^{*}$ containing $P^{*}$ and $Q^{*}$. If we translate this statement into $\pi$, it says, if $l, m$ are two distinct lines of $\pi$, then there is a unique pencil of lines containing $l, m$, i.e. $l, m$ have a unique point in common. This follows from P1 and P2.

P 2* If $l^{*}$ and $m^{*}$ are two lines* in $\pi^{*}$, they have at least one point* in common. In $\pi$, this says that two pencils of lines have at least one line in common, which follows from P1.
P 3* There are three non-collinear points* in $\pi^{*}$. This says there are three non-concurrent lines in $\pi$. (We say three or more lines are concurrent if they all pass through some point, i.e. if they are contained in a pencil of lines.) By P 3 there are three non-collinear points $A, B, C$. Then one sees easily that the lines $A B, A C, B C$ are not concurrent.
$\mathbf{P} 4^{*}$ Every line* in $\pi^{*}$ has at least three points*. This says that every pencil in $\pi$ has at least three lines. Let the pencil be centered at $P$, and let $l$ be some line not passing through $P$. Then by $\mathrm{P} 4, l$ has at least three points $A, B, C$. Hence the pencil of lines through $P$ has at least three lines $a=P A, b=P B$, $c=P C$.

Now we will assume P5, Desargues' Axiom, and we wish to prove
$\mathbf{P} 5^{*} \operatorname{Let} O^{*}, A^{*}, B^{*}, C^{*}, A^{*}, B^{*}, C^{*}$ be seven distinct points* of $\pi^{*}$, such that $O^{*}, A^{*}, A^{*} ; O^{*}, B^{*}, B^{*} ; O^{*}, C^{*}, C^{*}$ are collinear, and $A^{*}, B^{*}, C^{*} ; A^{*}$,
$B^{\prime *}, C^{\prime *}$ are not collinear. Then the points*

$$
\begin{aligned}
& P^{*}=A^{*} B^{*} \cdot A^{*} B^{*} \\
& Q^{*}=A^{*} C^{*} \cdot A^{\prime *} C^{*} \\
& R^{*}=B^{*} C^{*} \cdot B^{\prime *} C^{*}
\end{aligned}
$$

are collinear.
Translated into $\pi$, this says the following:
Let $o, a, b, c, a^{\prime}, b^{\prime}, c^{\prime}$ be seven lines, such that $o, a, a^{\prime} ; o, b, b^{\prime} ; o, c, c^{\prime}$ are concurrent, and such that $a, b, c ; a^{\prime}, b^{\prime}, c^{\prime}$ are not concurrent. Then the lines

$$
\begin{aligned}
& p=(a \cdot b) \cup\left(a^{\prime} \cdot b^{\prime}\right) \\
& p=(a \cdot c) \cup\left(a^{\prime} \cdot c^{\prime}\right) \\
& p=(b \cdot c) \cup\left(b^{\prime} \cdot c^{\prime}\right)
\end{aligned}
$$

(where $\cup$ denotes the line joining two points, and • denotes the intersection of two lines) are concurrent.

To prove this statement, we will label the points of the diagram in such a way as to be able to apply P5. So let

$$
\begin{aligned}
O & =o \cdot a \cdot a^{\prime} \\
A & =o \cdot b \cdot b^{\prime} \\
A^{\prime} & =o \cdot c \cdot c^{\prime} \\
B & =a \cdot b \\
B^{\prime} & =a \cdot c \\
C & =a^{\prime} \cdot b^{\prime} \\
C^{\prime} & =a^{\prime} \cdot c^{\prime} .
\end{aligned}
$$

Then $O, A, B, C, A^{\prime}, B^{\prime}, C^{\prime}$ satisfy the hypotheses of P 5 , so we conclude that

$$
\begin{aligned}
& P=A B \cdot A^{\prime} B^{\prime}=b \cdot c \\
& Q=A C \cdot A^{\prime} C^{\prime}=b^{\prime} \cdot c^{\prime} \\
& R=B C \cdot B^{\prime} C^{\prime}=p \cdot q
\end{aligned}
$$

are collinear. But $P Q=r$, so this says that $p, q, r$ are concurrent.
Corollary 4.2 (Principle of Duality) Let $S$ be any statement about a projective plane $\pi$, which can be proved from the axioms P1-P4 (respectively P1-P5). Then the "dual" statement $S^{*}$, obtained from $S$ by interchanging the words

| point | $\longleftrightarrow$ line |
| :--- | :--- |
| lies on | $\longleftrightarrow$ |
| passes through |  |
| collinear | $\longleftrightarrow$ |
| concurrent |  |
| intersection | $\longleftrightarrow$ join | etc.

can also be proved from the axioms P1-P4 (respectively P1-P5).

Proof. Indeed, $S^{*}$ is just the statement of $S$ applied to the dual projective plane $\pi^{*}$, hence it follows from $\mathrm{P} 1^{*}-\mathrm{P} 4^{*}$ (respectively $\mathrm{P} 1^{*}-\mathrm{P} 5^{*}$ ). But these in turn follow from $\mathrm{P} 1-\mathrm{P} 4$ (respectively $\mathrm{P} 1-\mathrm{P} 5$ ), as we have just shown.

Remarks. 1. There is a natural map $\pi \rightarrow \pi^{* *}$, obtained by sending a point $P$ of $\pi$ into the pencil of lines through $P$, which is a point of $\pi^{* *}$. One can see easily that this is an isomorphism of the projective plane $\pi$ with the projective plane $\pi^{* *}$.
2. However, the plane $\pi^{*}$ need not be isomorphic to the plane $\pi$. I believe one of the non-Desarguesian finite projective planes of order 9 (10 points on a line) will give an example of this.

Definition. A complete quadrangle is the configuration of seven points and six lines obtained by taking four points $A, B, C, D$, no three of which are collinear, drawing all six lines connecting them, and then taking the intersections of opposite sides:

$$
\begin{aligned}
& P=A B \cdot C D \\
& Q=A C \cdot B D \\
& R=A D \cdot B C
\end{aligned}
$$

The points $P, Q, R$ are called diagonal points of the complete quadrangle.
It may happen that the diagonal points $P, Q, R$ of a complete quadrangle are collinear (as for example in the projective plane of seven points). However, this never happens in the real projective plane (as we will see below), and in general it is to be regarded as a pathological phenomenon, hence we will make an axiom saying this should not happen.
P7 (Fano's axiom) The diagonal points of a complete quadrangle are never collinear.

Proposition 4.3 The real projecitve plane satisfies P7.
Proof. Let $A, B, C, D$ be the vertices of a complete quadrangle. Then no three of them are collinear, so we can find an automorphism $T$ of the real projective plane $\pi$ which carries $A, B, C, D$ into the points $(0,0,1),(1,0,0),(0,1,0)$, $(1,1,1)$ respectively (by Theorem 3.9).

Hence it will be sufficient to show that the diagonal points of this complete quadrangle are not collinear. They are $(1,0,1),(1,1,0),(0,1,1)$. To see if they are collinear, we apply Lemma 3.10, and calculate the determinant

$$
\operatorname{det}\left(\begin{array}{lll}
1 & 0 & 1 \\
1 & 1 & 0 \\
0 & 1 & 1
\end{array}\right)=2
$$

Since $2 \neq 0$, we conclude that the points are not collinear.
Proposition 4.4 $P 7$ in a projective plane $\pi$ implies $P 7^{*}$ in $\pi^{*}$, hence the principle of duality also applies in regard to consequences of P7.

Proof. $\mathrm{P}^{*}$, translated into the language of $\pi$, says the following: The diagonal lines of a complete quadrilateral are never concurrent. This statement requires some explanation:

Definition. A complete quadrilateral is the configuration of seven lines and six points obtained by taking four lines $a, b, c, d$, no three of which are concurrent, their six points of intersection, and the three lines

$$
\begin{aligned}
p & =(a \cdot b) \cup(c \cdot d) \\
q & =(a \cdot c) \cup(b \cdot d) \\
r & =(a \cdot d) \cup(b \cdot c)
\end{aligned}
$$

joining opposite pairs of points. These lines $p, q, r$ are called the diagonal lines of the complete quadrilateral.

To prove $\mathrm{P}^{*}$, let $a, b, c, d$ be a complete quadrilateral, and suppose that the three diagonal lines $p, q, r$ were concurrent. Then this would show that the diagonal points of the complete quadrangle $A B C D$, where

$$
\begin{aligned}
A & =b \cdot d \\
B & =c \cdot d \\
C & =a \cdot b \\
D & =a \cdot c,
\end{aligned}
$$

were collinear, which contradicts $\mathrm{P} 7 *$. Hence $\mathrm{P} 7 *$ is true.
Remark. The astute reader will have noticed that the definition of a complete quadrilateral is the "dual" of the definition of a complete quadrangle. In general, I expect from now on that the reader construct for himself the duals of all definitions, theorems, and proofs

## Harmonic points

Definition. An ordered quadruple of distinct points $A, B, C, D$ on a line is called a harmonic quadruple if there is a complete quadrangle $X, Y, Z$, $W$ wuch that $A$ and $B$ are diagonal points of the complete quadrangle (say

$$
\begin{aligned}
& A=X Y \cdot Z W \\
& B=X Z \cdot Y W)
\end{aligned}
$$

and $C, D$ lie on the remaining two sides of the quadrangle (say $C \in X W$ and $D \in Y Z)$.

In symbols, we write $\mathrm{H}(A B, C D)$ if $A, B, C, D$ form a harmonic quadruple.
Note that if $A B C D$ is a harmonic quadruple, then the fact that $A, B, C, D$ are distinct implies that the diagonal points of a defining quadrangle $X Y Z W$ are not collinear. In fact, the notion of 4 harmonic points does not make much sense unless Fano's Axiom P7 is satisfied. Hence we will always assume this when we speak of harmonic points.
Proposition 4.5 $\mathrm{H}(A B, C D) \Leftrightarrow \mathrm{H}(B A, C D) \Leftrightarrow \mathrm{H}(A B, D C) \Leftrightarrow \mathrm{H}(B A, D C)$.
Proof. This follows immediately from the definition, since $A$ and $B$ play symmetrical roles, and $C$ and $D$ play symmetrical roles. In fact, one could permute $X, Y, Z, W$ to make the notation coincide with the definitions of $\mathrm{H}(B A, C D)$, etc.

Proposition 4.6 Let $A, B, C$ be three distinct points on a line. Then (assuming $P 7$ ), there is a point $D$ such that $\mathrm{H}(A B, C D)$. Furthermore (assuming P5), this point $D$ is unique. $D$ is called the fourth harmonic point of $A, B, C$, or the harmonic conjugate of $C$ with respect to $A$ and $B$.

Proof. Draw two lines $l, m$ through $A$, different from the line $A B C$. Draw a line $n$ through $C$, different from $A B C$. Then join $B$ to $l \cdot n$, and join $B$ to $m \cdot n$. Call these lines $r, s$ respectively. Then join $r \cdot m$ and $s \cdot l$ to form a line $t$. Let $t$ intersect $A B C$ at $D$. Then by P 7 we see that $D$ is distinct from $A, B, C$. Hence by construction we have $\mathrm{H}(A B, C D)$.

Now we assume P5, and will prove the uniqueness of the fourth harmonic point. Given $A, B, C$ construct $D$ as above. Suppose $D^{\prime}$ is another point such that $\mathrm{H}\left(A B, C D^{\prime}\right)$. Then, by definition, there is a complete quadrangle $X Y Z W$ such that

$$
\begin{aligned}
A & =X Y \cdot Z W \\
B & =X Z \cdot Y W \\
C & \in X W \\
D^{\prime} & \in Y Z
\end{aligned}
$$

Call $l^{\prime}=A X, m^{\prime}=A Z$, and $n^{\prime}=C X$. Then we see that the above construction, applied to $l^{\prime}, m^{\prime}, n^{\prime}$, will give $D^{\prime}$.

Thus it is sufficient to show that our construction of $D$ is independent of the choice of $l, m, n$. We do this in three steps, by showing that if we vary one of $l$, $m, n$, the point $D$ remains the same.

Step 1. If we replace $l$ by a line $l^{\prime}$, we get the same $D$.
Let $D$ be defined by $l, m, n$ as above, and label the resulting complete quadrangle $X Y Z W$. Let $l^{\prime}$ be another line through $A$, distinct from $m$, and label the quadrangle obtained from $l^{\prime}, m, n X^{\prime} Y^{\prime} Z^{\prime} W^{\prime}$. (Note the point $W=m \cdot n$ belongs to both quadrangles.) We must show that the line $Y^{\prime} Z^{\prime}$ passes through $D$, i.e. that $\left(Y^{\prime} Z^{\prime}\right) \cdot(A B C)=D$. Indeed, observe that the two triangles $X Y Z$ and $X^{\prime} Y^{\prime} Z^{\prime}$ are perspective from $W$. Two pairs of corresponding sides meet in $A$ and $B$ respectively:

$$
\begin{aligned}
& A=X Y \cdot X^{\prime} Y^{\prime} \\
& B=X Z \cdot X^{\prime} Z^{\prime}
\end{aligned}
$$

Hence, by P5, the third pair of corresponding sides, namely $Y Z$ and $Y^{\prime} Z^{\prime}$, must meet on $A B$, which is what we wanted to prove.

Step 2. If we replace $m$ by $m^{\prime}$, we get the same $D$. The proof in this case is identical with that of Step 1, interchanging the roles of $l$ and $m$.

STEP 3. If we replace $n$ by $n^{\prime}$, we get the same $D$.
The proof in this case is more difficult, since all four points of the corresponding complete quadrangle change. So let $X Y Z W$ be the quadrangle formed by $l, m, n$, which defines $D$. Let $X^{\prime} Y^{\prime} Z^{\prime} W^{\prime}$ be the quadrangle formed by $l, m, n^{\prime}$. We must show that $Y^{\prime} Z^{\prime}$ also meets $A B C$ at $D$.

Consider the triangles $X Y W$ and $W^{\prime} Z^{\prime} X^{\prime}$ (in that order). Corresponding sides meet in $A, B, C$, respectively, which are collinear, hence by $\mathrm{P} 5 *$ the two triangles must be perspective from some point $O$. In other words, the lines

$$
X W^{\prime}, Y Z^{\prime}, \text { and } W X^{\prime}
$$

all meet in a point $O$.
Similarly, by considering the triangles $Z W X$ and $Y^{\prime} X^{\prime} W^{\prime}$ (in that order), and applying $\mathrm{P} 5^{*}$ once more, we deduce that the lines

$$
Z Y^{\prime}, W X^{\prime}, \text { and } X W^{\prime}
$$

are concurrent. Since two of these lines are among the three above, and $X W^{\prime} \neq$ $X^{\prime} W$, we conclude that their point of intersection is also $O$.

In other words, the quadrangles $X Y Z W$ and $W^{\prime} Z^{\prime} Y^{\prime} X^{\prime}$ are perspective from $O$, in that order. In particular, the triangles $X Y Z$ and $W^{\prime} Z^{\prime} Y^{\prime}$ are perspective from $O$. Two pairs of corresponding sides meet in $A$ and $B$, respectively. Hence the third pair of sides, $Y Z$ and $Z^{\prime} Y^{\prime}$, must meet on the line $A B$, i.e. $D \in$ $Z^{\prime} Y^{\prime}$.

Proposition 4.7 Let $A B, C D$ be four harmonic points. Then (assuming P5) also $C D, A B$ are four harmonic points.

Combining with Proposition 4.5, we find therefore

$$
\begin{aligned}
& \mathrm{H}(A B, C D) \Leftrightarrow \mathrm{H}(B A, C D) \Leftrightarrow \mathrm{H}(A B, D C) \Leftrightarrow \mathrm{H}(B A, D C) \\
& \\
& \mathbb{\imath} \\
& \mathrm{H}(C D, A B) \Leftrightarrow \mathrm{H}(D C, A B) \Leftrightarrow \mathrm{H}(C D, B A) \Leftrightarrow \mathrm{H}(D C, B A) .
\end{aligned}
$$

Proof. (See diagram on ????.) We assume $\mathrm{H}(A B, C D)$, and let $X Y Z W$ be a complete quadrangle as in the definition of harmonic quadruple.

Draw $D X$ and $C Z$, and let them meet in $U$. Let $X W \cdot Y Z=T$. Then $X T U Z$ is a complete quadrangle with $C, D$ as two of its diagonal points; $B$ lies on $X Z$, so it will be sufficient to prove that $T U$ passes through $A$. For then we will have $\mathrm{H}(C D, A B)$.

Consider the two triangles $X U Z$ and $Y T W$. Their corresponding sides meet in $D, B, C$ respectively, which are collinear. Hence, by P5*, the lines joining corresponding vertices, namely

$$
X Y, T U, W Z
$$

are concurrent, which is what we wanted to prove.
Examples. 1. In the projective plane of thirteen points, there are four points of any line. These four points always forma a harmonic quadruple, in any order.

To prove this, it will be sufficient to show that P7 holds in this plane. For then there will always be a fourth harmonic point to any three points, and it must be the fourth point on the line. We will prove this later: The plane of 13 points is the projective plane over the field of three elements, which is of characteristic 3. But P7 holds in the projective plane over any field of characteristic $\neq 2$.
2. In the real Euclidean plane, four points $A B, C D$ form a harmonic quadruple if and only if the product of distances

$$
\frac{A C}{B C} \cdot \frac{B D}{A D}=-1
$$

(See Problem 20.)

## Perspectivities and projectivities

Definition. A perspectivity is a mapping of one line $l$ into another line $l^{\prime}$ (both considered as sets of points), which can be obtained in the following way: Let $O$ be a point not on either $l$ or $l^{\prime}$. For each point $A \in l$, draw $O A$, and let $O A$ meet $l^{\prime}$ in $A^{\prime}$. Then map $A \mapsto A^{\prime}$. This is a perspectivity. In symbols we write

$$
l_{\bar{\lambda}}^{O} l^{\prime}
$$

which says " $l$ is mapped into $l^{\prime}$ by a perspectivity with center at $O$ ", or

$$
A B C \ldots \frac{O}{\bar{\lambda}} A^{\prime} B^{\prime} C^{\prime} \ldots,
$$

which says "the points $A, B, C$ (of the line $l$ ) are mapped via a perspectivity with center $O$ into the points $A^{\prime}, B^{\prime}, C^{\prime}$ (of the line $l^{\prime}$ ), respectively".

Note that a perspectivity is always one-to-one and onto, and that its inverse is also a perspectivity. Note also that if $X=l \cdot l^{\prime}$, then $X$ (as a point of $l$ ) is sent into itself, $X$ (as a point of $l^{\prime}$ ).

One can easily see that a composition of two or more perspectivities need not be a perspectivity. For example, in the diagram above, we have

$$
l_{\bar{\lambda}}^{O} l^{\prime} \stackrel{O}{\bar{\lambda}} l^{\prime \prime}
$$

and

$$
A B C Y_{\bar{\lambda}}^{O} A^{\prime} B^{\prime} C^{\prime} Y^{\prime} \stackrel{O}{\bar{\lambda}} A^{\prime \prime} B^{\prime \prime} C^{\prime \prime} Y^{\prime \prime}
$$

Now if the composed map from $l$ to $l^{\prime \prime}$ were a perspectivity, it would have to send $l \cdot l^{\prime \prime}=Y$ into itself. However, $Y$ goes into $Y^{\prime \prime}$, which is different from $Y$. Therefore we make the following

Definition. A projectivity is a mapping of one line $l$ into another $l^{\prime}$ (which may be equal to $l$ ), which can be expressed as a composition of perspectivities. We write $l_{\wedge} l^{\prime}$, and write $A B C \ldots{ }_{\wedge} A^{\prime} B^{\prime} C^{\prime} \ldots$ if the projectivity that takes points $A, B, C, \ldots$ into $A^{\prime}, B^{\prime}, C^{\prime}, \ldots$ respectively.

Note that a projectivity also is always one-to-one and onto.
Proposition 4.8 Let $l$ be a line. Then the set of projectivities of $l$ into itself forms a group, which we will call $\mathrm{PJ}(l)$.

Proof. Notice that the composition of two projectivities is a projectivity, because the result of performing one chain of perspectivities followed by another is still a chain of perspectivities. The identity map of $l$ into itself is a projectivity (in fact a perspectivity), and acts as the identity element in $\operatorname{PJ}(l)$. The inverse of a projectivity is a projectivity, since we need only reverse the chain of perspectivities.

Naturally, we would like to study this group, and in particular we would like to know how many times transitive it is. We will see in the following two propositions that it is three times transitive, but cannot be four times transitive.
Proposition 4.9 Let $l$ be a line, and let $A, B, C$, and $A^{\prime}, B^{\prime}, C^{\prime}$ be two triples of three distinct points each on $l$. Then there is a projectivity of $l$ into itself which sends $A, B, C$ into $A^{\prime}, B^{\prime}, C^{\prime}$.

Proof. Let $l^{\prime}$ be a line different from $l$, and which does not pass through $A$ or $A^{\prime}$. Let $O$ be any point not on $l, l^{\prime}$, and project $A^{\prime}, B^{\prime}, C^{\prime}$ from $l$ to $l^{\prime}$, giving $A^{\prime \prime}, B^{\prime \prime}, C^{\prime \prime}$, so we have

$$
A^{\prime} B^{\prime} C^{\prime}=A^{\prime \prime} B^{\prime \prime} C^{\prime \prime}
$$

and $A \notin l^{\prime}, A^{\prime \prime} \notin l$. Now it is sufficient to construct a projectivity from $l$ to $l^{\prime}$, taking $A B C$ into $A^{\prime \prime} B^{\prime \prime} C^{\prime \prime}$. Drop double primes, and forget the original points $A^{\prime}, B^{\prime}, C^{\prime} \in l$. Thus we have the following problem:

Let $l, l^{\prime}$ be two distinct lines, let $A, B, C$ be three distinct points on $l$, and let $A^{\prime}, B^{\prime}, C^{\prime}$ be three distinct points on $l^{\prime}$; assume furthermore that $A \notin l^{\prime}$ and $A^{\prime} \notin l$. To construct a projectivity from $l$ to $l^{\prime}$ which carries $A, B, C$ into $A^{\prime}, B^{\prime}, C^{\prime}$, respectively.

Draw $A A^{\prime}, A B^{\prime}, A C^{\prime}, A^{\prime} B, A^{\prime} C$, and let

$$
\begin{aligned}
A B^{\prime} \cdot A^{\prime} B & =B^{\prime \prime} \\
A C^{\prime} \cdot A^{\prime} C & =C^{\prime \prime}
\end{aligned}
$$

Draw $l^{\prime \prime}$ joining $B^{\prime \prime}$ and $C^{\prime \prime}$, and let it meet $A A^{\prime}$ at $A^{\prime \prime}$. Then

$$
l_{\overline{\hat{\lambda}}}^{A^{\prime}} l^{\prime \prime} \stackrel{A}{\bar{\lambda}} l^{\prime}
$$

sends

$$
A B C \stackrel{A^{\prime}}{\bar{\lambda}} A^{\prime \prime} B^{\prime \prime} C^{\prime \prime} \stackrel{A}{\bar{\lambda}} A^{\prime} B^{\prime} C^{\prime}
$$

Thus we have found the required projectivity as a composition of two perspectivities.

Proposition 4.10 A projectivity takes harmonic quadruples into harmonic quadruples.

Proof. Since a projectivity is a composition of perspectivities, it will be sufficient to show that a perspectivity takes harmonic quadruples into harmonic quadruples.

So suppose $l \underline{\underline{\hat{N}}} l^{\prime}$, and $\mathrm{H}(A B, C D)$, where $A, B, C, D \in l$. Let $A^{\prime}, B^{\prime}, C^{\prime}, D^{\prime}$ be their images. Let $l^{\prime \prime}=A B^{\prime}$. Then

$$
l_{\bar{\lambda}}^{O} l^{\prime \prime} \stackrel{O}{\bar{\lambda}} l^{\prime}
$$

is the same mapping, so it is sufficient to consider $l \overline{\bar{\lambda}} l^{\prime \prime}$ and $l^{\prime \prime} \frac{O}{\bar{\lambda}} l^{\prime}$ separately. Here one has the advantage that the intersection of the two lines is one of the four points considered. By relabeling, we may assume it is $A$ in each case. So we have the following problem:

Let $l \underset{\bar{\wedge}}{O} l^{\prime}$, and let $A=l \cdot l^{\prime}, B, C, D$ be four points on $l$ such that $\mathrm{H}(A B, C D)$. Prove that $\mathrm{H}\left(A B^{\prime}, C^{\prime} D^{\prime}\right)$, where $B^{\prime}, C^{\prime}, D^{\prime}$ are the images of $B, C, D$.

Draw $B C^{\prime}$, and let it meet $O A$ at $X$. Consider the complete quadrangle $O X B^{\prime} C^{\prime}$. Two of its diagonal points are $A, B ; C$ lies on the side $O C^{\prime}$. Hence the intersection of $X B^{\prime}$ with $l$ must be the fourth harmonic point of $A B C$, i.e. $X B^{\prime} \cdot l=D$. (Here we use the unicity of the fourth harmonic point.)

Now consider the complete quadrangle $O X B D$. Two of its diagonal points are $A$ and $B^{\prime}$; the other two sides meet $l^{\prime}$ in $C^{\prime}$ and $D^{\prime}$. Hence $\mathrm{H}\left(A B^{\prime}, C^{\prime} D^{\prime}\right)$.

So we see that the group $\mathrm{PJ}(l)$ is three times transitive, but it cannot be four times transitive, because it must take quadruples of harmonic points into quadruples of harmonic points.

## 5

## Pappus' Axiom, and the Fundamental Theorem for Projectivities on a Line

In this chapter we come to the "Fundamental Theorem", which states that there is a unique projectivity sending three points into any other three points, i.e. $\mathrm{PJ}(l)$ is exactly three times transitive. It turns out this theorem does not follow from the axioms P1-P5 and P7, so we introduce P6, Pappus' axiom. Then we can prove the Fundamental Theorem, and, conversely, the Fundamental Theorem implies P6. We will state the Fundamental Theorem and Pappus' axiom, and then give proofs afterwards.
FT: Fundamental Theorem (for projectivities on a line) Let $l$ be a line. Let $A, B, C$ and $A^{\prime}, B^{\prime}, C^{\prime}$ be two triples of three distinct points on $l$. Then there is one and only one projectivity of $l$ into $l$ such that $A B C_{\text {л }} A^{\prime} B^{\prime} C^{\prime}$.

P6 (Pappus' axiom) Let $l$ and $l^{\prime}$ be two distinct lines. Let $A, B, C$ be three distinct points on $l$, different from $X=l \cdot l^{\prime}$. Let $A^{\prime}, B^{\prime}, C^{\prime}$ be three distinct points on $l^{\prime}$, different from $X$. Define

$$
\begin{aligned}
P & =A B^{\prime} \cdot A^{\prime} B \\
Q & =A C^{\prime} \cdot A^{\prime} C \\
R & =B C^{\prime} \cdot B^{\prime} C .
\end{aligned}
$$

Then $P, Q$, and $R$ are collinear.
Proposition 5.1 P6 implies the dual of Pappus' axiom, $P 6^{*}$, and so the principle of duality extends. (Problem 21.)
Proposition 5.2 P6 is true in the real projective plane.

Proof. Let $l, l^{\prime}, A, B, C, A^{\prime}, B^{\prime}, C^{\prime}$ be as in the statement, and construct $P, Q$, $R$. We take $l$ to be the line at infinity, and thus reduce to proving the following statement in Euclidean geometry (see ????):

Let $l^{\prime}$ be a line in the affine Euclidean plane. Let $A^{\prime}, B^{\prime}, C^{\prime}$ be three distinct points on $l^{\prime}$. Let $A, B, C$ be three distinct directions, different from $l^{\prime}$. Then
draw lines through $A^{\prime}$ in directions $B, C, \ldots$ and define $P, Q, R$ as shown. Prove that $P, Q, R$ are collinear.

We will study various ratios: Cutting with lines in directions $C$, we find

$$
\frac{T R}{R C^{\prime}}=\frac{A^{\prime} B^{\prime}}{B^{\prime} C^{\prime}}
$$

Cutting with lines of direction $A$, we have

$$
\frac{A^{\prime} B^{\prime}}{B^{\prime} C^{\prime}}=\frac{A^{\prime} P}{P S}
$$

Therefore

$$
\begin{aligned}
& \frac{T R}{R C^{\prime}}=\frac{A^{\prime} P}{P S}, \text { or } \\
& \frac{T R}{A^{\prime} P}=\frac{R C^{\prime}}{P S}=\frac{T R+R C^{\prime}}{A^{\prime} P+P S}=\frac{T C^{\prime}}{A^{\prime} S}
\end{aligned}
$$

But $\triangle T Q C^{\prime} \sim \triangle A^{\prime} Q S$ (similar triangles), so

$$
\frac{T C^{\prime}}{A^{\prime} S}=\frac{Q T}{A^{\prime} Q}
$$

This proves that $\triangle T Q R \sim \triangle A^{\prime} Q P$. Hence

$$
\angle T R Q=\angle A^{\prime} P Q
$$

so $P Q, Q R$ are parallel, hence equal, lines.
(See Problem ?? for another proof of this proposition.)
Proposition 5.3 FT implies P6 (in the presence of P1-P4, of course).
Proof. Let $l, l^{\prime}, A, B, C, A^{\prime}, B^{\prime}, C^{\prime}$ be as in the statement of P6. We will assume the Fundamental Theorem, and will prove that

$$
\begin{aligned}
& P=A B^{\prime} \cdot A^{\prime} B \\
& Q=A C^{\prime} \cdot A^{\prime} C \\
& R=B C^{\prime} \cdot B^{\prime} C \quad \text { (not shown in diagram) }
\end{aligned}
$$

are collinear.
Draw $A B^{\prime}, A^{\prime} B$, and $P$. Draw $A C^{\prime}, A^{\prime} C$, and $Q$. Let $l^{\prime \prime}$ be the line $P Q$, and let $l^{\prime \prime}$ meet $A A^{\prime}$ in $A^{\prime \prime}$. Then, as in Proposition 4.9, we can construct a projectivity sending $A B C$ to $A^{\prime} B^{\prime} C^{\prime}$, as follows:

$$
l \frac{A^{\prime}}{\bar{\lambda}} l^{\prime \prime} \stackrel{A}{\bar{\lambda}} l^{\prime} .
$$

Let $Y=l \cdot l^{\prime}$, and let $Y^{\prime}=l^{\prime} \cdot l^{\prime \prime}$. Then these two perspectives act on points as follows:

$$
A B C Y \stackrel{A^{\prime}}{\bar{\lambda}} A^{\prime \prime} P Q Y^{\prime} \stackrel{A}{\bar{\lambda}} A^{\prime} B^{\prime} C^{\prime} Y^{\prime}
$$

Now let $B^{\prime} C$ meet $l^{\prime \prime}$ in $R^{\prime}$, and let $B R^{\prime}$ meet $l^{\prime}$ in $C^{\prime \prime}$. We consider the chain of perspectivities

$$
l_{\overline{\hat{N}}}^{B^{\prime}} l^{\prime \prime} \stackrel{B}{\bar{\lambda}} l^{\prime} .
$$

This takes

$$
A B C Y \underset{\bar{\lambda}}{B^{\prime}} P B^{\prime \prime} R^{\prime} Y^{\prime} \stackrel{B}{\bar{\lambda}} A^{\prime} B^{\prime} C^{\prime \prime} Y^{\prime}
$$

So we have two projectivities from $l$ to $l^{\prime}$, each of which takes $A B Y$ into $A^{\prime} B^{\prime} Y^{\prime}$. We conclude from the Fundamental Theorem that they are the same. (Note that FT is stated for two triples of points on the same line, but it follows by composing with any perspectivity that there is a unique projectivity sending $A B C_{\bar{\lambda}} A^{\prime} B^{\prime} C^{\prime}$ also if they lie on different lines.)

Therefore the images of $C$ must be the same under both projectivities, i.e. $C^{\prime}=C^{\prime \prime}$. Therefore $R^{\prime}=R$, so $P, Q, R$ are collinear.

Now we come to the proof of the Fundamental Theorem from P1-P6. We must prove a number of subsidiary results first.
Lemma 5.4 Let $l \underset{\hat{\lambda}}{\stackrel{O}{\lambda}}{ }_{\stackrel{P}{\bar{\lambda}}}^{\stackrel{P}{n}} n$, with $l \neq n$, and suppose either
a) $l, m, n$ are concurrent, or
b) $O, P$ and $l \cdot n$ are collinear.

Then $l$ is perspective to $n$, i.e. there is a point $Q$ such that the perspectivity $l_{\bar{\lambda}}^{Q} n$ gives the same map as the projectivity $l_{\bar{\wedge}} n$ above.
Proof. (Problems 23, 24, and 25.)
Lemma 5.5 Let $l \underset{\bar{\lambda}}{O} m_{\stackrel{P}{\hat{\lambda}}}^{\stackrel{P}{n}} n$, with $1 \neq n$, and suppose that neither a) nor b) of the previous lemma holds. Then there is a line $m^{\prime}$, and points $O^{\prime} \in n$ and $P^{\prime} \in l$, such that

$$
l \underset{\bar{\wedge}}{O^{\prime}} m^{\prime} \stackrel{P_{\bar{\wedge}}^{\prime}}{ } n
$$

gives the same projectivity from $l$ to $n$.
Proof. Let $l, m, n, O, P$ be given. Let $A, A^{\prime}$ be two points on $l$, and let

$$
A A^{\prime} \stackrel{O}{\bar{\lambda}} B B^{\prime} \stackrel{P}{\bar{\lambda}} C C^{\prime} .
$$

Let $O P$ meet $n$ in $O^{\prime}$. Since we assumed $O, P, l \cdot n=X$ are not collinear, $O^{\prime} \neq X$, so $O^{\prime} \notin l$. Draw $O^{\prime} A, O^{\prime} A^{\prime}$, and let them meet $P C, P C^{\prime}$ in $D, D^{\prime}$, respectively.

Now corresponding sides of the triangles $A B D$ and $A^{\prime} B^{\prime} D^{\prime}$ meet in $O, P, O^{\prime}$, respectively, which are collinear, hence by $\mathrm{P} 5^{*}$ the lines joining corresponding vertices are concurrent. Thus $m_{1}$, the line joining $D, D^{\prime}$, passes through the point $Y=l \cdot m$.

Thus $m_{1}$ is determined by $D$ and $Y$, so as $A^{\prime}$ varies, $D^{\prime}$ varies along the line $m_{1}$. Thus our original projectivity is equal to the projectivity

$$
l_{\overline{\bar{\lambda}}}^{O^{\prime}} m_{1} \stackrel{P}{\bar{\lambda}} n .
$$

Performing the same argument again, we can move $P$ to $P^{\prime}=O P \cdot l$, and find a new line $m^{\prime}$, so that

$$
l_{\bar{\wedge}}^{O^{\prime}} m_{1} \stackrel{P}{\bar{\wedge}} n
$$

gives the original projectivity.

Lemma 5.6 Let $l$ and $l^{\prime}$ be two distinct lines. Then any projectivity $l_{\bar{\wedge}} l^{\prime}$ can be expressed as the composition of two perspectivities.

Proof. A projectivity was defined as a composition of an arbitrary chain of perspectivities. Thus it will be sufficient to show, by induction, that a chain of length $n>2$ can be reduced to a chain of length $n-1$. Looking at one end of the chain, it will be sufficient to prove that a chain of 3 perspectivities can be reduced to a composition of two perspectivities.

The argument of the previous lemma actually shows that the line $m$ can be moved so as to avoid any given point. Thus one can see easily (details left to reader) that it is sufficient to prove the following: Let

$$
l \stackrel{P}{\bar{\lambda}} m_{\underline{\hat{\lambda}}}^{\underline{Q}} n \stackrel{R}{\bar{\lambda}} o
$$

be a chain of three perspectivities, with $l \neq o$. Then the resulting projectivity $l_{\bar{\wedge}} o$ can be expressed as a product of at most two perspectivities.

First, if $m=l$ or $m=n$ or $m=o$ or $n=l$ or $n=o$, we are reduced trivially to two perspectivities, using lemma 5.4a. So we may assume $l, m, n, o$ are all distinct. Second, using lemmas 5.4 b and 5.5 , we have either $m_{\bar{\lambda}} O$, in which case we are done, or $n$ can be moved so that the centers of the perspectivities $m_{\bar{\wedge}} n$ and $n_{\bar{\lambda}} o$ are on $o, m$ respectively.

So we have

$$
l \stackrel{P}{\bar{\lambda}} m \underset{\lambda}{Q} n \stackrel{R}{\underset{\lambda}{R}} o
$$

with $l, m, n, o$ all distinct, $Q \in o$, and $R \in m$. Let $X=l \cdot m, Z=n \cdot o$, and draw $h=X Z$. We may assume that $X \notin o$ (indeed, we could have moved $m$, by lemma 5.5 to make $X \notin o)$. Therefore $Q \in X Z=h$. Project $m \underline{\underline{\lambda}} h$, and let $B B^{\prime}=H H^{\prime}$.

Now, $C D H$ and $C^{\prime} D^{\prime} H^{\prime}$ are perspective from $Z$. Corresponding sides meet in $Q, R$, hence by P 5 the remaining corresponding sides meet in a point $N$ on $Q R$. Thus $N$ is determined by $D H$ alone, and we see that as $D^{\prime}, H^{\prime}$ vary, the line $D^{\prime} H^{\prime}$ always passes through $N$. In other words,

$$
h \frac{N}{\bar{\lambda}} o .
$$

Similarly, the triangles $A B H$ and $A^{\prime} B^{\prime} H^{\prime}$ are perspective from $X$, so, using P5 again, we find that $A H$ and $A^{\prime} H^{\prime}$ meet in a point $M \in P Q$. Hence

$$
l_{\bar{\lambda}}^{M} h .
$$

So we have the original projectivity represented as the composition of two perspectivities

$$
l_{\bar{\lambda}}^{\underline{\lambda}} h \stackrel{N}{\bar{\lambda}} o .
$$

Theorem 5.7 P1-P6 imply the Fundamental Theorem.

Proof. Given a line $l$, and two triples of distinct points $A, B, C, A^{\prime}, B^{\prime}, C^{\prime}$ on $l$, we must show that there is a unique projectivity sending $A B C$ into $A^{\prime} B^{\prime} C^{\prime}$.

Choose a line $l^{\prime}$, not passing through any of the points (I leave a few special cases to the reader), and project $A^{\prime}, B^{\prime}, C^{\prime}$ onto $l^{\prime}$. Call them $A^{\prime}, B^{\prime}, C^{\prime}$ still. So we have reduced to the problem

$$
\begin{gathered}
A, B, C \text { in } l \\
A^{\prime}, B^{\prime}, C^{\prime} \text { in } l^{\prime}
\end{gathered} \quad \text { all different from } l \cdot l^{\prime} .
$$

It will be sufficient to show that there is a unique projectivity sending $A B C_{\text {木 }} A^{\prime} B^{\prime} C^{\prime}$.
We already know one such projectivity, from Proposition 4.9. Hence it will be sufficient to show that any other such projectivity is equal to this one.

CASE 1. Suppose the other projectivity is actually a perspectivity.
Let $l_{\overline{\hat{\lambda}}}^{O} l^{\prime}$ send $A B C=A^{\prime} B^{\prime} C^{\prime}$. Consider

$$
\begin{aligned}
& P=A B^{\prime} \cdot A^{\prime} B \\
& Q=A C^{\prime} \cdot A^{\prime} C
\end{aligned}
$$

and let $l^{\prime \prime}$ be the line joining $P$ and $Q$.
I claim that $l^{\prime \prime}$ passes through $X$. Indeed, we apply P5 to the two triangles $A B^{\prime} C^{\prime}$ and $A^{\prime} B C$, which are perspective from $O$. Their corresponding sides meet in $P, Q, X$ respectively.

Hence $l^{\prime \prime}$ is already determined by $P$ and $X$. This shows that, as $C$ varies, the perspectivity

$$
l_{\bar{\lambda}}^{O} l^{\prime}
$$

and the projectivity

$$
l^{A^{\prime}} \stackrel{l^{\prime}}{ } l^{\prime \prime} \underset{\bar{\lambda}}{\bar{A}} l^{\prime}
$$

coincide.
CASE 2. Suppose the other projectivity is not a perspectivity. Then by lemma 5.6 , it can be expressed as the composition of (exactly) two perspectives, and by lemma 5.4, we can assume that their centers lie on $l^{\prime}$ and $l$, respectively. Thus we have the following diagram:

Here $l \stackrel{R^{\prime}}{\bar{\lambda}} l^{\prime \prime} \stackrel{R}{\bar{\lambda}} l^{\prime}$, and $A B C \stackrel{R^{\prime}}{\bar{\lambda}} A^{\prime \prime} B^{\prime \prime} C^{\prime \prime} \stackrel{R}{\bar{\lambda}} A^{\prime} B^{\prime} C^{\prime}$. By P 6 applied to $A B R$ and $A^{\prime} B^{\prime} R^{\prime}$, the point

$$
P=A B^{\prime} \cdot A^{\prime} B
$$

lies on $l^{\prime \prime}$. Similarly, by P6 applied to $A C R$ and $A^{\prime} C^{\prime} R^{\prime}$,

$$
Q=A C^{\prime} \cdot A^{\prime} C
$$

lies on $l^{\prime \prime}$. Thus $l^{\prime \prime}$ is the line which was used in Proposition 4.9 to construct the other projectivity

$$
l \stackrel{A^{\prime}}{\bar{\lambda}} l^{\prime \prime} \stackrel{A}{\bar{\lambda}} l^{\prime} .
$$

Now if $D \in l$ is an arbitrary point, define $D^{\prime \prime}=R^{\prime} D \cdot l^{\prime \prime}$ and $D^{\prime}=R D^{\prime \prime} \cdot l^{\prime}$. Then consider P6 applied to $A D R$ and $A^{\prime} D^{\prime} R^{\prime}$. It says

$$
A D^{\prime} \cdot A^{\prime} D, A^{\prime \prime}, D^{\prime \prime}
$$

are collinear, i.e. $A D^{\prime} \cdot A^{\prime} D \in l^{\prime \prime}$, which means that $D$ goes into $D^{\prime}$ also by the projectivity of Proposition 4.9. Hence the two projectivities are equal.

Proposition 5.8 P6 implies P5.
Proof. (See diagram on p. ????.) Let $O, A, B, C, A^{\prime}, B^{\prime}, C^{\prime}$ satisfy the hypotheses of Desargues' Theorem (P5), and construct $P, Q, R$. We will make three applications of P 6 to prove that $P, Q, R$ are collinear.

Step 1. Extend $A^{\prime} C^{\prime}$ to meet $A B$ at $S$. Then we apply P6 to the lines

$$
\left(\begin{array}{ccc}
O & C & C^{\prime} \\
B & S & A
\end{array}\right)
$$

and conclude that

$$
\begin{aligned}
& T=O S \cdot B C \\
& U=O A \cdot B C^{\prime} \\
& Q
\end{aligned}
$$

are collinear. (Note to apply P 6 we should check that $B, S, A$ are all distinct, and $O, C, C^{\prime}, B, S, A$ are all different from the intersection of the two lines. But P6 is trivial if not.)

Step 2. We apply P6 a second time, to the two triples

$$
\left(\begin{array}{ccc}
O & B & B^{\prime} \\
C^{\prime} & A^{\prime} & S
\end{array}\right)
$$

and conclude that

$$
\begin{aligned}
& U \\
& V=O S \cdot B^{\prime} C^{\prime} \\
& P
\end{aligned}
$$

are collinear.
Step 3. We apply P6 a third time, to the two triples

$$
\left(\begin{array}{ccc}
B & C^{\prime} & U \\
V & T & S
\end{array}\right)
$$

and conclude that

$$
\begin{aligned}
& R \\
& P=B S \cdot U V(\text { by Step } 2) \\
& Q=C^{\prime} S \cdot T U(\text { by Step } 1)
\end{aligned}
$$

are collinear.
Corollary 5.9 [of Fundamental Theorem]A projectivity $l_{\bar{\wedge}} l^{\prime}$ with $l \neq l^{\prime}$ is a perspectivity $\Leftrightarrow$ the intersection point $X=l \cdot l^{\prime}$ corresponds to itself.

## 6

## Projective Planes over Division Rings

In this chapter we introduce the notion of a division ring, which is slightly more general than a field, and the projective plane over a division ring. This will give us many examples of projective planes, besides the ones we know already. Then we will discuss various properties of the projective plane corresponding to properties of the division ring. We will also study the group of automorphisms of these projective planes.

Definition. A division ring (or skew field, or sfield, or non-commutative field) is a set $F$, together with two operations + and $\cdot$, such that
R1 $F$ is an abelian group under + ,
R2 The non-zero elements of $F$ form a group under • (not necessarily commutative), and
R3 Multiplication is distributive over addition, on both sides, i.e. for all $a, b, c \in$ $F$, we have

$$
\begin{aligned}
& a(b+c)=a b+a c \\
& (b+c) a=b a+c a
\end{aligned}
$$

Comparing with the definition of a field on p. ????, we see that a division ring is a field $\Leftrightarrow$ the commutative law for multiplication holds.

Example (to show that there are some division rings which are not fields). We define the division ring of quaternions as follows. Let $e, i, j, k$ be four symbols. Define

$$
F=\{a e+b i+c j+d k \mid a, b, c, d \in \mathbb{R} .
$$

We make $F$ into a division ring by adding place by place:

$$
\begin{aligned}
& (a e+b i+c j+d k)+\left(a^{\prime} e+b^{\prime} i+c^{\prime} j+d^{\prime} k\right) \\
& =\left(a+a^{\prime}\right) e+\left(b+b^{\prime}\right) i+\left(c+c^{\prime}\right) j+\left(d+d^{\prime}\right) k
\end{aligned}
$$

We define multiplication by
a) using the distributive laws,
b) decreeing that the real numbers commute with everything else, and
c) multiplying $e, i, j, k$ according to the following table:

$$
\begin{array}{ll}
e^{2}=e & \\
i^{2}=j^{2}=k^{2}=-e & \\
e \cdot i=i \cdot e=i & \\
e \cdot j=j \cdot e=j & \\
e \cdot k=k \cdot e=k & \\
i \cdot j=k & j \cdot i=-k \\
j \cdot k=i & k \cdot j=-i \\
k \cdot i=j & i \cdot k=-j .
\end{array}
$$

Then one can check (rather laboriously) that $F$ is a division ring. And of course it is not a field, because multiplication is not commutative; e.g. $i j \neq j i$.

Definition. An automorphism of a division ring is a $1-1$ mapping $\sigma$ : $F \rightarrow F$ of $F$ onto $F$ (which we will write $a \rightarrow a^{\sigma}$ ) such that

$$
\begin{aligned}
(a+b)^{\sigma} & =a^{\sigma}+b^{\sigma} \\
(a b)^{\sigma} & =a^{\sigma} b^{\sigma} .
\end{aligned}
$$

Definition. Let $F$ be a division ring. The characteristic of $F$ is the smallest integer $p \geq 2$ such that

$$
\underbrace{1+1+\ldots+1}_{p \text { times }}=0
$$

or, if there is no such integer, the characteristic of $F$ is defined to be 0 .
Proposition. The characteristic $p$ of a division ring $F$ is always a prime number.

Proof. Suppose $p=m \cdot n, m, n>1$. Then

$$
(\underbrace{1+1+\ldots+1}_{m \text { times }}) \cdot(\underbrace{1+1+\ldots+1}_{n \text { times }})=0 .
$$

Hence one of them is 0 , which contradicts the choice of $p$.
Example. For any prime number $p$, there is a field $F_{p}$ with $p$ elements, and having characteristic $p$. Indeed, let $F_{p}$ be the set of $p$ symbols $F=\{0,1,2, \ldots, p-$ $1\}$. Define addition and multiplication in $F$ by treating the symbols as integers, and then reducing modulo $p$. (For example $2 \cdot(p-1)=2 p-2 \equiv p-2(\bmod p)$.) Then $F$ is a field, as one can check easily, and has characteristic $p$.

Definition. Let $F$ be a division ring, and let $F_{0} \subseteq F$ be the set of $a \in F$ such that $a b=b a$ for all $b \in F$. Then $F_{0}$ is a field, and it is called the center of $F$.

To see that $F_{0}$ is a field, we must check that it is closed under addition, multiplication, taking of inverse, and that the commutative law of multiplication holds. These are all easy. For example, say $a, b \in F_{0}$. Then for any $c \in F$,

$$
(a+b) c=a c+b c=c a+c b=c(a+b)
$$

so $a+b \in F_{0}$.

Example. The center of the division ring of quaternions is the set of quaternions of the form

$$
a \cdot e+0 \cdot i+0 \cdot j+0 \cdot k,
$$

for $a \in \mathbb{R}$. Hence $F_{0} \cong \mathbb{R}$.
Now we can define the projective plane over a division ring, mimicking the analytic definition of the real projective plane (p. ????).

Definition. Let $F$ be a division ring. We define the projective plane over $F$, written $\mathbb{P}_{F}^{2}$, as follows. A point of the projective plane is an equivalence class of triples

$$
P=\left(x_{1}, x_{2}, x_{3}\right)
$$

where $x_{1}, x_{2}, x_{3} \in F$ are not all zero, and where two triples are equivalent,

$$
\left(x_{1}, x_{2}, x_{3}\right) \sim\left(x_{1}^{\prime}, x_{2}^{\prime}, x_{3}^{\prime}\right)
$$

if and only if there is an element $\lambda \in F, \lambda \neq 0$, such that

$$
x_{i}^{\prime}=x_{i} \lambda \text { for } i=1,2,3
$$

(Note that we multiply by $\lambda$ on the right. It is important to keep this in mind, since the multiplication may not be commutative.)

A line in $\mathbb{P}_{F}^{2}$ is the set of all points satisfying a linear equation of the form

$$
c_{1} x_{1}+c_{2} x_{2}+c_{3} x_{3}=0,
$$

where $c_{1}, c_{2}, c_{3} \in F$ and are not all zero. Note that we multiply here on the left, so that this equation actually defines a set of equivalence classes of triples.

Now one can check that the axioms P1, P2, P3, P4 are satisfied, and so $\mathbb{P}_{F}^{2}$ is a projective plane.

Examples. 1. If $F=F_{2}$ is the field of two elements $(0,1)$, then $\mathbb{P}_{F}^{2}$ is the projective plane of seven points.
2. More generally, if $F=F_{p}$ for any prime number $p$, then $\mathbb{P}_{F}^{2}$ is a projective plane with $p^{2}+p+1$ points. Indeed, any line has $p+1$ points, so this follows from Problem 5.
3. If $F=\mathbb{R}$ we get back the real projective plane.

Theorem 6.1 The plane $\mathbb{P}_{F}^{2}$ over a division ring always satisfies Desargues' axiom P5.

Proof. One defines projective 3 -space $\mathbb{P}_{F}^{3}$ by taking points to be equivalence classes $\left(x_{1}, x_{2}, x_{3}, x_{4}\right), x_{i} \in F$, not all zero, and where this is equivalent to $\left(x_{1} \lambda, x_{2} \lambda, x_{3} \lambda, x_{4} \lambda\right)$. Planes are defined by (left) linear equations, and lines as intersections of distinct planes.

Then $\mathbb{P}_{F}^{2}$ is embedded as the plane $x_{4}=0$ in this projective 3 -space, and so P5 holds there by an earlier result (Theorem 2.1).

Now we will study the group $\operatorname{Aut}\left(\mathbb{P}_{F}^{2}\right)$ of automorphisms of our projective plane.

Definition. A matrix $A=\left(a_{i j}\right)$ of elements of $F$ is invertible if there is a matrix $A^{-1}$, such that $A A^{-1}=A^{-1} A=I$, the identity matrix. (Note that in general determinants do not make sense over a division ring. However, if we are working over a field $F$, these are just the matrices with determinant $\neq 0$.)

Proposition 6.2 Let $A=\left(a_{i j}\right)$ be an invertible $3 \times 3$ matrix of elements of $F$. Then the equations

$$
x_{i}^{\prime}=\sum_{j=1}^{3} a_{i j} x_{j} \quad i=1,2,3
$$

define an automorphism $T_{A}$ of $\mathbb{P}_{F}^{2}$.
Proof. Analogous to proof of Proposition 3.7 q.v.
Proposition 6.3 Let $A, A^{\prime}$ be two invertible matrices. Then $T_{A}$ and $T_{A^{\prime}}$ have the same effect on the four points $P_{1}=(1,0,0), P_{2}=(0,1,0), P_{3}=(0,0,1)$, $Q=(1,1,1) \Leftrightarrow$ there is a $\lambda \in F, \lambda \neq 0$, such that $A^{\prime}=A \lambda$.

Proof. Analogous to Proposition 3.8 q.v.
Proposition 6.4 Let $\lambda \in F, \lambda \neq 0$, and consider the matrix $\lambda I$. Then $T_{\lambda I}$ is the identity transformation of $\mathbb{P}_{F}^{2} \Leftrightarrow \lambda$ is in the center of $F$. Otherwise, $T_{\lambda I}$ is the automorphism given by

$$
\left(x_{1}, x_{2}, x_{3}\right) \rightarrow\left(x_{1}{ }^{\sigma}, x_{2}{ }^{\sigma}, x_{3}{ }^{\sigma}\right)
$$

where $\sigma$ is the automorphism of $F$ given by

$$
x \rightarrow \lambda x \lambda^{-1}
$$

(Such an automorphism is called an inner automorphism of $F$.)
Proof. In general, $T_{\lambda I}$ takes $\left(x_{1}, x_{2}, x_{3}\right)$ to the point $\left(\lambda x_{1}, \lambda x_{2}, \lambda x_{3}\right)$. This latter point also has homogeneous coordinates $\left(\lambda x \lambda^{-1}, \lambda x \lambda^{-1}, \lambda x \lambda^{-1}\right)$, which proves the second assertion. But $\sigma$ is the identity automorphism of $F \Leftrightarrow \lambda x=x \lambda$ for all $x$, i.e. $\lambda$ is in the center of $F$.

Corollary 6.5 Let $A$ and $A^{\prime}$ be invertible matrices. Then $T_{A}=T_{A^{\prime}} \Leftrightarrow \exists \lambda \in$ center of $F, \lambda \neq 0$, such that $A^{\prime}=A \lambda$.

Proof. $\Leftarrow$ is clear. Conversely, if $T_{A}=T_{A^{\prime}}$, then by Proposition 6.3, $A^{\prime}=A \lambda=$ $A \cdot(\lambda I)$. So $T_{A^{\prime}}=T_{A} \cdot T_{\lambda I}$, so $T_{\lambda I}$ is the identity, so $\lambda \in$ center of $F$.

Definition. We denote by $\operatorname{PGL}(2, F)$ the group of automorphisms of $\mathbb{P}_{F}^{2}$ of the form $T_{A}$ for some invertible matrix $A$. (Thus $\operatorname{PGL}(2, F)$ is the quotient of the group $\mathrm{GL}(3, F)$ of invertible matrices, by multiplication by scalars in the center of $F$.)
Proposition 6.6 Let $A, B, C, D$ and $A^{\prime}, B^{\prime}, C^{\prime}, D^{\prime}$ be two quadruples of points, no 3 collinear. Then there is an element $T \in \operatorname{PGL}(2, F)$ such that $T(A)=A^{\prime}$, $T(B)=B^{\prime}, T(C)=C^{\prime}, T(D)=D^{\prime}$.

Proof. Analogous to Theorem 3.9 q.v.
Note that in general the transformation $T$ is not unique. However, if $F$ is commutative, it will be unique, by Proposition 6.2 and Corollary ??, since $F$ is its own center.

Proposition 6.7 Let $\varphi$ be any automorphism of $\mathbb{P}_{F}^{2}$ which leaves fixed the four points $P_{1}, P_{2}, P_{3}, Q$ mentioned above. Then there is an automorphism $\sigma \in \operatorname{Aut} F$, such that

$$
\varphi\left(x_{1}, x_{2}, x_{3}\right)=\left(x_{1}{ }^{\sigma}, x_{2}{ }^{\sigma}, x_{3}{ }^{\sigma}\right)
$$

Proof. Analogous to Proposition ?? q.v. (Except that instead of using Euclidean methods in the proof, one must show by analytic geometry over $F$ that the constructions for $a+b, a b$ work.)

Proposition 6.8 The mapping Aut $F \rightarrow$ Aut $_{F}^{2}$ given by $\sigma \rightarrow$ the map $\varphi$ described in the previous Proposition is an isomorphism of $\mathrm{Aut} F$ onto the subgroup $H$ of Aut $\mathbb{P}_{F}^{2}$ consisting of those automorphisms which leave $P_{1}, P_{2}, P_{3}$, $Q$ fixed.

Proof. It is onto by the previous Proposition. To see that it is $1-1$, apply $\sigma$ and $\sigma^{\prime} \in \operatorname{Aut} F$ to $(x, 1,0)$. Then $\left(x^{\sigma}, 1,0\right)$ is the same point as $\left(x^{\sigma^{\prime}}, 0,1\right)$, so $x^{\sigma}=x^{\sigma^{\prime}}$, and $\sigma=\sigma^{\prime}$. Clearly it preserves the group law.

We can sum up all our information about $\mathrm{Aut}_{\mathrm{F}}^{2}$ in the diagram ????. The two subgroups PGL $(2, F)$ and $H$ generate Aut $\mathbb{P}_{F}^{2}$, i.e. every element of the whole group can be expressed as a product of elements in the two subgroups. (This follows from Propositions 6.7 and 6.8.) The intersection $K$ of the two subgroups is isomorphic to the group of inner automorphisms of $F$ (by Propositions 6.3 and 6.4).

Now we will see when the axioms P 6 and P 7 hold in a projective plane $\mathbb{P}_{F}^{2}$.
Theorem 6.9 Pappus' axiom, P6, holds in the projective plane $\mathbb{P}_{F}^{2}$ over a division ring $F \Leftrightarrow F$ is commutative.

Proof. First let us suppose that P6 holds. We take $x_{3}=0$ to be the line at infinity, and represent an element $a \in F$ as the point $(a, 0)$ on the $x$-axis. If $(a, 0),(b, 0)$ are two points, we can construct the product of $a$ and $b$ with the diagram of page ????. However, this time we are working over the division ring $F$, not over the real numbers, so we must verify analytically that the construction works.

By inspection, one finds that the equation of the line joining $(1,1)$ and $(b, 0)$ is

$$
x+(b-1) y=b
$$

Hence the equation of the line parallel to this one, through $(a, a)$, is

$$
x+(b-1) y=b a,
$$

so that the point we have constructed is $(b a, 0)$.
To get the product in the other order, we reverse the process by drawing the line through $(1,1)$ and $(a, 0)$, and the line parallel to this through $(b, b)$. Now the affine version of P6 implies that we get the same point. Hence $a b=b a$, and $F$ is commutative.

Before proving the converse, we give a lemma.
Lemma 6.10 Let $l, A, B, C$ and $l^{\prime}, A^{\prime}, B^{\prime}, C^{\prime}$ be two sets, each consisting of a line, and three non-collinear points, not on the line, in $\mathbb{P}_{F}^{2}$. Then there is an automorphism $\varphi$ of $\mathbb{P}_{F}^{2}$ such that $\varphi(l)=l^{\prime}, \varphi(A)=A^{\prime}, \varphi(B)=B^{\prime}, \varphi(C)=C^{\prime}$.

Proof. Let $X=l \cdot A C$ and $Y=l \cdot B C$, and define similarly $X^{\prime}=l^{\prime} \cdot A^{\prime} C^{\prime}$, $Y^{\prime}=l^{\prime} \cdot B^{\prime} C^{\prime}$. Then $A, B, X, Y$ are four points, no three collinear, and similarly for $A^{\prime}, B^{\prime}, X^{\prime}, Y^{\prime}$, so by Proposition 6.6 there is an automorphism $\varphi$ of $\mathbb{P}_{F}^{2}$ sending $A, B, X, Y$ into $A^{\prime}, B^{\prime}, X^{\prime}, Y^{\prime}$. Then clearly $\varphi$ sends $l$ into $l^{\prime}$ and $C$ into $C^{\prime}$.

Proof of Theorem 6.9 continued. Now assume $F$ is commutative, and let us prove P6.

With the usual notation, let $P=A B^{\prime} \cdot A^{\prime} B, R=B C^{\prime} \cdot B^{\prime} C$, and let $l^{\prime \prime}$ be the line $P R$. We may assume that $X=l \cdot l^{\prime}$ does not lie on $l^{\prime \prime}$. (If it did, take a different pair $P, Q$ or $Q, R$. If all these three pairs lie on lines through $X$, then $P, Q, R$ are already collinear, and there is nothing to prove.) Let $Y=A R \cdot l^{\prime}$. Then $Y$ is not on $l^{\prime \prime}$ and $A, X, Y$ are non-collinear. Hence, by the lemma, we can find an automorphism $\varphi$ of $\mathbb{P}_{F}^{2}$ taking $l^{\prime \prime}$ to the line $x_{3}=0$, and taking $A$, $X, Y$ to the points $(1,1),(0,0),(1,0)$, respectively.

Then we have the situation of the diagram on page ???? again, where we wish to prove $A C^{\prime} \| A^{\prime} C$. But this follows from the commutativity of $F$.

Theorem 6.11 Fano's axiom P7 holds in $\mathbb{P}_{F}^{2} \Leftrightarrow$ the characteristic of $F$ is $\neq 2$.
Proof. Using an automorphism of $\mathbb{P}_{F}^{2}$, we reduce to the question of whether the points $(1,1,0),(1,0,1)$, and $(0,1,1)$ are collinear, as in the proof of Proposition 4.3. Since $F$ may not be commutative, we will not use matrices, but will give a direct proof. Suppose they are collinear. Then they all satisfy an equation

$$
c_{1} x_{1}+c_{2} x_{2}+c_{3} x_{3}=0,
$$

with the $c_{i}$ not all zero. Hence

$$
\begin{aligned}
c_{1}+c_{2} & =0 \\
c_{1}+c_{3} & =0 \\
c_{2}+c_{3} & =0 .
\end{aligned}
$$

Thus $c_{1}=-c_{2}, c_{1}=-c_{3}, c_{2}=-c_{3}$, so $2 c_{2}=0$. So either $c_{2}=0$, in which case $c_{3}=0, c_{1}=0 *$, or $2=0$, in which case the characteristic of $F$ is 2 .

As a dessert, we are now in a position to show that among the axioms P5, P6, P 7 , the only implication is $\mathrm{P} 6 \Rightarrow \mathrm{P} 5$ (Proposition 5.8). We prove this by giving examples of projective planes which have every possible combination of axioms holding or not.

## Explanations.

1. The projective plane of seven points has P5, P6, not P7.
2. The real projective plane $\mathbb{P}_{\mathbb{R}}^{2}$ has $\mathrm{P} 5, \mathrm{P} 6, \mathrm{P} 7$.
3. The free projective plane on 4 points has not P5, not P6, P7.
4. Let $Q$ be the division ring of quaternions. Then $\mathbb{P}_{Q}^{2}$ has P 5 , not $\mathrm{P} 6, \mathrm{P} 7$, since $\operatorname{char} Q=0$.
5. Let $K$ be a non-commutative division ring of char. 2. (One can obtain one of these as follows: Let $k=\{0,1\}$, let $k[t]$ be the ring of polynomials in $t$ with coefficients in $k$, let $\alpha$ be the endomorphism of $k[t]$ defined by $t \mapsto t^{2}$, let $A=\left\{\sum_{i=1}^{n} p_{i}(t) X^{i}\right\}$, where $X$ is an indeterminate, and make $A$ into a ring by defining $X p(t)=\alpha(p(t)) X$. Then one can show that $A$ can be embedded in a division ring $K$, which is necessarily non-commutative.) Then $\mathbb{P}_{K}^{2}$ has P5, not P6, not P7.
6. Let $\pi_{0}$ be a projective plane of 7 points, plus one extra point with no lines. Then the free projective plane over $\pi_{0}$ satisfies not P5, not P6, not P7.

## Introduction of Coordinates in a Projective Plane

In this chapter we ask the question, when is a projective plane $\pi$ isomorphic to a projective plane of the form $\mathbb{P}_{F}^{2}$, for some division ring $F$ ? Or, alternatively, given a projective plane $\pi$, can we find a division ring $F$, and assign homogeneous coordinates $\left(x_{1}, x_{2}, x_{3}\right), x_{i} \in F$, to points of $\pi$, such that lines are given by linear equations?

A necessary condition for this to be possible is that $\pi$ should satisfy Desargues' axiom, P5, since we have seen that $\mathbb{P}_{F}^{2}$ always satisfies P5 (Theorem ????). And in fact we will see that Desargues' axiom is sufficient.

We will begin with a simpler problem, namely the introduction of coordinates in an affine plane $A$. A naïve approach to this problem would be the following: Choose three non-collinear points in $A$, and call them $(1,0),(0,0),(0,1)$. Let $l$ be the line through $(0,0)$ and $(1,0)$. Now take $F$ to be the set of points on $l$, and define addition and multiplication in $F$ to be the geometrical construction given in the proof of Proposition 3.11 (pp. ????). Then one would have to verify that $F$ was a division ring, i.e. prove that addition was commutative and associative, that multiplication was associative and distributive, etc. The proofs would involve some rather messy diagrams. Then finally one would coordinatize the plane using these coordinates on $l$, and prove that lines were given by linear equations. In fact, this is the approach which is used in Seidenberg's book, Lectures in Projective Geometry, Chapter 3.

However, we will use a slightly more sophisticated method, on the principle that if one uses more high-powered techniques, there will be less work to be done. Hence we will first address ourselves to a study of certain automorphisms of an affine plane.

Definition. Let $A$ be an affine plane. A dilation is an automorphism $\varphi$ of $A$, such that for any two distinct points $P, Q, P Q \| P^{\prime} Q^{\prime}$, where $\varphi(P)=P^{\prime}$, $\varphi(Q)=Q^{\prime}$. In other words, $\varphi$ takes lines into parallel lines. Or, if we think of $A$ as contained in a projective plane $\pi=A \cup l_{\infty}$, then $\varphi$ is an automorphism of $\pi$, which leaves the line at infinity, $l_{\infty}$, pointwise fixed.

Examples. In the real affine plane $\mathbb{A}_{\mathbb{R}}^{2}=\{(x, y) \mid x, y \in \mathbb{R}\}$, a stretching in
the ratio $k$, given by equations

$$
\left\{\begin{array}{l}
x^{\prime}=k x \\
y^{\prime}=k y
\end{array}\right.
$$

is a dilation. Indeed, let $O$ be the point $(0,0)$. Then $\varphi$ stretches points away from $O k$-times, and if $P, Q$ are any two points, clearly $P Q \| P^{\prime} Q^{\prime}$ by similar triangles.

Another example of a dilation of $\mathbb{A}_{\mathbb{R}}^{2}$ is given by a translation

$$
\left\{\begin{array}{l}
x^{\prime}=x+a \\
y^{\prime}=y+b .
\end{array}\right.
$$

In this case, any point $P$ is translated by the vector from $O$ to $(a, b)$, so $P Q \|$ $P^{\prime} Q^{\prime}$ again, for any $P, Q$.

Without asking for the moment whether there are any non-trivial dilations in a given affine plane $A$, let us study some of their properties.

Proposition 7.1 Let $A$ be an affine plane. Then the set of dilations, $\operatorname{Dil}(A)$, forms a subgroup of the group of all automorphisms of $A$, Aut $A$.

Proof. Indeed, we must see that the product of two dilations is a dilation, and that the inverse of a dilation is a dilation. This follows immediately from the fact that parallelism is an equivalence relation.

Proposition 7.2 A dilation which leaves two distinct points fixed is the identity.

Proof. Let $\varphi$ be a dilation, let $P, Q$ be fixed, and let $R$ be any point not on $P Q$ Let $\varphi(R)=R^{\prime}$. Then we have

$$
P R \| P R^{\prime}
$$

and

$$
Q R \| Q R^{\prime}
$$

since $\varphi$ is a dilation. Hence $R^{\prime} \in P R$ and $R^{\prime} \in Q R$. But $P R \neq Q R$ since $R \notin P Q$. Hence $P R \cdot Q R=\{R\}$, and so $R=R^{\prime}$, i.e. $R$ is also fixed. But $R$ was an arbitrary point not on $P Q$. Applying the same argument to $P$ and $R$, we see that every point of $P Q$ is also fixed, so $\varphi$ is the identity.

Corollary 7.3 A dilation is determined by the images of two points, i.e. any two dilations $\varphi, \psi$, which behave the same way one two distinct points $P, Q$ are equal.

Proof. Indeed, $\psi^{-1} \varphi$ leaves $P, Q$ fixed, so is the identity.
So we see that a dilation different from the identity can have at most one fixed point. We have a special name for those dilations with no fixed points:

Definition. A translation is a dilation with no fixed points, or the identity.
Proposition 7.4 If $\varphi$ is a translation, different from the identity, then for any two points $P$, $Q$, we have $P P^{\prime} \| Q Q^{\prime}$, where $\varphi(P)=P^{\prime}, \varphi(Q)=Q^{\prime}$.

Proof. Suppose $P P^{\prime} \nVdash Q Q^{\prime}$. Then these two lines intersect in a point $O$. But the fact that $\varphi$ is a dilation implies that $\varphi$ sends the line $P P^{\prime}$ into itself, and $\varphi$ sends $Q Q^{\prime}$ into itself. (For example, let $R \in P P^{\prime}$. Then $P R \| P^{\prime} R^{\prime}$, but $P R=P P^{\prime}$, so $R \in P P^{\prime}$.) Hence $\varphi(O)=O$, so $O$ is a fixed point $*$.

Proposition 7.5 The translations of $A$ form a subgroup $\operatorname{Tran}(A)$ of the group of dilations of $A$. Furthermore, $\operatorname{Tran}(A)$ is a normal subgroup of $\operatorname{Dil}(A)$, i.e. for any $\tau \in \operatorname{Tran}(A)$ and $\sigma \in \operatorname{Dil}(A)$,

$$
\sigma \tau \sigma^{-1} \in \operatorname{Tran}(A)
$$

Proof. First we must check that the product of two translations is a translation, and the inverse of a translation is a translation. Let $\tau_{1}, \tau_{2}$ be translations. Then $\tau_{1} \tau_{2}$ is a dilation. Suppose it has a fixed point $P$. Then $\tau_{2}(P)=P^{\prime}, \tau_{1}\left(P^{\prime}\right)=P$. If $Q$ is any point not on $P P^{\prime}$, then let $Q^{\prime}=\tau_{2}(Q)$. We have by the previous proposition

$$
P Q \| P^{\prime} Q^{\prime} \text { and } P P^{\prime} \| Q Q^{\prime}
$$

Hence $Q^{\prime}$ is determined as the intersection of the line $l \| P Q$ through $P^{\prime}$ and the line $m \| P P^{\prime}$ through $Q$.

For a similar reason, $\tau_{1}\left(Q^{\prime}\right)=Q$. Hence $Q$ is also fixed. Applying the same reasoning to $Q$, we find every point is fixed, so $\tau_{1} \tau_{2}=\mathrm{id}$. Hence $\tau_{1} \tau_{2}$ is a translation. Clearly the inverse of a translation is a translation, so the translations form a subgroup of $\operatorname{Dil}(A)$.

Now let $\tau \in \operatorname{Tran}(A), \sigma \in \operatorname{Dil}(A)$. Then $\sigma \tau \sigma^{-1}$ is certainly a dilation. If it has no fixed points, it is a translation, OK. If it has a fixed point $P$, then $\sigma \tau \sigma^{-1}(P)=P$ implies $\tau \sigma^{-1}(P)=\sigma^{-1}(P)$, so $\tau$ has a fixed point. Hence $\tau=\mathrm{id}$, and $\sigma \tau \sigma^{-1}=$ id, OK.

Definition. In general, if $G$ is a group, and $H$ is a subgroup of $G$, we say $H$ is a normal subgroup of $G$ if $\forall h \in H$ and $\forall g \in G$,

$$
g h g^{-1} \in H
$$

For example, in an abelian group, every subgroup is normal.
Now we come to the question of existence of translations and dilations, and for this we will need Desargues' axiom. In fact, we will find that these two existence problems are equivalent to two affine forms of Desargues' axiom. This is one of those cases where an axiom about some configuration is equivalent to a property of the geometry of the space. Here Desargues' axiom is equivalent to saying that our geometry has "enough" automorphisms, in a sense which will become clear from the theorem.

A5a (Small Desargues' axiom) Let $l, m, n$ be three parallel lines (distinct). Let $A, A^{\prime} \in l, B, B^{\prime} \in m, C, C^{\prime} \in n$, all distinct points. Assume $A B \| A^{\prime} B^{\prime}$ and $A C \| A^{\prime} C^{\prime}$. Then $B C \| B^{\prime} C^{\prime}$.

Note that if our affine plane $A$ is contained in a projective plane $\pi$, then A5a follows from P 5 in $\pi$. Indeed, $l, m, n$ meet in a point $O$ on the line at infinity $l_{\infty}$. Our hypotheses state that

$$
\begin{aligned}
& P=A B \cdot A^{\prime} B^{\prime} \in l_{\infty} \\
& Q=A C \cdot A^{\prime} C^{\prime} \in l_{\infty}
\end{aligned}
$$

So P5 says that

$$
R=B C \cdot B^{\prime} C^{\prime} \in l_{\infty},
$$

i.e. $B C \| B^{\prime} C^{\prime}$.

Theorem 7.6 Let $A$ be an affine plane. Then the following two statements are equivalent:

1. The axiom A5a holds in $A$.
2. Given any two points $P, P^{\prime} \in A$, there exists a unique translation $\tau$ such that $\tau(P)=P^{\prime}$.

Proof. (i) $\Rightarrow$ (ii) We assume A5a. If $P=P^{\prime}$, then the identity is a translation taking $P$ to $P^{\prime}$, and it is the only one, so there is nothing to prove. So suppose $P \neq P^{\prime}$.

Now we will set out to construct a translation $\tau$ sending $P$ to $P^{\prime}$.
Step 1. We define a transformation $\tau_{P P^{\prime}}$ of $A-l$, where $l$ is the line $P P^{\prime}$, as follows: For $Q \notin l, Q^{\prime}$ is the fourth corner of the parallelogram on $P, P^{\prime}, Q$, and we set $\tau_{P P^{\prime}}(Q)=Q^{\prime}$.

Step 2. If $\tau_{P P^{\prime}}(Q)=Q^{\prime}$, then for any $R \notin P P^{\prime}$ and $R \notin Q Q^{\prime}$, we have

$$
\tau_{P P^{\prime}}(R)=\tau_{Q Q^{\prime}}(R)
$$

Indeed, define

$$
R^{\prime}=\tau_{P P^{\prime}}(R) .
$$

Then, by A5a, $Q R \| Q^{\prime} R^{\prime}$, so we have also

$$
R^{\prime}=\tau_{Q Q^{\prime}}(R)
$$

STEP 3. Starting with $P, P^{\prime}, Q$, taking $Q^{\prime}=\tau_{P^{\prime}}(Q)$, we can now define $\tau$ to be $\tau_{P P^{\prime}}$ or $\tau_{Q Q^{\prime}}$, whichever one happens to be defined at a given point, since we saw they agree where they are both defined.

Step 4 . Note that if $R$ is any point, and $\tau(R)=R^{\prime}$, then $\tau=\tau_{R R^{\prime}}$ whenever they are both defined. This follows as above.

Step 5. Clearly $\tau$ is $1-1$ and onto. If $X, Y, Z$ are collinear points, let $X^{\prime}$, $Y^{\prime}, Z^{\prime}$ be their images. Then

$$
\tau(Y)=\tau_{X X^{\prime}}(Y)
$$

and

$$
\tau(Z)=\tau_{X X^{\prime}}(Z)
$$

So it follows immediately from the definition of $\tau_{X X^{\prime}}$ that $X^{\prime}, Y^{\prime}, Z^{\prime}$ are collinear. Hence $\tau$ is an automorphism of $A$. One sees immediately from the construction that it is a dilation with no fixed points, hence is a translation, and it takes $P$ to $P^{\prime}$.

Finally, the uniqueness of $\tau$ follows from the fact that a translation with a fixed point is the identity.
(ii) $\Rightarrow$ (i) We assume the existence of translations, and must deduce A5a. Suppose given $l, m, n, A, A^{\prime}, B, B^{\prime}, C, C^{\prime}$, as in the statement of A5a, and let $\tau$ be a translation taking $A$ into $A^{\prime}$. Then, by our hypotheses, $\tau(B)=B^{\prime}$ and $\tau(C)=C^{\prime}$. Hence $B C \| B^{\prime} C^{\prime}$ since $\tau$ is a dilation.

Proposition 7.7 (Assuming A5a) $\operatorname{Tran}(A)$ is an abelian group.
Proof. Let $\tau, \tau^{\prime}$ be translations. We must show $\tau \tau^{\prime}=\tau^{\prime} \tau$.
Case 1. $\tau$ and $\tau^{\prime}$ translate in different directions. Let $P$ be a point. Let $\tau(P)=P^{\prime}, \tau^{\prime}(P)=Q$. Then

$$
\tau(Q)=\tau \tau^{\prime}(P)
$$

and

$$
\tau^{\prime}\left(P^{\prime}\right)=\tau^{\prime} \tau(P)
$$

are both found as the fourth vertex of the parallelogram on $P, P^{\prime}, Q$, hence are equal, so $\tau \tau^{\prime}=\tau^{\prime} \tau$. (Note so far we have not used A5a.)

Case 2. $\tau$ and $\tau^{\prime}$ are in the same direction. Let $\tau^{*}$ be a translation in a different direction (here we use Theorem 7.6 and axiom A3 to ensure that there is another direction, and a translation in that direction). Then

$$
\tau \tau^{\prime}=\tau \tau^{\prime} \tau^{*} \tau^{*-1}=\left(\tau^{\prime} \tau^{*}\right) \tau \tau^{*-1}
$$

since $\tau$ and $\tau^{\prime} \tau^{*}$ are in different directions. This equals

$$
\tau^{\prime} \tau \tau^{*} \tau^{*-1}=\tau^{\prime} \tau
$$

Since $\tau$ and $\tau^{*}$ are in different directions.
Definition. Let $G$ be a group, and let $H, K$ be subgroups. We say $G$ is the semi-direct product of $H$ and $K$ if

1. $H$ is a normal subgroup of $G$
2. $H \cap K=\{1\}$
3. $H$ and $K$ together generate $G$.

This implies that every element $g \in G$ can be written uniquely as a product $g=h k, h \in H, k \in K$.

Definition. Let $O$ be a point in $A$, and define $\operatorname{Dil}_{O}(A)$ to be the subgroup of $\operatorname{Dil}(A)$ consisting of those dilations $\varphi$ such that $\varphi(O)=O$.
Proposition 7.8 $\operatorname{Dil}(A)$ is the semi-direct product of $\operatorname{Tran}(A)$ and $\operatorname{Dil}_{O}(A)$.
Proof. 1) We have seen that $\operatorname{Tran}(A)$ is a normal subgroup of $\operatorname{Dil}(A)$.
2) If $\varphi \in \operatorname{Tran}(A) \cap \operatorname{Dil}_{O}(A)$, then $\varphi$ has a fixed point, but being a translation it must be the identity.
3) Let $\varphi \in \operatorname{Dil}(A)$. Let $\varphi(O)=Q$. Let $\tau$ be a translation such that $\tau(O)=Q$. Then $\tau^{-1} \varphi \in \operatorname{Dil}_{O}(A)$, so $\varphi=\tau \tau^{-1} \varphi$ shows that $\operatorname{Tran}(A)$ and $\operatorname{Dil}_{O}(A)$ generate $\operatorname{Dil}(A)$. Note here we have used the existence of translations.

A5b (Big Desarges' Axiom) Let $O, A, B, C, A^{\prime}, B^{\prime}, C^{\prime}$ be distinct points in the affine plane $A$, and assume that
$O, A, A^{\prime}$ are collinear
$O, B, B^{\prime}$ are collinear
$O, C, C^{\prime}$ are collinear
$A B \| A^{\prime} B^{\prime}$
$A C \| A^{\prime} C^{\prime}$.

Then

$$
B C \| B^{\prime} C^{\prime} .
$$

Note that this statement follows from P 5 , if $A$ is embedded in a projective plane $\pi$.

Theorem 7.9 The following two statements are equivalent, in the affine plane $A$.

1. The axiom $A 5 b$ holds in $A$.
2. Given any three points $O, P, P^{\prime}$, with $P \neq O, P^{\prime} \neq O$, and $O, P, P^{\prime}$ are collinear, there exists a unique dilation $\sigma$ of $A$, such that $\sigma(O)=O$ and $\sigma(P)=P^{\prime}$.

Proof. The proof is entirely analogous to the proof of theorem ????, so the details will be left to the reader. Here is an outline:
(i) $\Rightarrow$ (ii) Given $O, P, P^{\prime}$ as above, define a transformation $\varphi_{O, P, P^{\prime}}$, for points $Q$ not on the line $l$ containing $O, P, P^{\prime}$ as follows: $\varphi_{O, P, P^{\prime}}(Q)=Q^{\prime}$, where $Q^{\prime}$ is the intersection of the line $O Q$ with the line through $P^{\prime}$, parallel to $P Q$.

Now if $\varphi_{O, P, P^{\prime}}(Q)=Q^{\prime}$, one proves using A5b that $\varphi_{O, P, P^{\prime}}$ agrees with $\varphi_{O, Q, Q^{\prime}}$ (defined similarly) whenever both are defined. Hence one can define $\sigma$ to be either one, and $\sigma(O)=O$. Then $\sigma$ is defined everywhere. Next show that if $\sigma(R)=R^{\prime}, R \neq O$, then $\sigma=\varphi_{O, R, R^{\prime}}$ whenever the latter is defined. Now clearly $\sigma$ is $1-1$ and onto. But, using previous results, one can show easily that it takes lines into lines, so is an automorphism, and that $P Q \| \sigma(P) \sigma(Q)$ for any $P, Q$, so $\sigma$ is a dilation. The uniqueness follows from Corollary ????.
(ii) $\Rightarrow$ (i) Let $O, A, B, C, A^{\prime}, B^{\prime}, C^{\prime}$ be given satisfying the hypotheses of A5b. Let $\sigma$ be a dilation which leaves $O$ fixed and sends $A$ into $A^{\prime}$. Then, by the hypotheses, $\sigma(B)=B^{\prime}$, and $\sigma(C)=C^{\prime}$. So from the fact that $\sigma$ is a dilation, $B C \| B^{\prime} C^{\prime}$.

Remark. Using the theorems 7.6 and 7.9 , we can show that $\mathrm{A} 5 \mathrm{~b} \Rightarrow \mathrm{~A} 5 \mathrm{a}$, although this is not obvious from the geometrical statements.

Indeed, let us assume A5b. Let $P, P^{\prime}$ be two points. We will construct a translation sending $P$ into $P^{\prime}$, which will show that A5a holds, since $P, P^{\prime}$ are arbitrary.

Let $Q$ be a point not on $P P^{\prime}$, and let $Q^{\prime}$ be the fourth vertex of the parallelogram on $P, P^{\prime}, Q$. Let $O$ be a point on $P P^{\prime}, \neq P$, and $\neq P^{\prime}$. let $\sigma_{1}$ be a dilation which leaves $O$ fixed, and sends $P$ into $P^{\prime}$ (which exists by Theorem ??). Let $\sigma_{1}(Q)=Q^{\prime \prime}$. Then $P^{\prime}, Q^{\prime}, Q^{\prime \prime}$ are collinear, so there exists a dilation $\sigma_{2}$ leaving $P^{\prime}$ fixed, and sending $Q^{\prime \prime}$ to $Q^{\prime}$.

Now consider $\tau=\sigma_{2} \sigma_{1}$. Being a product of dilations, it is itself a dilation. One sees easily that $\tau(P)=P^{\prime}$ and $\tau(Q)=Q^{\prime}$. Now any fixed point of $\tau$ must lie on $P P^{\prime}$ and on $Q Q^{\prime}$ (because if $X$ is a fixed point, $X P \| X P^{\prime} \Rightarrow X, P$, $P^{\prime}$ collinear; similar for $Q$ ). But $P P^{\prime} \| Q Q^{\prime}$, so $\tau$ has no fixed points. (We are implicitly assuming $P \neq P^{\prime}$; but if $P=P^{\prime}$ we could have taken the identity, which is a translation sending $P$ to $P^{\prime}$.) Hence $\tau$ is a translation sending $P$ into $P^{\prime}$, so by Theorem 7.6, A5a holds.

Now we come to the construction of coordinates in the affine plane $A$. In fact, we will find it convenient to construct a few more things, while we are at it. So our program is to construct the following objects:

1. We will define a division ring $F$.
2. We will assign coordinates to the points of $A$, so that $A$ is in $1-1$ correspondence with the set of ordered pairs of elements of $F$.
3. We will find the equation of an arbitrary translation of $A$, in terms of the coordinates.
4. We will find the equation of an arbitrary dilation.
5. Finally, we will show that the lines in $A$ are given by linear equations, and this will prove that $A$ is isomorphic to the affine plane $\mathbb{A}_{F}^{2}$.

In the course of these constructions, there will be about a thousand details to verify, so we will not attempt to do them all, but will give indications, and leave the trivial verifications to the reader.

Definition of $F$. Fix a line $l$ in $A$, and fix two points on $l$, call them 0,1 . Now let $F$ be the set of points on $l$.

If $a \in F$ (i.e. if $a$ is a point of $l$ ), let $\tau_{a}$ be the unique translation which takes 0 into $a$ (here we use A5a). If $a \in F$ and $a \neq 0$, let $\sigma_{a}$ be the unique dilation of $A$ which leaves 0 fixed and sends 1 into $a$.

Now we define addition and multiplication in $F$ as follows. If $a, b \in F$, define

$$
a+b=\tau_{a} \tau_{b}(0)=\tau_{a}(b)
$$

Since the translations form an abelian group, we see immediately that addition is associative and commutative:

$$
\begin{aligned}
(a+b)+c & =a+(b+c) \\
a+b & =b+a
\end{aligned}
$$

that 0 is the identity element, and that $\tau_{a}^{-1}(0)=-a$ is the additive inverse. Thus $F$ is an abelian group under addition. (Notice how much simpler these verifications are than if we had followed the plan suggested on pp. ????.)

Note also from our definition of addition that we have

$$
\tau_{a+b}=\tau_{a} \tau_{b} \quad \text { for all } a, b \in F
$$

Now we define multiplication as follows: 0 times anything is 0 . If $a, b \in F$, $b \neq 0$, we define

$$
a b=\sigma_{b}(a)=\sigma_{b} \sigma_{a}(1) .
$$

Now, since the dilations form a group, we see immediately that

$$
\begin{array}{ll}
(a b) c=a(b c), & \\
a \cdot 1=1 \cdot a=a & \text { for all } a \\
\sigma_{a}^{-1}(1)=a^{-1} & \text { is a multiplicative inverse. }
\end{array}
$$

Therefore the non-zero elements of $F$ form a group under multiplication. Furthermore, we have the formulae (for $b \neq 0$ )

$$
\begin{aligned}
\tau_{a b} & =\sigma_{b} \tau_{a} \sigma_{b}{ }^{-1} \\
\sigma_{a b} & =\sigma_{b} \sigma_{a} .
\end{aligned}
$$

It remains to establish the distributive laws in $F$. For some reason, one of them is much harder than the other, perhaps because our definition of multiplication is asymmetric. First consider $(a+b) c$. If $c=0,(a+b) c=0=a c+b c$, OK. If $c \neq 0$, we use the formulae above, and find

$$
\begin{aligned}
\tau_{(a+b) c}= & \sigma_{c} \tau_{a+b} \sigma_{c}^{-1}=\sigma_{c} \tau_{a} \tau_{b} \sigma_{c}^{-1}=\sigma_{c} \tau_{a} \sigma_{c}^{-1} \sigma_{c} \tau_{b} \sigma_{c}^{-1} \\
& =\tau_{a c} \tau_{b c}=\tau_{a c+b c} .
\end{aligned}
$$

Now, applying both ends of this equality to the point 0 , we have

$$
(a+b) c=a c+b c
$$

Before proving the other distributivity law, we must establish a lemma. For any line $m$ in $A$, let $\operatorname{Tran}_{m}(A)$ be the group of translations in the direction of $m$, i.e. those translations $\tau \in \operatorname{Tran}(A)$ such that either $\tau=\operatorname{id}$ or $P P^{\prime} \| m$ for all $P$ (where $\tau(P)=P^{\prime}$ ).
Lemma 7.10 Let $m$, $n$ be lines in $A$ (which may be the same). Let $\tau^{\prime} \in$ $\operatorname{Tran}_{m}(A)$ and $\tau^{\prime \prime} \in \operatorname{Tran}_{n}(A)$ be fixed translations, different from the identity, and let 0 be a fixed point of $A$. We define a mapping

$$
\varphi: \operatorname{Tran}_{m}(A) \rightarrow \operatorname{Tran}_{n}(A)
$$

as follows: For each $\tau \in \operatorname{Tran}_{m}(A), \tau \neq \mathrm{id}$, there exists a unique dilation $\sigma \in$ $\operatorname{Dil}_{0}(A)$, leaving 0 fixed, and such that

$$
\tau=\sigma \tau^{\prime} \sigma^{-1}
$$

(Indeed, take $\sigma$ such that $\sigma\left(\tau^{\prime}(0)\right)=\tau(0)$. .) Define

$$
\varphi(\tau)=\sigma \tau^{\prime \prime} \sigma^{-1}
$$

(with that $\sigma$ ).
Then, $\varphi$ is a homomorphism of groups, i.e. for all $\tau_{1}, \tau_{2} \in \operatorname{Tran}_{m}(A), \varphi\left(\tau_{1} \tau_{2}\right)=$ $\varphi\left(\tau_{1}\right) \varphi\left(\tau_{2}\right)$.

Proof. Case 1. First we treat the case where $m \nVdash n$. Replacing $m, n$ by lines parallel to them, if necessary, we may assume that $m$ and $n$ pass through 0 . Let $\tau^{\prime}(0)=P^{\prime}, \tau^{\prime \prime}(0)=P^{\prime \prime}$. Let $\tau^{*}$ be the unique translation which takes $P^{\prime}$ into $P^{\prime \prime}$. Then

$$
\tau^{\prime \prime}=\tau^{\prime} \tau^{*}
$$

If $\tau_{1}, \tau_{2} \in \operatorname{Tran}_{m}(A)$, let $\sigma_{1}, \sigma_{2}$ be the corresponding dilations. Then

$$
\begin{aligned}
\varphi\left(\tau_{1}\right)= & \sigma_{1} \tau^{\prime \prime} \sigma_{1}^{-1}=\sigma_{1} \tau^{\prime} \tau^{*} \sigma_{1}^{-1}=\sigma_{1} \tau^{\prime} \sigma_{1}^{-1} \sigma_{1} \tau^{*} \sigma_{1}^{-1} \\
& =\tau_{1} \cdot \sigma_{1} \tau^{*} \sigma_{1}^{-1}=\tau_{1} \tau_{1}^{*}
\end{aligned}
$$

where we define

$$
\tau_{1}^{*}=\sigma_{1} \tau^{*} \sigma_{1}^{-1}
$$

Similarly,

$$
\varphi\left(\tau_{2}\right)=\tau_{2} \tau_{2}^{*}
$$

where

$$
\tau_{2}^{*}=\sigma_{2} \tau^{*} \sigma_{2}^{-1}
$$

and

$$
\varphi\left(\tau_{1} \tau_{2}\right)=\tau_{1} \tau_{2} \cdot \tau_{3}^{*},
$$

where $\sigma_{3}$ corresponds to $\tau_{1}, \tau_{2}$ and

$$
\tau_{3}^{*}=\sigma_{3} \tau^{*} \sigma_{3}{ }^{-1} .
$$

So we have

$$
\begin{aligned}
\varphi\left(\tau_{1} \tau_{2}\right) & =\tau_{1} \tau_{2} \cdot \tau_{3}^{*} \\
\varphi\left(\tau_{1}\right) \varphi\left(\tau_{2}\right) & =\tau_{1} \tau_{2} \cdot \tau_{1}^{*} \tau_{2}^{*} .
\end{aligned}
$$

Now $\varphi\left(\tau_{1} \tau_{2}\right)$ and $\varphi\left(\tau_{1}\right) \varphi\left(\tau_{2}\right)$ are both translations in the $m$ direction. $\tau_{3}^{*}$ and $\tau_{1}^{*} \tau_{2}^{*}$ are both translations in the $\tau^{*}$ direction. But this can only happen if

$$
\tau_{3}^{*}=\tau_{1}^{*} \tau_{2}^{*}
$$

and

$$
\varphi\left(\tau_{1} \tau_{2}\right)=\varphi\left(\tau_{1}\right) \varphi\left(\tau_{2}\right)
$$

which is what we wanted to prove. (To make this argument more explicit, consider the points $Q$ and $R$, which are the images of $O$ under the two translations above. Then we have $O, Q, R$ collinear, and also $\tau_{1} \tau_{2}(0), Q, R$ collinear, which implies $Q=R$.)

Case 2. If $m \| n, \tau^{\prime}, \tau^{\prime \prime} \in \operatorname{Tran}_{m}(A)$. Take another line $o$, not parallel to $m$, and take $\tau^{\prime \prime \prime} \in \operatorname{Tran}_{o}(A)$. Define

$$
\psi_{1}: \operatorname{Tran}_{m}(A) \rightarrow \operatorname{Tran}_{o}(A)
$$

using $\tau^{\prime}$ and $\tau^{\prime \prime \prime}$, and define

$$
\psi_{2}: \operatorname{Tran}_{o}(A) \rightarrow \operatorname{Tran}_{m}(A)
$$

using $\tau^{\prime \prime \prime}$ and $\tau^{\prime \prime}$.
$\psi_{1}, \psi_{2}$ are homomorphisms by Case 1 , so $\varphi=\psi_{2} \psi_{1}$ is a homomorphism.
(Note the analogy of this proof with the proof of Proposition 7.7.)
Now we can prove the other distributivity law, as follows. Consider $\lambda(a+b)$. In the lemma, take $m=n=l, o=o, \tau^{\prime}=\tau_{1}, \tau^{\prime \prime}=\tau_{\lambda}$. Then $\varphi$ is the map of $\operatorname{Tran}_{l}(A) \rightarrow \operatorname{Tran}_{l}(A)$ which sends $\tau_{a}$ into $\tau_{\lambda a}$, for any $a$. Indeed, $\tau_{a}=$ $\sigma_{a} \tau_{l} \sigma_{a}{ }^{-1}$, so $\sigma=\sigma_{a}$ and $\sigma_{a} \tau_{\lambda} \sigma_{a}{ }^{-1}=\tau_{\lambda a}$. Now the lemma tells us that $\varphi$ is a homomorphism, i.e. for any $a, b \in F$,

$$
\varphi\left(\tau_{a} \tau_{b}\right)=\varphi\left(\tau_{a}\right) \varphi\left(\tau_{b}\right)
$$

or

$$
\varphi\left(\tau_{a+b}\right)=\varphi\left(\tau_{a}\right) \varphi\left(\tau_{b}\right)
$$

Hence

$$
\tau_{\lambda(a+b)}=\lambda a+\lambda b
$$

Thus we have proved

Theorem 7.11 Let $A$ be an affine plane satisfying A5a and A5b. Let $l$ be a line of $A$, let 0,1 be two points of $l$, let $F$ be the set of points of $l$, and define + and $\cdot$ in $F$ as above. Then $F$ is a division ring.

Now we can introduce coordinates in $A$. We have already fixed a line $l$ in $A$ and two points 0,1 on $l$, and on the basis of these choices we defined our division ring $F$. Now we choose another line, $m$, passing through 0 , and fix a point $1^{\prime}$ on $m$.

For each point $P \in l$, if $P$ corresponds to the element $a \in F$, we give $P$ the coordinates $(a, 0)$. Thus 0 and 1 have coordinates $(0,0)$ and ( 1,0 ), respectively.

If $P \in m, P \neq 0$, then there is a unique dilation $\sigma$ leaving 0 fixed and sending $1^{\prime}$ into $P$. $\sigma$ must be of the form $\sigma_{a}$ for some $a \in F$. So we give $P$ the coordinates $(0, a)$.

Finally, if $P$ is a point not on $l$ or $m$, we draw lines through $P$, parallel to $l$ and $m$, to intersect $m$ in $(0, b)$ and $l$ in $(a, 0)$. Then we give $P$ the coordinates $(a, b)$.

One sees easily that in this way $A$ is put into $1-1$ correspondence with the set of ordered pairs of elements of $F$. We have yet to see that lines are given by linear equations-this will come after we find the equations of translations and dilations.

Now we will investigate the equations of translations and dilations. First, some notation. For any $a \in F$, denote by $\tau^{\prime}{ }_{a}$ the translation which takes 0 into $(0, a)$. Thus $\tau^{\prime}{ }_{1}$ is the translation which takes 0 into $1^{\prime}$, and for any $a \in F$, $a \neq 0$,

$$
\tau_{a}^{\prime}=\sigma_{a} \tau_{1}^{\prime} \sigma_{a}{ }^{-1}
$$

This follows from the definition of the point $(0, a)$. Furthermore, it follows from Lemma 7.10 that the mapping

$$
\tau_{a} \rightarrow \tau_{a}^{\prime}
$$

from $\operatorname{Tran}_{1}(A)$ to $\operatorname{Tran}_{m}(A)$ is a homomorphism, and hence we have the formulae, for any $a, b \in F$,

$$
\begin{aligned}
\tau_{a+b}^{\prime} & =\tau^{\prime}{ }_{a} \tau^{\prime}{ }_{b} \\
\tau^{\prime}{ }_{a b} & =\sigma_{b} \tau^{\prime}{ }_{a} \sigma_{b}{ }^{-1}
\end{aligned}
$$

Proposition 7.12 Let $\tau$ be a translation of $A$, and suppose that $\tau(0)=(a, b)$. Then $\tau$ takes an arbitrary point $Q=(x, y)$ into $Q^{\prime}=\left(x^{\prime}, y^{\prime}\right)$ where

$$
\left\{\begin{array}{l}
x^{\prime}=x+a \\
y^{\prime}=y+b .
\end{array}\right.
$$

Proof. Indeed, let $\tau_{0 Q}$ be the translation taking 0 into $Q$. Then $\tau_{0 Q}=\tau_{x} \tau^{\prime}{ }_{y}$. Also $\tau=\tau_{a} \tau^{\prime}{ }_{b}$. So

$$
\begin{aligned}
\tau(Q) & =\tau \tau_{0 Q}(0) \\
& =\tau_{a} \tau^{\prime}{ }_{b} \tau_{x} \tau^{\prime}{ }_{y}(0)=\tau_{a} \tau_{x} \tau^{\prime}{ }_{b} \tau^{\prime}{ }_{y}(0) \\
& =\tau_{a+x} \tau^{\prime}{ }_{b+y}(0)=(x+a, y+b)
\end{aligned}
$$

Proposition 7.13 Let $\sigma$ be any dilation of $A$ leaving 0 fixed. Then $\sigma=\sigma_{a}$ for some $a \in F$, and $\sigma$ takes the point $Q=(x, y)$ into $Q^{\prime}=\left(x^{\prime}, y^{\prime}\right)$, where

$$
\left\{\begin{array}{l}
x^{\prime}=x a \\
y^{\prime}=y a
\end{array}\right.
$$

Proof. Again write $\tau_{0 Q}=\tau_{x} \tau^{\prime}{ }_{y}$. Then

$$
\begin{aligned}
\sigma(Q) & =\sigma_{a} \tau_{x} \tau^{\prime}{ }_{y}(0)=\sigma_{a} \tau_{x} \tau^{\prime}{ }_{y} \sigma_{a}{ }^{-1}(0) \\
& =\sigma_{a} \tau_{a} \sigma_{a}{ }^{-1} \cdot \sigma_{a} \tau^{\prime}{ }_{y} \sigma_{a}{ }^{-1}(0) \\
& =\tau_{x a} \cdot \tau^{\prime}{ }_{y a}(0)=(x a, y a)
\end{aligned}
$$

Theorem 7.14 Let $A$ be an affine plane satisfying A5a and A5b. Fix two lines $l, m$ in $A$, and fix points $1 \in l, 1^{\prime} \in m$, different from $0=l \cdot m$. Then, assigning coordinates as above, the lines in $A$ are given by linear equations of the form
or

$$
\begin{array}{ll}
y=m x+b & m, b \in F \\
x=a & a \in F .
\end{array}
$$

Thus $A$ is isomorphic to the affine plane $\mathbb{A}_{F}^{2}$.
Proof. By construction of the coordinates, a line parallel to $l$ will have an equation of the form $y=b$, and a line parallel to $m$ will have an equation of the form $x=a$.

Now let $r$ be any line through 0 , different from $l$ and $m$. Then $r$ must intersect the line $x=1$, say in the piont $Q=(1, m)(m \in F)$.

Now if $R$ is any other point on $r$, different from 0 , there is a unique dilation $\sigma_{\lambda}$ leaving 0 fixed and sending $Q$ into $R$. Hence $R$ will have coordinates

$$
\begin{aligned}
& x=l \cdot \lambda \\
& y=m \cdot \lambda
\end{aligned}
$$

Eliminating $\lambda$, we find the equation of $r$ is

$$
y=m x .
$$

Finally, let $s$ be a line not passing through 0 , and not parallel to $l$ or $m$. Let $r$ be the line parallel to $s$ passing through 0 . Let $s$ intersect $m$ in $(0, b)$. Then it is clear that the points of $s$ are obtained by applying this translation $\tau^{\prime}{ }_{b}$ to the points of $r$. So if $(\lambda, m \lambda)$ is a point of $r$ (for $x=\lambda$ ), the corresponding point of $s$ will be

$$
\begin{aligned}
& x=\lambda+0 \\
& y=m \lambda+b .
\end{aligned}
$$

So the equation of $r$ is

$$
y=m x+b
$$

Remark. If $\sigma$ is an arbitrary dilation of $A$, then $\sigma$ can be written as $\tau \sigma^{\prime}$, where $\tau$ is a translation and $\sigma^{\prime}$ is a dilation leaving 0 fixed (cf. Proposition 7.8). So if $\tau$ has equations

$$
\left\{\begin{array}{l}
x^{\prime}=x+c \\
y^{\prime}=y+d
\end{array}\right.
$$

and $\sigma^{\prime}$ has equations

$$
\left\{\begin{array}{l}
x^{\prime}=x a \\
y^{\prime}=y a
\end{array}\right.
$$

we find that $\sigma$ has equations

$$
\left\{\begin{array}{l}
x^{\prime}=x a+c \\
y^{\prime}=y a+d
\end{array}\right.
$$

Theorem 7.15 Let $\pi$ be a projective plane satisfying P1-P5. Then there is a division ring $F$ such that $\pi$ is isomorphic to $\mathbb{P}_{F}^{2}$, the projective plane over $F$.

Proof. Let $l_{0}$ be any line in $\pi$, and consider the affine plane $A=\pi-l_{0}$. Then $A$ satisfies A 5 a and A 5 b , hence $A \cong \mathbb{A}_{F}^{2}$, by the previous theorem. But $\pi$ is the projective plane associated to the affine plane $A$, and $\mathbb{P}_{F}^{2}$ is the projective plane associated to the affine plane $\mathbb{A}_{F}^{2}$, so this isomorphism extends to show $\pi \cong \mathbb{P}_{F}^{2}$.

Remark. This is a good point to clear up a question left hanging from Chapter 1, about the correspondence between affine planes and projective planes. We saw that an affine plane $A$ could be completed to a projective plane $S(A)$ by adding ideal points and an ideal line. Conversely, if $\pi$ is a projective plane and $l_{0}$ a line in $\pi$ then $\pi-l_{0}$ is an affine plane.

What happens if we perform first one process and then the other? Do we get back where we started? There are two cases to consider.

1) If $\pi$ is a projective plane, $l_{0}$ a line in $\pi, \pi-l_{0}$ the corresponding affine plane, then one can see easily that $S\left(\pi-l_{0}\right)$ is isomorphic to $\pi$ in a natural way.
2) Let $A$ be an affine plane, and let $S(A)=A \cup l_{\infty}$ be the corresponding projective plane. Then clearly $S(A)-l_{\infty} \cong A$. But suppose $l_{1}$ is a line in $S(A)$, different from $l_{\infty}$ ? Then in general one cannot expect $S(A)-l_{1}$ to be isomorphic to $A$.

For example, let $\Pi$ be the free projective plane on the configuration $\pi_{0}=$ a projective plane on seven points, plus one more point. Let $A=\Pi-l_{\infty}$, where $l_{\infty}$ is one of the lines of $\pi_{0}$. Then $S(A)=\Pi$. Let $l_{1}$ be a line of $\Pi$ containing no point of $\pi_{0}$. Then $\Pi-l_{1}$ is not isomorphic to $A$, because $\Pi-l_{1}$ contains a confined configuration, but $A$ contains no confined configuration.

However, if we assume that $A$ satisfies A5a and A5b, then $S(A)-l_{1} \cong$ $A$. Indeed, $S(A) \cong \mathbb{P}_{F}^{2}$, for some division ring $F$, and we can always find an automorphism $\varphi \in \operatorname{Aut} \mathbb{P}_{F}^{2}$, taking $l_{1}$ to $l_{\infty}$ (see Proposition 6.6). Then $\varphi$ gives an isomorphism of $S(A)-l_{1}$ and $A$.

## 8

## Projective Collineations

Let us look back for a moment at what we have accomplished so far. We have been approaching the subject of projective geometry from two different directions, the synthetic and the analytic.

The synthetic approach starts from the axioms P1-P4, and eventually P5, P6, P7, and builds everything in logical steps from there. Thus we have the notion of harmonic points, of perspectivities and projectivities from one line to another, and the Fundamental Theorem, which says that there is a unique projectivity from a line $l$ into itself which sends three given points $A, B, C$ into three other given points $A^{\prime}, B^{\prime}, C^{\prime}$.

The analytic approach starts from an algebraic object, such as a division ring or field $F$, or the real numbers $\mathbb{R}$. Then we define $\mathbb{P}_{F}^{2}$ as triples of elements of the field with a certain equivalence relation, and lines as linear equations. We can define certain automorphisms of $\mathbb{P}_{F}^{2}$ using matrices, others using automorphisms of $F$, and we have a Fundamental Theorem telling us that these two types of automorphisms generate the entire group of automorphisms of $\mathbb{P}_{F}^{2}$.

In the last two chapters, we have tied these two approaches together, by showing that a (synthetic) projective plane is of the form $\mathbb{P}_{F}^{2}$ for some division ring $F$, if and only if Desargues' Axiom, P5, holds. Furthermore, we showed that the axioms P6 and P7, which are synthetic statements, are equivalent to algebraic statements about the division ring $F$.

In this chapter we will continue exploring the relationship between the synthetic and the analytic approaches, in two important situations. One is to give an analytic interpretation of the group $\mathrm{PJ}(l)$ of projectivities of a line into itself, which so far we have studied only from the synthetic point of view. The other is to give a synthetic interpretation of the group $\mathrm{PGL}(2)$ of automorphisms of $\mathbb{P}_{F}^{2}$ defined by matrices, which so far we have studied only from the analytic point of view.

## Projectivities on a line

Let $F$ be a field (we will stick to the commutative case for simplicity), and let $\pi=\mathbb{P}_{F}^{2}$ be the projective plane over $F$. Then $\pi$ satisfies P 5 and P6. Let $l$ be the line $x_{3}=0$, so that $l$ has homogeneous coordinates $x_{1}$ and $x_{2}$. We have already studied the group $\operatorname{PJ}(l)$ of projectivities of $l$ into itself (see Chapter 5).

Now we will define another group of transformations of $l$ into itself, PGL $(l)$, and will prove it is equal to $\mathrm{PJ}(l)$.

Let $A=\left(\begin{array}{ll}a & b \\ c & d\end{array}\right)$ be a $2 \times 2$ matrix with coefficients in $F$, and with $\operatorname{det}(A) \equiv$ $a d-b c \neq 0$. Then we define a transformation of $l$ into itself by the equations

$$
\begin{aligned}
& x_{1}^{\prime}=a x_{1}+b x_{2} \\
& x_{2}^{\prime}=c x_{1}+d x_{2} .
\end{aligned}
$$

Call this transformation $T_{A}$. As in Chapter 3, one can show easily that $T_{A}$ is a one-to-one transformation of $l$ onto itself, whose inverse is $T_{A^{-1}}$. If $A, B$ are two such matrices, then $T_{A} T_{B}=T_{A B}$, so the set of all such transformations forms a group. Two matrices $A$ and $A^{\prime}$ define the same transformation (i.e. $T_{A}=T_{A^{\prime}}$ ) if and only if there is an element $\lambda \in F, \lambda \neq 0$, such that $A^{\prime}=\lambda A$.

Definition. The group of transformations of $l$ into itself of the form $T_{A}$ defined above, where $A=\left(\begin{array}{cc}a & b \\ c & d\end{array}\right)$ is a matrix of elements of $F$ with $a d-b c \neq 0$, is called $\operatorname{PGL}(l ; F)$, or $\mathrm{PGL}(l)$ for short.

In dealing with the group $\operatorname{PGL}(l)$, we will find it more convenient to introduce a non-homogeneous coordinate $x=x_{1} / x_{2}$ on $l$. Thus $x$ may take on all values of $F$, plus the value $\infty$ (where $a / 0=\infty$ for any $a \in F, a \neq 0$ ). Then the points of $l$ are in one-to-one correspondence with the elements of the set $F \cup$ $\{\infty\}$. Furthermore, the group $\mathrm{PGL}(l)$ is then the group of fractional linear transformations of $l$, namely those given by equations of the form

$$
x^{\prime}=\frac{a x+b}{c x+d} \quad a d-b c \neq 0, a, b, c, d \in F
$$

When $x=\infty$, this expression is defined to be $a / c$ if $c \neq 0$ and $\infty$ if $c=0$ (note that $a=c=0$ is impossible because of the condition $a d-b c \neq 0$ ).
Proposition 8.1 Let $A, B, C$ and $A^{\prime}, B^{\prime}, C^{\prime}$ be two triples of distinct points on $l$. Then there is a unique element of $\mathrm{PGL}(l)$ which sends $A, B, C$ into $A^{\prime}, B^{\prime}, C^{\prime}$, respectively.

Proof. The proof could be done as in Chapter 3 for PGL(2), but it is simple enough to be worth repeating in this new context.

For the existence of such a transformation, it is sufficient to consider the case where $A, B, C=0,1, \infty$, respectively, and where $A^{\prime}, B^{\prime}, C^{\prime}$ are three points with coordinates $\alpha, \beta, \gamma$ respectively. Then we must find $a, b, c, d$ so that the transformation

$$
x^{\prime}=\frac{a x+b}{c x+d}
$$

takes $0,1, \infty$ to $\alpha, \beta, \gamma$. So we must solve

$$
\alpha=\frac{b}{d}, \quad \beta=\frac{a+b}{c+d}, \quad \gamma=\frac{a}{c} .
$$

Suppose that $\alpha, \beta, \gamma$ are all different from $\infty$. (We leave the special case when one of them is $\infty$ to the reader!) Then set $d=1$, and solve the other equations, finding

$$
b=\alpha, \quad c=\frac{\alpha-\beta}{\beta-\alpha}, \quad a=\frac{\alpha-\beta}{\beta-\gamma} \cdot \gamma .
$$

Then

$$
a d-b c=\frac{\alpha-\beta}{\beta-\gamma}(\gamma-\alpha) \neq 0
$$

since $\alpha, \beta, \gamma$ are all distinct. Thus we have a transformation of the right kind, which does what we want.

To show uniqueness, it is sufficient to show that if the transformation

$$
x^{\prime}=\frac{a x+b}{c x+d}
$$

leaves $0,1, \infty$ fixed, then it is the identity. Indeed, in that case we have

$$
0=\frac{b}{d}, \quad 1=\frac{a+b}{c+d}, \quad \infty=\frac{a}{c},
$$

which implies $b=0, c=0, a=d$, so $x^{\prime}=x$.
Proposition 8.2 The group PGL $(l)$ of fractional linear transformations is generated by transformations of the following three kinds:

$$
\begin{array}{lll}
\text { (i) } & x^{\prime}=x+a & a \in F \\
\text { (ii) } & x^{\prime}=a x & a \in F, a \neq 0 \\
\text { (iii) } & x^{\prime}=\frac{1}{x}, &
\end{array}
$$

(each of which is, of course, a fractional linear transformation).
Proof. First of all, it is clear that by using a type (ii) transformation, followed by a type (i) transformation, we can get an arbitrary transformation of the form (*)

$$
x^{\prime}=a x+b \quad a, b \in F, a \neq 0 .
$$

Now let

$$
x^{\prime}=\frac{a x+b}{c x+d} \quad a d-b c \neq 0
$$

be an arbitrary fractional linear equation. If $c=0$, then $x^{\prime}=\frac{a}{d} x+\frac{b}{d}$ and $\frac{a}{d} \neq 0$, so it is the above form $(*)$. So we may suppose $c \neq 0$. Then let $x_{1}=c x+d$, so that $x=\frac{1}{c}\left(x_{1}-d\right)$ and

$$
x^{\prime}=\frac{a \frac{1}{c}\left(x_{1}-d\right)+b}{x_{1}}=\frac{b-\frac{a d}{c}}{x_{1}}+\frac{a}{c} .
$$

Now $b-\frac{a d}{c} \neq 0$ by hypothesis, hence $x^{\prime}$ can be obtained from $x_{1}$ by an application of (iii) followed by one of the above type (*).

Thus, all together, $x^{\prime}$ is obtained from $x$ by one application of (iii) and two applications each of transformations of the types (ii) and (i).

Proposition 8.3 Each one of the three special types of transformations (i), (ii), and (iii) of the previous proposition is a projectivity of $l$ into itself.

Proof. We must exhibit each of these transformations as a product of perspectivities, to show that it is a projectivity.
(i) $x^{\prime}=x+a$. Take $x_{2}=0$ to be the line at infinity, and take affine coordinates $x=x_{1} / x_{2}, y=x_{3} / x_{2}$ in the affine plane. Then $l$ is the $x$-axis, and we can construct $x+a$ geometrically as follows:

1. Project $(x, 0)$ from the point $(0,1)$ onto the line $l_{\infty}$, getting $W$.
2. Project $W$ back onto $l$ from the point $(a, 1)$. This gives $x+a$.

Thus the transformation $x^{\prime}=x+a$ is a product of two perspectivities and so is a projectivity.
(ii) $x^{\prime}=a x, a \neq 0$. This transformation, too, is a product of two perspectivities.

1. Project $(x, 0)$ in the vertical direction onto the line $x=y$, getting the point $Y$.
2. Project $Y$ back onto $l$, in the direction of the line joining $(1,1)$ and $(a, 0)$ to obtain the point $(a x, 0)$.
(iii) $x^{\prime}=\frac{1}{x}$. This transformation is a product of three perspectivities.
3. Project $(x, 0)$ from the point $(1,1)$ onto the line at infinity, $l_{\infty}$, getting $W$.
4. Project $W$ from the point $(1,0)$ onto the line $x=y$, getting $Z$.
5. Project $Z$ in the vertical direction back onto $l$, getting the point $\left(\frac{1}{x}, 0\right)$.

Theorem 8.4 Let $F$ be a field, let $\pi=\mathbb{P}_{F}^{2}$, let $l$ be the line $x_{3}=0$. Then the group $\mathrm{PJ}(l)$ of projectivities of $l$ into itself is equal to the group $\mathrm{PGL}(l)$ of fractional linear transformations on $l$.

Proof. We have seen that $\mathrm{PGL}(l)$ is generated by transformations of three special types, each of which is a projectivity. So we conclude that every fractional linear transformation is a projectivity, i.e.

$$
\mathrm{PGL}(l) \subseteq \mathrm{PJ}(l)
$$

Now let $\varphi$ take the points $0,1, \infty$ into $A, B, C$ respectively. Then by Proposition 8.1, there is a fractional linear transformation taking $0,1, \infty$ into $A, B, C$, and of course this is also a projectivity. However, by the Fundamental Theorem for projectivities on a line (Theorem 5.6) there is only one projectivity taking $0,1, \infty$ into $A, B, C$. So the two are equal, i.e. $\varphi$ is a fractional linear transformation, and so

$$
\operatorname{PGL}(l)=\operatorname{PJ}(l) .
$$

Remarks. 1. Notice that we have had to use the full strength of our synthetic theory (in the form of the Fundamental Theorem for projectivities on a line, which was a hard theorem) to prove this result. And that is not surprising, because what we have proved is really a rather remarkable fact. It says that our two entirely different approaches have actually converged, and that we have arrived in each case at the same group of transformations of the line into itself.
2. One may wonder what is special about the line $x_{3}=0$ which occurs in the statement of the theorem. Nothing is special about it. More precisely, if $l^{\prime}$ is any other line, then the groups $\mathrm{PJ}(l)$ and $\mathrm{PJ}\left(l^{\prime}\right)$ are isomorphic, as abstract groups. To get such an isomorphism, let $P$ be any point not on $l$ or $l^{\prime}$, and let $\psi: l \rightarrow l^{\prime}$
be the perspectivity $l \stackrel{P}{\bar{\wedge}} l^{\prime}$. Then for each $\alpha \in \operatorname{PJ}(l)$, we have $\psi \alpha \psi^{-1} \in \operatorname{PJ}\left(l^{\prime}\right)$, and the mapping

$$
\alpha \mapsto \psi \alpha \psi^{-1}
$$

is an isomorphism of $\operatorname{PJ}(l)$ onto $\operatorname{PJ}\left(l^{\prime}\right)$. (Details left to the reader!) One will note, however, that this isomorphism depends on the choice of $P$. In fact, there is no one way to make $\mathrm{PJ}(l)$ and $\mathrm{PJ}\left(l^{\prime}\right)$ isomorphic that is better than all other ways. So we say $\operatorname{PJ}(l)$ and $\operatorname{PJ}\left(l^{\prime}\right)$ are non-canonically isomorphic.

To recapitulate, we have been examining a certain group of transformations of the line $l$ into itself, namely $\operatorname{PJ}(l)=\operatorname{PGL}(l)$, and have found that we can describe it in two different ways. One is by considering $l$ as a line in $\mathbb{P}_{F}^{2}$, and using incidence properties of the projective plane. The other is by using the algebraic structure on $l$ given by its coordinatization. Now we will give a third way of characterizing these transformations, namely as the group of all permutations of $l$ which preserve cross-ratio. (This notion will be explained presently.) Finally, in case $F$ is the field $\mathbb{C}$ of complex numbers, we will give a fourth interpretation of this group, as the group of all conformal, orientation-preserving maps of the Riemann sphere onto itself.

Definition. Let $F$ be a field, and let $a, b, c, d$ be four distinct points on the line $l$ as above, i.e. $a, b, c, d \in F \cup\{\infty\}$. Then we define the cross-ratio of the four points by

$$
R_{\times}(a, b, c, d)=\frac{a-c}{a-d} \cdot \frac{b-d}{b-c} .
$$

(In case one of $a, b, c, d$ is $\infty$, one must make the definition more precise, e.g. if $a=\infty$, we get for the cross-ratio $\frac{b-d}{b-c}$.)
Theorem 8.5 Let $F$ be a field, and let $l$, as above, be the projective line over $F$, with non-homogeneous coordinate $x$ which varies over the set $F \cup\{\infty\}$. Then the group $\mathrm{PGL}(l)$ of fractional linear transformations on $F$ is precisely the group of permutations of $l$ which preserve the cross-ratio, i.e. one-to-one mappings $\varphi$ of $l$ onto $l$, such that whenever $A, B, C, D$ are four distinct points of $l$, and $\varphi(A)=A^{\prime}$, etc., then

$$
R_{\times}(A, B, C, D)=R_{\times}\left(A^{\prime}, B^{\prime}, C^{\prime}, D^{\prime}\right)
$$

Proof. First we must see that every fractional linear transformation does preserve the cross-ratio. Since the group PGL $(l)$ is generated by transformations of the three special types (i), (ii), (iii) of Proposition 8.2, it will be sufficient to see that each one of them preserves the cross-ratio. So let $A, B, C, D$ be four points of $l$, with coordinates $a, b, c, d$. Then

$$
R_{\times}(A, B, C, D)=\frac{a-c}{a-d} \cdot \frac{b-d}{b-c} .
$$

(i) If we apply a transformation of the type $x^{\prime}=x+\lambda, \lambda \in F$, our new points $A^{\prime}, B^{\prime}, C^{\prime}, D^{\prime}$ have coordinates $a+\lambda, b+\lambda, c+\lambda, d+\lambda$, respectively. Hence

$$
R_{\times}\left(A^{\prime}, B^{\prime}, C^{\prime}, D^{\prime}\right)=\frac{(a+\lambda)-(c+\lambda)}{(a+\lambda)-(d+\lambda)} \cdot \frac{(b+\lambda)-(d+\lambda)}{(b+\lambda)-(c+\lambda)},
$$

which is easily seen to be equal to the original cross-ratio.
(ii) If we apply a transformation of the form $x^{\prime}=\lambda x, \lambda \in F, \lambda \neq 0$, we have

$$
R_{\times}\left(A^{\prime}, B^{\prime}, C^{\prime}, D^{\prime}\right)=\frac{\lambda a-\lambda c}{\lambda a-\lambda d} \cdot \frac{\lambda b-\lambda d}{\lambda b-\lambda c},
$$

which again is clearly equal to the first cross-ratio.
(iii) If we apply the transformation $x^{\prime}=\frac{1}{x}$, we have

$$
R_{\times}\left(A^{\prime}, B^{\prime}, C^{\prime}, D^{\prime}\right)=\frac{\frac{1}{a}-\frac{1}{c}}{\frac{1}{a}-\frac{1}{d}} \cdot \frac{\frac{1}{b}-\frac{1}{d}}{\frac{1}{b}-\frac{1}{c}} .
$$

Now multiplying above and below by $a b c d$, we obtain the original cross-ratio again. (One must consider the special case when one of $a, b, c, d$ is 0 or $\infty$ separately-left to the reader.)

Thus we have shown that every fractional linear transformation preserves the cross-ratio. Now conversely, let us suppose that $\varphi$ is a transformation which preserves cross-ratio. Let $\varphi$ send $0,1, \infty$ into $a, b, c$ respectively, and let $\varphi(x)=$ $x^{\prime}$. Then we have

$$
R_{\times}(0,1, \infty, x)=R_{\times}\left(a, b, c, x^{\prime}\right)
$$

or

$$
\frac{0-\infty}{0-x} \cdot \frac{1-x}{1-\infty}=\frac{a-c}{a-x^{\prime}} \cdot \frac{b-x^{\prime}}{b-c}
$$

or

$$
\frac{x-1}{x}=\frac{a-c}{b-c} \cdot \frac{b-x^{\prime}}{a-x^{\prime}} .
$$

Solving for $x^{\prime}$, we find that $\varphi$ is given by the expression

$$
x^{\prime}=\frac{\frac{a-b}{b-c} c x+a}{\frac{a-b}{b-c} x+1},
$$

which is indeed a fractional linear transformation.

Example. Let $F=\mathbb{C}$ be the field of complex numbers. Then the line $l$ is the projective line over $\mathbb{C}$, that is, the "plane" of complex numbers, plus one additional point, called $\infty$. This is most easily represented by a sphere, called the Riemann sphere, via the stereographic projection. (For details, see any book on functions of a complex variable.) A unit sphere is placed on the origin of the complex plane (which becomes the S pole of the sphere). Then, projecting from the N pole of the sphere, the point at infinity corresponds to the N pole and all other points of the sphere correspond in a one-to-one manner with the points of the complex plane.

Now it is proved in courses on functions of a complex variable (q.v.) that the fractional linear transformations of the extended complex plane correspond precisely to those one-to-one transformations of the Riemann sphere onto itself which preserve orientation, and which are conformal, i.e. which preserve the angles between any two intersecting curves.

## Projective collineations

Now we come to the study of projective collineations. In general, any automorphism of a projective plane $\pi$ is called a collineation, because it sends lines into lines.

Definition. A projective collineation is an automorphism $\varphi$ of the projective plane $\pi$, such that, whenever $l$ is a line of $\pi$, and $l^{\prime}=\varphi(l)$ is its image under $\varphi$, then the restriction of $\varphi$ to $l$,

$$
\left.\varphi\right|_{l}: l \rightarrow l^{\prime}
$$

which is a mapping of the line $l$ to the line $l^{\prime}$, should be a projectivity.
For example, the identity transformation is a projective collineation. But we will see that in general, there are many more projective collineations. In fact we will prove that if $\pi$ is a projective plane satisfying P 5 and P 6 , then the projective collineations satisfy a fundamental theorem: there is a unique one of them sending any four points, no three collinear, into any other four points, no three collinear. We will also study the structure of the group of projective collineations, by showing that it is generated by certain special kinds of projective collineations, called elations and homologies. Finally, we will show that if $\pi \cong \mathbb{P}_{F}^{2}$, where $F$ is a field, then the group of projective collineations is precisely $\operatorname{PGL}(2, F)$.
Proposition 8.6 Let $\varphi$ be an automorphism of $\pi$. Then $\varphi$ is a projective collineation if and only if there exists some line $l_{0}$, such that $\left.\varphi\right|_{l_{0}}$ is a projectivity.

Proof. If $\varphi$ is a projective collineation, any $l_{0}$ will do. So suppose conversely that $\varphi$ is an automorphism whose restriction to $l_{0}$ is a projectivity. Say $\varphi\left(l_{0}\right)=l_{0}^{\prime}$. Now let $l$ be any other line, and let $P$ be a point not on $l$ or $l_{0}$. Let $\psi: l \rightarrow l_{0}$ be the perspectivity $l \overline{\overline{\hat{P}}} l_{0}$. Now if $A \in l$ and $A_{0} \in l_{0}$, then say that $\psi(A)=A_{0}$ is the same as saying $\hat{P}, A, A_{0}$ are collinear. Since $\varphi$ is an automorphism, this is the same as saying that $P^{\prime}, A^{\prime}, A_{0}^{\prime}$ are collinear (where ' denotes the action of $\varphi)$. Let $l^{\prime}=\varphi(l)$. In other words, the transformation

$$
\varphi \psi \varphi^{-1}: l^{\prime} \rightarrow l_{0}^{\prime}
$$

is the same as the perspectivity $l^{\prime} \stackrel{P_{\bar{\prime}}^{\prime}}{\bar{\lambda}} l_{0}^{\prime}$. Call it $\psi^{\prime}$. So

$$
\psi^{\prime}=\varphi \psi \varphi^{-1}
$$

In other words,

$$
\left.\varphi\right|_{l}=\left.\psi^{-1} \varphi\right|_{l_{0}} \psi
$$

But $\psi,\left.\varphi\right|_{l_{0}}$, and $\psi^{\prime-1}$ are all projectivities, so $\left.\varphi\right|_{l}$ is also a projectivity, and hence $\varphi$ is a projective collineation, since $l$ was arbitrary.

Before we can prove much about projective collineations, we must study some special types of collineations, caled elations and homologies. Then we will use them to deduce properties of the group of projective collineations.

Definition. An elation is an automorphism of the projective plane $\pi$, which leaves some line, say $l_{0}$, pointwise fixed, and which has no other fixed points. The line $l_{0}$ is called the axis of the elation.

Let $\alpha$ be an elation of $\pi$, with axis $l_{0}$, and let $A$ be the affine plane $\pi-l_{0}$. For any $P, Q \in A$, let $P Q$ meet $l_{0}$ at $X$. Then $X$ is fixed, so $P^{\prime} Q^{\prime}$ also meets $l_{0}$ at $X$, where $P^{\prime}$ and $Q^{\prime}$ are the images of $P$ and $Q$ under $\alpha$. Hence $P Q \| P^{\prime} Q^{\prime}$ in $A$, so $\alpha$ restricted to $A$ is a dilation. But $\alpha$ has no fixed points outside of $l_{0}$, so $\alpha$ restricted to $A$ is in fact a translation. Conversely any translation of $A$ gives an elation of $\pi$ with axis $l_{0}$.

Proposition 8.7 The elations of $\pi$ with axis $l_{0}$ correspond, by restriction, to the translations of the affine plane $\pi-l_{0}$. Hence, if one includes the identity, the elations with axis $l_{0}$ form a group $E_{l_{0}}$.

Proof. We need only refer to the fact that the translations of an affine plane form a group.

If $\alpha$ is an elation with axis $l_{0}$, then we can speak of the direction of the translation $\left.\alpha\right|_{A}$. Indeed, for any $P, Q, P P^{\prime} \| Q Q^{\prime}$. Say they meet $l_{0}$ at $O$. Then $O$ is the center of the elation $\alpha$.

One should not suppose that all the elations taken together form a group. For if $\alpha_{1}, \alpha_{2}$ are elations with different axes $l_{1}$ and $l_{2}$, there is no reason why $\alpha_{1} \alpha_{2}$ should be an elation at all.

However, we can say something about all the elations. First we have shown that the elations with a fixed asix $l_{0}$ (including the identity) form a group, $E_{l_{0}}$. Similarly, if $l_{1}$ is another line, the elations are both subgroups of Aut $\pi$. Let $\varphi$ be an automorphism of $\pi$ which takes $l_{0}$ into $l_{1}$ (so long as $\pi$ satisfies P 5 , there will be one!). Then the mapping

$$
\alpha \mapsto \varphi \alpha \varphi^{-1}
$$

for $\alpha \in E_{l_{0}}$ can easily be seen to be an isomorphism of $E_{l_{0}}$ onto $E_{l_{1}}$. Note, for example, that $\varphi^{-1}$ takes $l_{1}$ into $l_{0}, \alpha$ leaves $l_{0}$ pointwise fixed, and $\varphi$ takes $l_{0}$ into $l_{1}$, so that $\varphi \alpha \varphi^{-1}$ leaves $l$ pointwise fixed. Similarly one can see that $\varphi \alpha \varphi^{-1}$ has no other fixed points, so it is an elation. We leave some details to the reader. This is a familiar situation in group theory. In fact, we have the following definition.

Definition. Let $G$ be a group, and let $H_{0}$ and $H_{1}$ be subgroups of $G$. Then we say that $H_{0}$ and $H_{1}$ are conjugate subgroups if there is an element $g \in G$, so that the map

$$
h_{0} \mapsto g h_{0} g^{-1}
$$

is an isomorphism of $H_{0}$ onto $H_{1}$.
Thus we have proved
Proposition 8.8 Let $\pi$ be a projective plane satisfying P5. Let $E_{l_{0}}$ and $E_{l_{1}}$ denote the groups of elations of $\pi$ with axes $l_{0}$ and $l_{1}$, respectively. Then $E_{l_{0}}$ and $E_{l_{1}}$ are conjugate subgroups of Aut $\pi$.

Conversely, one can see easily that any conjugate subgroup of $E_{l_{0}}$ is of the form $E_{l}$, for some line $l$ in $\pi$. Thus the set of all elations of $\pi$ is the union of the subgroup $E_{l_{0}}$ of Aut $\pi$, together with its conjugates.

Definition. A homology of the projective plane $\pi$ is an automorphism of $\pi$ which leaves a certain line $l_{0}$ pointwise fixed, and which has precisely one other fixed point $O . l_{0}$ is called the axis of the homology, and $O$ is called its center.

As above, we note that the homologies with axis $l_{0}$ correspond to dilations of the affine plane $\pi-l_{0}$. Hence, if one adjoins the homologies with axis $l_{0}$ and the identity, they form a group, which we will call $H_{l_{0}}$. For any other axis $l_{1}$, $H_{l_{1}}$ is a conjugate subgroup of Aut $\pi$ to $H_{l_{0}}$. Refining some more, we see that for any line $l_{0}$, and for any point $O$ not on $l_{0}$, the homologies with axis $l_{0}$ and center $O$ form a group $H_{l_{0}, O}$. And since in a Desarguesian projective plane we can move a line $l_{0}$ and a point $O$ to any other line $l_{1}$ and point $P$, we see as above that $H_{l_{1}, P}$ is conjugate to $H_{l_{0}, O}$. Hence the homologies of $\pi$ are the union of the subgroup $H_{l_{0}, O}$ of Aut $\pi$ with all of its conjugates.
Proposition 8.9 Elations and homologies are projective collineations.
Proof. By Proposition 8.6, it is sufficient to note that their restriction to a single line is a projectivity. But the restriction of any elation or homology to its axis is the identity, which is a projectivity.

Proposition 8.10 Let $\pi$ be a projective plane satisfying P5. Let $A, B, C, D$ and $A^{\prime}, B^{\prime}, C^{\prime}, D^{\prime}$ be two quadruples of points, no three of which are collinear. Then one can find a product $\varphi$ of elations and homologies, such that $\varphi(A)=A^{\prime}$, $\varphi(B)=B^{\prime}, \varphi(C)=C^{\prime}$, and $\varphi(D)=D^{\prime}$.

Proof. Step 1. Choose a line $l_{0}$ such that $A$ and $A^{\prime}$ are not on $l_{0}$. Then, since $\pi$ is Desarguesian (cf. Chapter VII) there is a translation of $\pi-l_{0}$ which sends $A$ into $A^{\prime}$, i.e. an elation $\alpha_{1}$ of $\pi$ such that $\alpha_{1}(A)=A^{\prime}$. Let $\alpha_{1}$ take $B, C, D$ into $B^{\prime \prime}, C^{\prime \prime}, D^{\prime \prime}$. Then we have reduced to the problem of finding a product of elations and homologies which leaves $A^{\prime}$ fixed, and sends $B^{\prime \prime}, C^{\prime \prime}, D^{\prime \prime}$ into $B^{\prime}, C^{\prime}, D^{\prime}$. Furthermore, since $\alpha_{1}$ is an automorphism, $A^{\prime}, B^{\prime \prime}, C^{\prime \prime}, D^{\prime \prime}$ are four points no three of which are collinear. Thus, relabeling $A^{\prime}, B^{\prime \prime}, C^{\prime \prime}, D^{\prime \prime}$ as $A, B, C, D$, we have reduced to the original problem, under the additional assumption that $A=A^{\prime}$.

Step 2. Choose another line $l_{1}$ such that $A \in l_{1}$, but $B, B^{\prime} \notin l_{1}$. Then choose an elation $\alpha_{2}$ with axis $l_{1}$, and such that $\alpha_{2}(B)=B^{\prime}$. Then, using $\alpha_{2}$, and relabeling again, we have reduced the original problem to the case $A=A^{\prime}$ and $B=B^{\prime}$.

Step 3 . Let $l_{2}=A B$. Then $C$ and $C^{\prime}$ are not on $l_{2}$, because $A, B, C$ are not collinear, and $A^{\prime}, B^{\prime}, C^{\prime}$ are not collinear. So again, we can choose an elation $\alpha_{3}$ with axis $l_{2}$, such that $\alpha_{3}(C)=C^{\prime}$, and so reduce the problem to the case $A=A^{\prime}, B=B^{\prime}, C=C^{\prime}$.

Step 4. Draw $A D$ and $B D^{\prime}$ and let them meet at $E$. Now since $A, D, E$ are collinear, and $D, E$ are different from $A$, There exists a dilation of the affine plane $\pi-B C$, which leaves $A$ fixed, and sends $D$ into $E$. In other words, there is a homology $\beta_{1}$ of $\pi$ with axis $B C$ and center $A$, which sends $D$ into $E$.

Step 5. Similarly, there is a homology $\beta_{2}$ of $\pi$ with axis $A C$ and center $B$, which sends $E$ into $D^{\prime}$. Therefore $\beta_{2} \beta_{1}$ leaves $A, B, C$ fixed, and sends $D$ into $D^{\prime}$.

This completes the proof of the proposition. Note that, in general, we need three elations and two homologies.
Proposition 8.11 Let $\pi$ be a projective plane satisfying P5 and P6. Let $\varphi$ be a projective collineation of $\pi$, which leaves fixed four points $A, B, C, D$, no three of which are collinear. Then $\varphi$ is the identity.

Proof. Let $l$ be the line $B C$. Since $B$ and $C$ are fixed, $\varphi$ sends $l$ into itself, and $\varphi$ restricted to $l$ must be a projectivity, since $\varphi$ is a projective collineation. But $\varphi$ also leaves $A$ and $D$ fixed, so $\varphi$ must leave $A D \cdot l=F$ fixed. So $\left.\varphi\right|_{1}$ is a projectivity of $l$ into itself which leaves fixed the three points $B, C, F$. Hence $\varphi$ leaves $l$ pointwise fixed, by the Fundamental Theorem for projectivities on a line (Chapter 5). Now $\varphi$ restricted to $\pi-l$ is a dilation with two fixed points $A$ and $D$, so it must be the identity. Hence $\varphi$ is the identity.

Proposition 8.12 (Fundamental Theorem for Projective Collineations) Let $\pi$ be a projective plane satisfying P 5 and P 6 , and denote by $\mathrm{PC}(\pi)$ the group of projective collineations of $\pi$. If $A, B, C, D$ and $A^{\prime}, B^{\prime}, C^{\prime}, D^{\prime}$ are two quadruples of points, no three collinear, then there is a unique element $\varphi \in$ $\mathrm{PC}(\pi)$ such that $\varphi(A)=A^{\prime}, \varphi(B)=B^{\prime}, \varphi(C)=C^{\prime}$, and $\varphi(D)=D^{\prime}$.

Proof. Since elations and homologies are projective collineations (Proposition 8.9) and since there are enough of them to send $A, B, C, D$ to $A^{\prime}, B^{\prime}, C^{\prime}, D^{\prime}$ (Proposition 8.10), there certainly is some such $\varphi$. On the other hand, if $\psi$ is another such projective collineation, then $\psi^{-1} \varphi$ is a projective collineation which leaves $A, B, C, D$ fixed, and so is the identity (Proposition 8.11). Hence $\varphi=\psi$, and $\varphi$ is unique.

Corollary 8.13 The group $\mathrm{PC}(\pi)$ of projective collineations is generated by elations and homologies.

Proof. Let $\psi \in \mathrm{PC}(\pi)$, let $A, B, C, D$ be four points, no three collinear, and let $\psi$ send $A, B, C, D$ into $A^{\prime}, B^{\prime}, C^{\prime}, D^{\prime}$. Construct by Proposition 8.10 a product $\varphi$ of elations and homologies which also sends $A, B, C, D$ to $A^{\prime}, B^{\prime}, C^{\prime}, D^{\prime}$. Then by the uniqueness of the theorem, $\psi=\varphi$, so $\psi$ is a product of elations and homologies.

Finally, we come to the analytic interpretation of the projective collineations.
Theorem 8.14 Let $F$ be a field, and let $\pi=\mathbb{P}_{F}^{2}$ be the projective plane over $F$. Then

$$
\operatorname{PC}(\pi)=\operatorname{PGL}(2, F) .
$$

Proof. First we will show that certain very special elations and homologies are represented by matrices.

Consider an elation $\alpha$ with axis $x_{3}=0$ and center $(1,0,0)$. If $A$ is the affine plane $x_{3} \neq 0$ with affine coordinates

$$
\begin{aligned}
x & =x_{1} / x_{3} \\
y & =x_{2} / x_{3}
\end{aligned}
$$

then $\alpha$ is a translation of $A$ in the $x$-direction, i.e. it has equations

$$
\begin{aligned}
x^{\prime} & =x+a \\
y^{\prime} & =y .
\end{aligned}
$$

So its homogeneous equations are

$$
\begin{aligned}
x_{1}^{\prime} & =x_{1}+a x_{3} \\
x_{2}^{\prime} & =x_{2} \\
x_{3}^{\prime} & =x_{3},
\end{aligned}
$$

so $\alpha$ is represented by the matrix

$$
E_{a}=\left(\begin{array}{lll}
1 & 0 & a \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right)
$$

with $a \in F$.
Now if $\alpha^{\prime}$ is any other elation with axis $l_{0}$ and center $O$, we can find a matrix $A$, such that $T_{A}$ sends the line $x_{3}=0$ into $l_{0}$ and $(1,0,0)$ to $O$. Then $\alpha^{\prime}$ will be of the form

$$
\alpha^{\prime}=T_{A} \alpha T_{A}^{-1},
$$

where $\alpha$ is an elation of the above special type. In other words, $\alpha^{\prime}$ is represented by the matrix $A E_{a} A^{-1}$ for some $a \in F$.

Similarly, consider a homology $\beta$, with axis $x_{1}=0$ and center $(1,0,0)$. Passing to the affine plane $x_{1} \neq 0$, we see that it is a dilation with center $(0,0)$, hence is a stretching in some ratio $k \neq 0$, and its equation in homogeneous coordinate is

$$
\begin{aligned}
& x_{1}^{\prime}=x_{1} \\
& x_{2}^{\prime}=k x_{2} \\
& x_{3}^{\prime}=k x_{3} .
\end{aligned}
$$

So it is represented by the matrix

$$
\left(\begin{array}{ccc}
1 & 0 & 0 \\
0 & k & 0 \\
0 & 0 & k
\end{array}\right) .
$$

We can get another matrix representing the same transformation by multiplying by the scalar $b=k^{-1}$, so we find $\beta$ is represented also by the matrix

$$
\left(\begin{array}{ccc}
b & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right) \quad b \in F, b \neq 0
$$

As before, any other homology $\beta^{\prime}$ is a conjugate by some matrix $B$ of one of this form, so any homology $\beta^{\prime}$ is represented by a matrix of the form $B H_{b} B^{-1}$ for some $b \in F, b \neq 0$.

Thus we have seen that every elation and every homology can be represented by a matrix, i.e. they are elements of the group PGL $(2, F)$. But by Corollary 8.13 above, the group of projective colllineations is generated by elations and homologies, so we have

$$
\mathrm{PC}(\pi) \subseteq \mathrm{PGL}(2, F)
$$

But we have seen (Chapter 6) that over a field $F$ there is a unique element of $\operatorname{PGL}(2, F)$ sending four points, no three collinear, into four points, no three collinear. Since this is already accomplished by the subgroup $\operatorname{PC}(\pi)$, according to the Fundamental Theorem above, the two groups must be equal.

Corollary 8.15 Let $F$ be a field. Then every invertible $3 \times 3$ matrix $M$ with coefficients in $F$ can be written as a scalar times a product of conjugates of
matrices of the two forms $E_{a}$ and $H_{b}$ above. In particular, we can write $M$ in the form

$$
M=\lambda B_{2} H_{b_{2}} B_{2}^{-1} B_{1} H_{b_{1}} B_{1}^{-1} A_{3} E_{a_{2}} A_{2}^{-1} A_{1} E_{a_{1}} A_{1}^{-1}
$$

with $a_{1}, a_{2}, a_{3} \in F, b_{1}, b_{2}, \lambda \in F, b_{1}, b_{2}, \lambda \neq 0, A_{1}, A_{2}, A_{3}, B_{1}, B_{2}$ invertible matrices.

Remark. From this result, one can deduce with comparatively little effort the fact that the determinant function on $3 \times 3$ matrices is determined uniquely by the properties D1 and D2 on page 17. Compare also Problem 19.

## Problems

In the following problems, you may use the axioms and propositions given in class. Refer to them explicitly.

1. Show that any two pencils of parallel lines in an affine plane have the same cardinality (i.e. that one can establish a one-to-one correspondence between them). Show that this is also the cardinality of the set of points on any line.
2. If there is a line with exactly $n$ points, show that the number of points in the whole affine plane is $n^{2}$.
3. Discuss the possible systems of points and lines which satisfy P1, P2, P3, but not P4.
4. Prove that the projective plane of 7 points, obtained by completing the affine plane of four points, is the smallest possible projective plane.
5. If one line in a projective plane has $n$ points, find the number of points in the projective plane.
6. Let $S$ be a projective plane, and let $l$ be a line of $S$. Define $S_{0}$ to be the points of $S$ not on $l$, and define lines in $S_{0}$ to be the restrictions of lines in $S$. Prove (using P1-P4) that $S_{0}$ is an affine plane. Prove also that $S$ is isomorphic to the completion of the affine plane $S_{0}$.
7. Using the axioms S1-S6 of projective three-space, prove the following statements. Be very careful not to assume anything except what is stated by the axioms. Refer to the axioms explicitly by number.
(a) If two distinct points $P, Q$ lie in a plane $\Sigma$ then the line joining them is contained in $\Sigma$.
(b) A plane and a line not contained in the plane meet in exactly one point.
(c) Two distinct planes meet in exactly one line.
(d) A line and a point not on it lie in a unique plane.
8. Prove that any plane $\Sigma$ in a projective three-space is a projective plane, i.e. satisfies the axioms P1-P4. (You may use the results of the previous problem.)

## Finite affine planes

9. Show that any two affine planes with 9 points are isomorphic. (We say that two planes $A$ and $A^{\prime}$ are isomorphic if there is a one-to-one mapping $T: A \rightarrow A^{\prime}$ that takes lines into lines.)
10. Construct an affine plane with 16 points. (Hint: We know from Problem 1 that each pencil of parallel lines has four lines in it. Let $a, b, c, d$ be one pencil of parallel lines, and let $1,2,3,4$ be another. Then label the intersections $A_{1}=a \cap 1$, etc. To construct the plane, you must choose other subsets of four points to be the lines in the three other pencils of parallel lines. Write out each line explicitly by naming its four points, e.g. the line $2=\left\{A_{2}, B_{2}, C_{2}, D_{2}\right\}$.)
11. Euler in 1779 posed the following problem:
"A meeting of 36 officers of six different ranks and from six different regiments must be arranged in a square in such a manner that each row and each column contains 6 officers from different regiments and of different ranks."

It has been shown that this problem has no solution. Deduce from this fact that there is no affine plane with 36 points.

We will consider the Desargues configuration, which is a set of 10 elements, $\Sigma=\left\{O, A, B, C, A^{\prime}, B^{\prime}, C^{\prime}, P, Q, R\right\}$, and 10 lines, which are the subsets

$$
\begin{aligned}
& O, A, A^{\prime} \\
& O, B, B^{\prime} \\
& O, C, C^{\prime} \\
& A, B, P \\
& A^{\prime}, B^{\prime}, P \\
& A, C, Q \\
& A^{\prime}, C^{\prime}, Q \\
& B, C, R \\
& B^{\prime}, C^{\prime}, R \\
& P, Q, R .
\end{aligned}
$$

Let $G=$ Aut $C$ be the group of automorphisms of $\Sigma$.
12. Show that $G$ is transitive on $\Sigma$.
13. (a) Show that the subgroup of $G$ leaving a point fixed is transitive on a set of six letters.
(b) Show that the subgroup of $G$ leaving two collinear points fixed has order 2.
(c) Deduce the order of $G$ from the previous results.

Now we consider some further subsets of $\Sigma$, which we call planes, namely

$$
\begin{aligned}
& 1=\left\{O, A, B, A^{\prime}, B^{\prime}, P\right\} \\
& 2=\left\{O, A, C, A^{\prime}, C^{\prime}, Q\right\} \\
& 3=\left\{O, B, C, B^{\prime}, C^{\prime}, R\right\} \\
& 4=\{A, B, C, P, Q, R\} \\
& 5=\left\{A^{\prime}, B^{\prime}, C^{\prime}, P, Q, R\right\}
\end{aligned}
$$

14. Show that each element of $G$ induces a permutation of the set of five planes, $\{1,2,3,4,5\}$, and that the resulting mapping

$$
\varphi: G \rightarrow \operatorname{Perm}\{1,2,3,4,5\}
$$

is an isomorphism of groups. Thus $G$ is isomorphic to the permutation group on five letters.
15. (a) Let $\pi_{0}$ be a set of four points $A, B, C, D$, and no lines. Let $\pi$ be the free projective plane generated by the configuration $\pi$ (as in class). Show that any permutation of the set $\{A, B, C, D\}$ extends to an automorphism of the projective plane $\pi$.
(b) Show that these are not the only automorphisms of $\pi$.
16. Prove that there is no finite configuration in the real projective plane such that each line contains at least three points, every pair of distinct points lies on a line, and not all the points are collinear. (Hint: First reduce to the Euclidean plane, then choose a triangle with minimal altitude.)
17. Let $\pi$ be a projective plane. Let $T$ be an involution of $\pi$, that is, let $T$ be an automorphism of $\pi$ such that $T^{2}=T \cdot T=$ identity map of $\pi$. Let $\Sigma$ be the set of fixed points of $\pi$. Prove that one (and only one) of the following is true:

Case 1. There is a line $l_{0}$ in $\pi$ such that $\Sigma=l_{0}$.
CASE 2. There is a line $l_{0}$ and a point $P_{0} \notin l_{0}$ such that $\Sigma=l_{0} \cup\{P\}$.
CASE 3. $\Sigma$ is a projective plane, where we define a "line" in $\Sigma$ to be any subset of $\Sigma$, of the form (line in $\pi$ ) $\cap \Sigma$, which has at least two points.
Prove furthermore that Case 1 can arise only if the axiom P7 is not satisfied.
18. For each case 1, 2, 3 above, give without proof a specific example of a projective plane $\pi$, and an involution $T \neq$ identity, which has the property of the given case.
19. Let $\varphi$ be a function from the set of $2 \times 2$ real matrices $\left\{A=\left(\begin{array}{ll}a & b \\ c & d\end{array}\right)\right\}$ to the real numbers, such that
D1 $\varphi(A \cdot B)=\varphi(A) \cdot \varphi(B)$, and
D2 $\varphi\left(\begin{array}{ll}a & 0 \\ 0 & 1\end{array}\right)=a$, for each $a \in \mathbb{R}$.

Prove that $\varphi(A)=\operatorname{det} A$, i.e. $\varphi\left(\begin{array}{cc}a & b \\ c & d\end{array}\right)=a d-b c$, for all $a, b, c, d \in \mathbb{R}$.
(A similar but more involved proof would work for $n \times n$ matrices.)
20. Let $\pi$ be the real projective plane, and let

$$
\begin{aligned}
& A=(a, 0,1) \\
& B=(b, 0,1) \\
& C=(c, 0,1) \\
& D=(d, 0,1), \quad a, b, c, d \in \mathbb{R},
\end{aligned}
$$

be four poitns on the " $x_{1}$-axis". Prove that $A B, C D$ are four harmonic points if and only if the product

$$
R_{\times}(A B, C D) \equiv \frac{a-c}{a-d} \cdot \frac{b-d}{b-c}
$$

is equal to -1 . (In general, this product $R_{\times}(A B, C D)$ is called the crossratio of the four points.) You may use methods of Euclidean geometry in the affine plane $x_{3} \neq 0$.
21. By interchanging the words "point" and "line", etc., make a careful statement of the dual, P6*, of Pappus' Axiom, P6. Then use P1-P4 and P6 to prove $\mathrm{P} 6^{*}$.
22. Consider the configuration of Pappus' Axiom in the real projective plane, and take the line $P Q$ (using the notation given in class) to be the line at infinity. Pappus' Axiom then becomes a statement in the Euclidean plane. Write out this statement, and then prove it, using methods of Euclidean geometry. (This gives a second proof that P6 holds in the real projective plane.)

For the next three problems, we consider the following situation: Let

$$
l_{\bar{\lambda}}^{O} m_{\overline{\bar{\lambda}}}^{O} n
$$

be a chain of two perspectivities, and assume $l \neq n$. Let $\varphi: l \rightarrow n$ be the resulting projectivity from $l$ to $n$, and let $X$ be the point $l \cdot n$.
23. (a) Prove that if $\varphi$ is actually a perspectivity, then $\varphi(X)=X$.
(b) Now assume simply that $\varphi(X)=X$, and prove that one of the following conditions holds:
i. $l, m, n$ are concurrent, or
ii. $O, P, X$ are collinear.
24. With the initial hypotheses above, assume furthermore that $l, m, n$ are concurrent. Prove that there is a point $Q$ such that $O, P, Q$ are collinear, and $\varphi$ is the perspectivity $l \frac{\underline{\lambda}}{\hat{N}} n$. (Use P5 or P5*.)
25. With the initial hypotheses above, assume also that $O, P, X$ are collinear, but that $l, m, n$ are not concurrent. Let $Y=l \cdot m$, let $Z=m \cdot n$, and let $Q=O Z \cdot P Y$. Prove that $\varphi$ is the perspectivity $l \underline{\hat{\lambda}} n$. (Use P6 or P6*.)

Remark. The problems $23,24,25$ give a proof of Lemma 5.4 mentioned in class. In fact, they prove a stronger result, namely, that under the initial hypotheses above, the following three conditions are equivalent:
(i) $\quad \varphi$ is a perspectivity
(ii) $\varphi(X)=X$
(iii) either i) or ii) of \# 23 above is true.
26. Let $k=\{0,1,2\}$ be the field of 3 elements, with addition and multiplication modulo 3. Let $F=\{a+b j \mid a, b \in k\}$, where $j$ is a symbol.
(a) Define addition and multiplication in $F$, using the relation $j^{2}=2$, and prove that $F$ is then a field.
(b) Prove that the multiplicative group $F^{*}$ of non-zero elements of $F$ is cyclic of order 8.
27. Let $A=F$ as a set, and denote the elements of $A$ as $(x)$ where $x \in F$.

Define addition and multiplication in $A$ as follows:

$$
(x)+(y)=(x+y)
$$

(here the left-hand + is the addition in $A$; the right-hand + is the addition in $F$ ).

$$
(x)(y)= \begin{cases}(x y) & \text { if } y \text { is a square in } F \\ \left(x^{3} y\right) & \text { if } y \text { is not a square in } F\end{cases}
$$

(We say $y$ is a square in $F$ if $\exists z \in F$ such that $y=z^{2}$.)
Prove
(a) $A$ is an abelian group under + .
(b) The non-zero elements $A^{*}$ of $A$ form a group under multiplication.
(c) $(0)(x)=(x)(0)=(0)$ for all $(x) \in A$.
(d) $((x)+(y))(z)=(x)(z)+(y)(z)$ for all $(x),(y),(z) \in A$.
28. Let $A$ be a finite algebra satisfying a), b), c), d) of the previous problem (i.e. $A$ is a finite set, with two operations, such taht a), b), c), d) hold). Note that $A$ would be a division ring, except that the left distributive law is missing. Prove that one can construct a projective plane $\mathbb{P}_{A}^{2}$ over $A$ as follows:
I. A point is an equivalence class of triples $\left(x_{1}, x_{2}, x_{3}\right)$ with $x_{i} \in A$, where $\left(x_{1}, x_{2}, x_{3}\right) \sim\left(x_{1} \lambda, x_{2} \lambda, x_{3} \lambda\right)$ for any $\lambda \in A, \lambda \neq 0$. (Prove this is an equivalence condition.)
II. A line is the set of all points satisfying an equation of the form
29. If $A$ is the algebra of the Problem 27 , show that $\mathbb{P}_{A}^{2}$ does not satisfy Desargues' Axiom P5. Thus $\mathbb{P}_{A}^{2}$ is an example of a finite non-Desarguesian projective plane.

## 30. Axioms for the real affine plane

In the ordinary Euclidean plane, let $\langle A B C\rangle$ stand for the relation " $A, B, C$ are collinear, and $B$ is between $A$ and $C "$. Write down some nice properties of this relation.

Now let $\Sigma$ be an abstract affine plane satisfying A1, A2, A3, A5a, A5b, and A6 (you define this one-Pappus' Axiom). Assume that $\Sigma$ has a notion of betweenness given, i.e. for certain triples of points $A, B, C \in \Sigma$, we have $\langle A B C\rangle$, and assume that this notion $\rangle$ satisfies certain axioms, namely the properties you listed earlier. (Make sure there were enough.) Add further a "completeness" axiom, say
C (Dedekind cut axiom) Whenever a line $l$ is divided into two nonempty subsets $l^{\prime}$ and $l^{\prime \prime}$, so that no element of one subset is between two elements of the other subset, then there exists a unique point $A \in l$, such that $\forall B \in l^{\prime}, \forall C \in l^{\prime \prime}, B \neq A$ and $C \neq A$, we have $\langle B A C\rangle$.

Now try to prove that your geometry $\Sigma$, with this notion of betweenness, must be the affine plane over the real numbers $\mathbb{R}$. (You may use the theorem that $\mathbb{R}$ is the only complete ordered field.)


Hint: Try the following as one of your axioms:
C (Pasch's axiom) If $A, B, C$ are three non-collinear points, and if $\langle B C D\rangle$ and $\langle A E C\rangle$, then there exists a point $F$ on the line $D E$, such that $\langle B F A\rangle$.
31. Let $S_{4}$ be the subgroup generated by the permutation (1 234 ).
(a) What is the order of $G$ ? (The order is the number of elements in $G$.)
(b) Let $H \subseteq S_{4}$ be the subgroup generated by the permutations (12) and (34). What is the order of $H$ ?
(c) Is there an isomorphism (of abstract groups) $\varphi: G \rightarrow H$ ? If so, write it explicitly. If not, explain why not.
32. The Pappus Configuration, $\Sigma$, is the configuration of 9 points and 9 lines as shown in the diagram.
(a) What is the order of the group of automorphisms of $\Sigma$ ?
(b) Explain briefly how you arrived at the answer to a).
33. (a) In the real projective plane, what is the equation of the line joining the points $(1,0,1)$ and $(1,2,3)$ ?
(b) What is the point of intersection of the lines

$$
\begin{aligned}
& x_{1}-x_{2}+2 x_{3}=0 \\
& 3 x_{1}+x_{2}+x_{3}=0 ?
\end{aligned}
$$


34. In the real projective plane, we know that there is an automorphism which will send any four points, no three collinear, into any four points, no three collinear. Find the coefficients $a_{i j}$ of an automorphism with equations

$$
{x^{\prime}}_{i}=\sum_{j=1}^{3} a_{i j} x_{j} \quad i=1,2,3
$$

which sends the points

$$
A=(0,0,1), \quad B=(0,1,0), \quad C=(1,0,0), \quad D=(1,1,1)
$$

into

$$
A^{\prime}=(1,0,0), \quad B^{\prime}=(0,1,1), \quad C^{\prime}=(0,0,1), \quad D^{\prime}=(1,2,3)
$$

respectively.
35. (a) State the axioms P1, P2, P3, P4 of a projective plane.
(b) Give a complete proof that they imply the statement

Q There are four points, no three of which are collinear.
(c) Prove also that P1, P2, and Q imply P3 and P4.
36. For each of the following projective planes, state which of the axioms P5, P6, P7 hold in it, and explain why each axiom does or does not hold. (Please refer to results proved in class, and give brief outlines of their proofs.)
(a) The projective plane of seven points.
(b) The real projective plane.
(c) The free projective plane generated by four points.
37. (a) Draw a picture of the projective plane of seven points, $\pi$.
(b) Is there an automorphism $T$ of $\pi$ such that $T^{7}=$ identity, but $T \neq$ identity? If so, write one down explicitly. If not, explain why not.
38. Let $l, l^{\prime}$ be two distinct lines in a projective plane $\pi$. Let $X=l \cdot l^{\prime}$. Let $A, B$ be two distinct points on $l$, different from $X$. Let $C, D$ be two distinct points on $l^{\prime}$, different from $X$. Construct a projectivity $\varphi: l \rightarrow l^{\prime}$ which sends $A, X, B$ into $X, C, D$, respectively.
39. Let $l$ be a line in a projective plane $\pi$ satisfying $\mathrm{P} 1-\mathrm{P} 6$. Let $\varphi$ be a permutation of the points on $l$, such that for any four points $A, B, C, D$ on $l$, $A B, C D$ are four harmonic points $\Leftrightarrow A^{\prime} B^{\prime}, C^{\prime} D^{\prime}$ are four harmonic points (where $A^{\prime}=\varphi(A), B^{\prime}=\varphi(B)$, etc.). Is $\varphi$ necessarily a projectivity of $l$ into itself? Prove or give a counterexample.
40. Find the diagonal points of the complete quadrangle on the four points $( \pm 1, \pm 1,1)$.
41. Let $\pi$ be a projective plane of seven points. Let $A$ and $B$ be two distinct points of $\pi$. How many automorphisms of $\pi$ are there which send $A$ to $B$ ? Give your reasons!
42. (a) Let $F$ be a division ring, and let $\lambda$ be a fixed non-zero element of $F$. Prove that the map $\varphi: F \rightarrow F$, defined by

$$
\varphi(x)=\lambda x \lambda^{-1}
$$

for all $x \in F$, is an automorphism of $F$.
(b) Let $p$ be a prime number. Prove that the field $F$ of $p$ elements has no automorphisms other than the identity automorphism. (Recall that $F=\{0,1, \ldots, p-1\}$, where addition and multiplication are defined modulo $p$.)
43. Let $F$ be the field with three elements, let $\pi=\mathbb{P}_{F}^{2}$, and let $l$ be any line of $\pi$. Show that $l$ has exactly four points $A, B, C, D$ and that they are four harmonic points, in any order. Quote explicitly any theorems from class which you may wish to use.
44. In the ordinary Euclidean plane (considered as being contained in the real projective plane), let $C$ be a circle with center 0 , let $P$ be a point outside $C$, and let $t_{1}$ and $t_{2}$ be the tangents from $P$ to $C$, meeting $C$ at $A_{1}$ and $A_{2}$. Draw $A_{1} A_{2}$ to meet $O P$ at $B$, and let $O P$ meet $C$ at $X$ and $Y$. Prove (by any method) that $X, Y, B, P$ are four harmonic points.
45. Let $F$ be a field, and let $X=\left(x_{1}, x_{2}, x_{3}\right), Y=\left(y_{1}, y_{2}, y_{3}\right)$, and $Z=$ $\left(z_{1}, z_{2}, z_{3}\right)$ be three points in the projective plane $\pi=\mathbb{P}_{F}^{2}$. If $X \neq Y$, and $X, Y, Z$ are collinear, prove that there exist elements $\lambda$ and $\mu$ in $F$ such that

$$
z_{i}=\lambda x_{i}+\mu y_{i} \quad \text { for } i=1,2,3
$$

46. Let $\pi$ be a projective plane satisfying $\mathrm{P} 5, \mathrm{P} 6$, and P 7 , and let $l$ be a line in $\pi$. Prove that if $\varphi$ is a projectivity of $l$ into $l$ which interchanges two distinct points $A, B$ of $l$ (i.e. $\varphi(A)=B$ and $\varphi(B)=A$ ), then $\varphi^{2}$ is the identity.
Hint: Let $C$ be another point of $l$ and let $\varphi(C)=D$. Construct a projectivity $\psi: l \rightarrow l$ which interchanges $A$ and $B$, and interchange $C$ and $D$, using the diagram below. Then apply the Fundamental Theorem.

47. Let $p$ be a prime number, let $F$ be the field with $p$ elements, let $\pi=\mathbb{P}_{F}^{2}$, and let $G=$ Aut $\pi$. Prove that the order of $G$ is $p^{3}\left(p^{3}-1\right)\left(p^{2}-1\right)$.
Hint: First prove that $G=\operatorname{PGL}(2, F)$. Then use the result from class which says that a matrix

$$
\left(\begin{array}{lll}
a_{1} & a_{2} & a_{3} \\
b_{1} & b_{2} & b_{3} \\
c_{1} & c_{2} & c_{3}
\end{array}\right)
$$

of elements of $F$ has determinant $\neq 0$ if and only if no row is all zeros, and the points $A=\left(a_{1}, a_{2}, a_{3}\right), B=\left(b_{1}, b_{2}, b_{3}\right)$, and $C=\left(c_{1}, c_{2}, c_{3}\right)$ of $\pi$ are not collinear. Or you may use the Fundamental Theorem for projective collieneations of $\pi$.
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