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1 01/30 (Matthew): Overview and intro to equidistribution

What is equidistribution? Let’s start with a famous example.

Question 1. Start with a real number γ ≠ 0 and look at the sequence of fractional parts ⟨γ⟩ , ⟨2γ⟩ , ⟨3γ⟩ , . . ..
How are these distributed in the interval [0,1]?

(i) If γ is rational, there are only finitely many distinct numbers.

(ii) If γ is irrational, there are infinitely many. Why? In fact, ⟨nγ⟩ is dense in [0,1)! We’ll see
why in a second by proving something even stronger.

We say a sequence of numbers ξ1, ξ2, . . . ∈ [0,1) is equidistributed if for every interval (a, b) ⊂
[0,1), we have

lim
N→∞

#{1 ≤ n ≤ N ∶ ξn ∈ (a, b)}

N
= b − a,

i.e. the entire interval is sweeped out by the sequence ⟨nγ⟩ in such a way that each sub-interval
gets its fair share.

Example 2. Let {rn}∞n=1 be an enumeration of the rationals in [0,1). Then the sequence ξn = rn/2
for n even and 0 for n odd cannot be equidistributed (but it is dense!).

Theorem 3. If γ is irrational, then the sequence ξn = ⟨nγ⟩ is equidistributed in [0,1).

One way to think about this is that if χ(a,b)(x) is the characteristic function of the interval (a, b)
on [0,1), we can extend to R by periodicity. Then,

#{1 ≤ n ≤ N ∶ ξn ∈ (a, b)} =
N

∑
n=1

χ(a,b)(nγ),

so the theorem can be restated as

1

N

N

∑
n=1

χ(a,b)(nγ)→ ∫
1

0
χ(a,b)(x)dx, as N →∞.

The key fact is the following lemma:

Lemma 4. If f is continuous and periodic of period 1, and γ is irrational, then

1

N

N

∑
n=1

f(nγ)→ ∫
1

0
f(x)dx, as N →∞.
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We won’t prove this, but the key point is to first check this for when f is an exponential e2πikx.
By properties of Fourier series, this actually suffices. To finish the proof of the theorem, the idea
is to sandwich (from above and below) χ(a,b) by two continuous periodic functions of period 1,
and then apply the lemma.

This motivates the more general definition of equidistribution:

Definition 5. LetX be a locally compact metric space and µ a probability measure onX so that
µ(X) = 1. If (Xn) is a sequence of finite sets with a map θn∶Xn → X (could be inclusions for
example), then the sets (Xn) become equidistributed with respect to µ if for all continuous and
bounded functions f ∶X → C, we have

1

∣Xn∣
∑

x∈Xn

f (θn(x))→ ∫
X
f(x)dµ(x).

Let’s discuss another example of equidistribution that is more closely related to what the seminar
is about.

Question 6. Let p be an odd prime and χ be a non-trivial Dirichlet character mod p (i.e. χ∶F×p → C).
Then, define the “Gauss sum”

τ(χ) = ∑
x∈F×p

χ(x)e(
x

p
) ,

where e(z) = e2πiz .

By squaring and using orthogonality of characters, one can show that ∣τ(χ)∣ =
√
p, i.e.

τ(χ) =
√
pe (θp(χ)) ,

for some unique angle θp(χ) in [0,1).

As p→∞, what can we say about the finite sets {θp(χ)∶χ non-trivial mod p}?

It turns out that they’re equidistributed with respect to the Lebesgue measure dx!

To see this, by the same kind of argument that we explained for the first example, it suffices to
test this claim against the exponentials e(jx) =∶ φj(x) for j ∈ Z/{0}, i.e. to verify that

1

p − 2
∑

χ mod p,χ≠1
φj(θp(χ))→ 0.

Assume j ≥ 1 by symmetry and write the LHS as

1

p − 2
∑

χ mod p,χ≠1
(
τ(χ)
√
p
)

j

=
1

p − 2

1

pj/2
∑

x1,...,xj

e(
x1 +⋯ + xj

p
)∑
χ≠1

χ (x1⋯xj)

=
p − 1

p − 2

1

pj/2
∑

x1,...,xj ,x1⋯xj=1
e(
x1 +⋯ + xj

p
) .

It turns out that the “Hyper-Kloosterman sum” satisfies

∑
x1,...,xj ,x1⋯xj=1

e(
x1 +⋯ + xj

p
) ≤ jp

j−1
2 ,
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so putting everything together gives

1

p − 2
∑

χ mod p,χ≠1
φj(θp(χ)) ≤

p − 1

p − 2

jp
j−1
2

pj/2
=
p − 1

p − 2
⋅ j ⋅ p−1/2 → 0

as p→∞.

Where did this Hyper-Kloosterman sum bound come from? Let’s come back to this in a mo-
ment.

More generally, let’s discuss “character sums” of the form

∑
x∈V (Fq)

Λf,g(x),

where V is an algebraic variety and Λf,g(x) = χ(g(x))e (f(x)/p)with f, g polynomial functions
on V . These cover our previous examples:

• Gauss sums are the case V = Gm and (f, g) = (ax, x).
• Hyper-Kloosterman sums are the case V = Gj−1

m and (f, g) = (x1+⋯+xj−1+a/x1⋯xj−1,1).

Now, there is a certain compact topological group π1(V ) called the etale fundamental group
generalizing the notion of a Galois group, which contains Frobenius conjugacy classes Frx for
x ∈ V (Fq). In many cases that we care about, π1(V ) is literally a Galois group, and you can
take the usual definition of Frobenius element. The key point is that there exists a continuous
character

χf,g ∶π1(V )→ C×

with the property that
χf,g (Frx) = χ(g(x))ψ(f(x)).

Observe the unremarkable fact that χf,g (Frx) = Tr (χf,g (Frx)), which is how we will generalize
this setup to higher-dimensional representations. Indeed, there are many interesting equidistri-
bution questions that require working beyond the case Λf,g(x) = χ(g(x))e (f(x)/p).

In general, we define the notion of a lisse sheaf:

Definition 7. A lisse sheaf of rank r ≥ 1 and weight m ∈ Z on V /Fq is a continuous homomor-
phism

ρ∶π1(V )→ GLr(C)
such that the eigenvalues of ρ (Frx) all have absolute value qm/2.

Grothendieck realized that a general exponential sum of the form

∑
x∈V (Fq)

Λ(x)

with Λ(x) = Tr (ρ(Frx)) for some lisse sheaf ρ can be rewritten as follows:

∑
x∈V (Fq)

Λ(x) =∑
i

(−1)iTr (Frq,H
i
c (V ⊗Fq Fq, ρ))
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(or more conciselyTr (Frq,RΓc (V ⊗Fq Fq, ρ))), whereH i
c (V ⊗Fq Fq, ρ) is the “ith compactly sup-

ported cohomology group of ρ”. This is called the Grothendieck-Lefschetz trace formula.

The alternating sum on the RHS is finite:

Fact 8. H i
c (V ⊗Fq Fq, ρ) is a finite-dimensionalC-vector space that vanishes unless 0 ≤ i ≤ 2dimV .

Deligne proved the following as part of the generalized Weil conjectures:

Theorem 9. If ρ is a lisse sheaf of weight m on V /Fq, then the eigenvalues of Frq acting on
H i

c (V ⊗Fq Fq, ρ) have absolute value at most q(m+i)/2.

Let’s return to our bound on Hyper-Kloosterman sums, namely

∑
x1,...,xj ,x1⋯xj=1

e(
x1 +⋯ + xj

p
) ≤ jp

j−1
2 .

Recall V = Gj−1
m . For the corresponding lisse sheaf ρ, Deligne showed that

• H i
c (V ⊗Fq Fq, ρ) = 0 for i ≠ j − 1 and

• dimHj−1
c (V ⊗Fq Fq, ρ) = j.

After rewriting theHyper-Kloosterman sum in terms of compactly supported cohomology groups,
the Weil conjectures (theorem above) then implies the bound, since only one term survives and
each eigenvalue for this term has absolute value at most p(j−1)/2.
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