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Abstract. We study the stability of entropically regularized optimal transport
with respect to the marginals. Given marginals converging weakly, we establish
a strong convergence for the Schrödinger potentials describing the density of the
optimal couplings. When the marginals converge in total variation, the optimal
couplings also converge in total variation. This is applied to show that Sinkhorn’s
algorithm converges in total variation when costs are quadratic and marginals are
subgaussian, or more generally for all continuous costs satisfying an integrability
condition.

1. Introduction

Let (X , µ) and (Y, ν) be Polish probability spaces and Π(µ, ν) the set of all
couplings; that is, probability measures π on X×Y with marginals (µ, ν). Moreover,
let c : X × Y → R+ be continuous. The entropic optimal transport problem with
regularization parameter ε ∈ (0,∞) is

(1.1) Cε(µ, ν) := inf
π∈Π(µ,ν)

∫
X×Y

c(x, y)π(dx, dy) + εH(π|µ⊗ ν),

where H( · |µ ⊗ ν) denotes relative entropy with respect to the product of the
marginals,

H(π|µ⊗ ν) :=

{∫
log dπ

d(µ⊗ν) dπ, π � µ⊗ ν,
∞, π 6� µ⊗ ν.

Entropic optimal transport traces back to the Schrödinger bridge problem as-
sociated with Schrödinger’s thought experiment [34] on the most likely evolution
of a particle system, see [18, 25] for surveys. More recently, popularized by [14],
the problem has received immense interest as an approximation of the (unregu-
larized) Monge–Kantorovich optimal transport problem corresponding to ε = 0,
especially for computing the 2-Wasserstein distance in high-dimensional applica-
tions such as machine learning, statistics, image and language processing (e.g.,
[1, 2, 10, 32]). As a result, the cost of principal interest is c(x, y) = ‖x − y‖2
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on Rd×Rd and the convergence properties as ε→ 0 have been studied in detail; see
[3, 6, 9, 12, 13, 21, 24, 26, 27, 29, 30, 37], among others. The main appeal of (1.1)
in this computational context is that it can be solved efficiently and at large scale
by Sinkhorn’s algorithm; see [31] and its numerous references. The algorithm is ini-

tialized at the probability measure π−1 ∝ e−c/εd(µ⊗ ν) and its iterates are defined
for t ≥ 0 by

π2t := arg min
Π(∗,ν)

H( · |π2t−1), π2t+1 := arg min
Π(µ,∗)

H( · |π2t),(1.2)

where Π(∗, ν) is the set of measures on X ×Y with second marginal ν (and arbitrary
first marginal), and Π(µ, ∗) is defined analogously. The algorithm alternatingly “fits”
the marginals µ and ν, hence is also called iterative proportional fitting procedure
(IPFP). The argmin in (1.2) can be solved explicitly, and then each step of the

algorithm only requires an explicit integration against e−c/ε, cf. Section 3. The
algorithm dates back as far as [16] and its convergence properties are well studied
when the cost c is bounded: the convergence of πn to the solution π∗ of (1.1) holds
in total variation (and in relative entropy), see [7, 9, 19, 22, 23, 33, 35, 36], among
others. More precisely, [33] relaxed the boundedness condition, but introduced
several other conditions, including one (see (B1) in [33]) that essentially forces c
to be bounded from above in one variable and thus excludes quadratic cost with
unbounded marginal supports.

One main result of this paper is the convergence ‖πn − π∗‖TV → 0 of Sinkhorn’s
algorithm (1.2) for quadratic cost and arbitrary subgaussian marginals. More gener-
ally, our result (see Corollary 3.2) holds for the continuous cost c and marginals (µ, ν)
as soon as

(1.3) eβc ∈ L1(µ⊗ ν) for some β > 0.

A fairly elementary proof of the convergence ‖πn − π∗‖TV → 0, following the same
idea of weak-star compactness as [33], was recently given in [28] under the condition
that (1.3) holds for some β > ε−1. We emphasize that this condition does not
capture the regime of principal interest: when approximating the 2-Wasserstein
distance and marginals are standard Gaussians, say, this condition forces ε > 1/2,
but the approximation often requires ε to be several orders of magnitude smaller
(e.g., [31]). While the case β > ε−1 is broadly similar to the case of bounded
cost, it seems that the regime β < ε−1 requires a fundamentally different line of
attack—which brings us to the main theorem of this paper.

In all that follows, we focus on ε = 1 in (1.1) for notational simplicity; the general
case is easily retrieved by replacing c with c/ε. Assuming that

(1.4) C(µ, ν) := inf
π∈Π(µ,ν)

∫
X×Y

c(x, y)π(dx, dy) +H(π|µ⊗ ν)

is finite, there is a unique solution π∗ ∈ Π(µ, ν), and π∗ is uniquely characterized
within Π(µ, ν) by having a density of the form

dπ∗
d(µ⊗ ν)

= ef⊕g−c µ⊗ ν-a.s.
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for some measurable functions f : X → R and g : Y → R, where we write f ⊕ g for
(x, y) 7→ f(x) + g(y). The functions f, g are called called (Schrödinger) potentials
and they are integrable (under µ and ν, respectively) in the cases relevant below;
a sufficient condition for integrability is c ∈ L1(µ ⊗ ν). The sum f ⊕ g is uniquely
determined µ⊗ν-a.s., whereas the individual functions are unique up to an additive
constant: clearly (f + a, g − a) have the same sum for any a ∈ R. Thus, they
are unique after choosing a normalization removing this degree of freedom. See
Appendix A for the preceding facts and further background.

Our aim is to establish stability of the potentials with respect to the marginals.
Consider sequences µn → µ and νn → ν of marginals converging weakly (i.e., in the
topology induced by bounded continuous functions). Denoting by (fn, gn) associated
potentials, we want to state that (fn, gn) → (f, g) in a suitable sense. In view of
the above characterization, a key step in this endeavor is to establish a form of
compactness. In general, it is not straightforward how to formalize the convergence
of potentials. E.g., in a computational context, we may be interested in discrete
measures (µn, νn) approximating a continuous pair (µ, ν). Then, these measures are
mutually singular and the spaces Lp(µn) and Lp(µ) are not immediately comparable.
If µ� µn (and similarly for νn), this issue is milder as convergence in µ-probability
yields a natural topology. However, compactness still turns out to be an issue in
the regime of interest. If c has high integrability, the weak-star topology in L1 can
be used, similarly to the arguments for Sinkhorn convergence in [33]. In some cases
one can even use the Arzelà–Ascoli theorem (see Appendix B). But in the regime
of interest here, where we want to cover quadratic cost and subgaussian marginals,
we have not succeeded with off-the-shelf compactness concepts.

Instead, we shall build compactness through an approximation scheme and prop-
erties specific to the problem at hand, eventually using compactness of bounded
sets in Euclidean space. This construction is the main technical contribution of the
paper. It will also allow us to cover the case of mutually singular measures (in fact,
focusing on equivalent measures would not result in a substantial simplification).
The approximation scheme has the form

F kn F k

fn f

n→∞

k→∞ k→∞

where for fixed n, the potential fn is approximated by a sequence (F kn )k∈N converging
in µn-probability, with some additional uniformity in n. The functions F kn are
piecewise constant; more precisely, they are simple functions based on a partition
(Dk

j )j∈N of X and have nonzero values on finitely many sets Dk
j . Using specific

regularity properties of the potentials, these sets can be chosen independently of n.
Therefore, (F kn )n∈N can be identified with a sequence in a finite-dimensional space
and compactness can be established from a priori bounds. Passing to a subsequence,
this results in the (uniform) convergence F kn → F k at the top of the diagram. The
limiting functions F k, in turn, are shown to form a Cauchy sequence in µ-probability,
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thus yielding a limit f that is well-defined under µ. A similar construction is applied
to (gn), yielding a function g, and we shall prove that (f, g) are indeed potentials
for the limiting marginals (µ, ν).

The scheme in the diagram also acts as a way to formalize a strong convergence
fn → f . It implies convergence in distribution; that is, (fn)#µn → f#µ weakly,
where f# denotes the pushforward under f . Convergence in distribution is a natural
notion given the weak convergence setting, but it is far from strong enough to
imply the desired conclusions. If µ � µn, we show that our scheme implies the
convergence in µ-probability (and similarly for ν) under a fairly general condition
on the Radon–Nikodym derivatives; cf. Corollary 2.4. This condition is satisfied
in particular whenever the marginals convergence in total variation, allowing us to
deduce via Scheffé’s lemma a result of its own interest (Corollary 2.6): the optimal
couplings are stable in total variation; i.e., for marginals with ‖µn − µ‖TV → 0 and
‖νn−ν‖TV → 0, the corresponding optimizers satisfy ‖πn−π∗‖TV → 0. Returning to
the convergence of Sinkhorn’s algorithm, we interpret each iteration of the algorithm
as solving an entropic optimal transport problem with changing marginals (µn, νn).
These marginals converge in total variation to (µ, ν), and we infer the convergence
of the algorithm to the desired limit π∗.

Several recent works have addressed the stability of entropic optimal transport
from different angles. The first result is in [8], for a setting with bounded cost
and marginals equivalent to a common reference measure with densities uniformly
bounded above and below. The authors show by a differential approach that the
potentials are continuous in Lp relative to the marginal densities. Still with bounded
cost (and some other conditions), [15] establishes uniform continuity of the poten-
tials relative to the marginals in Wasserstein distance W1; this result is based on the
Hilbert–Birkhoff projective metric. Closer to the present unbounded setting, [20]
obtains stability of the optimal couplings in weak convergence for general continuous
costs. Based on the geometric approach first proposed in [4], the main restriction of
the technique is that the underlying spaces need to satisfy Lebesgue’s theorem on
differentiation of measures which generally holds only in finite-dimensional spaces.
As a by-product, the main result of the present paper yields a similar stability re-
sult for weak convergence; cf. Theorem 2.1 (i). The present result also applies in
an infinite-dimensional context; the more important difference, however, is that we
achieve a strong form of convergence, whereas [20] is silent about any convergence
of the densities or potentials. In particular, we can infer stability in the sense of
total variation convergence (Corollary 2.6) and the corresponding convergence of
Sinkhorn’s algorithm (Corollary 3.2). It is worth noting that these two stabilities
are at opposites ends of the spectrum: in the weak topology, compactness for sets
of couplings is immediate; the difficulty is to ensure that a limit is the optimal cou-
pling for its marginals. For a limit in total variation, the latter is easy, but obtaining
compactness is difficult due to the strength of the topology. In the present work,
we effectively reduce the dimension by focusing on densities with a decomposition
given by potentials and then obtain compactness through the potentials. A last
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related work is [17], which was conducted concurrently. Here stability of the cou-
pling in Wasserstein distance Wp is shown under certain growth and integrability
conditions. Obtained by control-theoretic arguments through a transport inequal-
ity, the main strength of this result lies in being quantitative (which the present
one is not). On the other hand, [17] is once again silent about the densities or
potentials, and does not yield a convergence in total variation. Indeed, we are not
aware of previous stability results in total variation beyond bounded settings. Fi-
nally, we would like to mention the ongoing research [11] kindly pointed out to us
by Giovanni Conforti. In the setting of dynamic Schrödinger bridges satisfying a
logarithmic Sobolev inequality for the underlying dynamics and marginal distribu-
tions with finite Fisher information, the authors study quantitative bounds for the
relative entropy of Schrödinger bridges with different marginals and the convergence
of the gradients of the potentials towards the Brenier map as ε→ 0.

The remainder of this paper is organized as follows. Section 2 contains the main
results on stability. Section 3 details the application to Sinkhorn’s algorithm. The
proof of the main result, Theorem 2.1, is split into ten steps which are reported in
Section 4. For convenience, Appendix A summarizes background on entropic optimal
transport. Appendix B details how stability, even uniformly on compacts, can be
obtained rather directly under strong integrability conditions. Lastly, Appendix C
contains some proofs that we defer in the body of the text.

2. Stability

Let X ,Y be Polish spaces endowed with their Borel σ-fields and P(X ),P(Y)
their sets of Borel probability measures. We recall that c : X × Y → [0,∞) is
continuous. In Theorem 2.1 below, we consider the entropic optimal transport
problem (1.4) for marginals (µn, νn) ∈ P(X )×P(Y) converging to marginals (µ, ν).
The condition (2.1) of the theorem implies that C(µn, νn) <∞ and that there exist
optimal couplings πn ∈ Π(µn, νn) with associated potentials (fn, gn); see Section A
for these facts and further background.

Before stating the theorem, let us comment on the normalization chosen therein.
As mentioned in the Introduction, fn and gn are only unique up to an additive
constant. This does not affect the sum fn ⊕ gn determining the density of πn, but
in order to obtain a separate convergence for fn and gn, it is clearly necessarily
to impose an additional condition to pin down this constant. There are many
possible choices; in Theorem 2.1, we work with αn :=

∫
arctan(fn) dµn. As arctan

is strictly increasing, fixing the value of the integral is equivalent to determining
the additive constant (and conversely, there is a version of the potentials such that,
e.g., αn = 0). Since arctan is bounded, it is clear that (αn) always converges after
passing to subsequence. Furthermore, this type of normalization is compatible with
convergence in distribution.
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Theorem 2.1. For n ∈ N, let (µn, νn) ∈ P(X ) × P(Y) satisfy C(µn, νn) < ∞ and
let (fn, gn) be corresponding potentials. Suppose that

sup
n∈N

∫
f+
n dµn <∞, sup

n∈N

∫
g+
n dνn <∞(2.1)

and that µn, νn converge weakly to µ, ν. Then

(i) C(µ, ν) <∞ and the optimal couplings converge weakly: πn → π∗.

(ii) Suppose also that the normalizations αn :=
∫

arctan(fn) dµn converge to a
limit α (this always holds along a subsequence). Let (εk)k∈N ⊂ (0, 1) satisfy
εk ↓ 0. There are measurable functions

F kn , F
k, f : X → R, Gkn, G

k, g : Y → R, k, n ∈ N

and a subsequence (nl)l∈N ⊂ N such that

(f, g) ∈ L1(µ)× L1(ν) are the potentials for (µ, ν) with
∫

arctan(f) dµ = α,(2.2)

(fn, µn)→ (f, µ) in distribution; that is, (fn)#µn → f#µ,(2.3)

lim
k→∞

sup
n∈N

µn(|fn − F kn | ≥ εk) = 0,(2.4)

lim
l→∞

F knl = F k uniformly, for each k ∈ N,(2.5)

lim
k→∞

F k = f in µ-probability,(2.6)

and analogous properties hold for Gkn, G
k, g.

(iii) Suppose that (f+
n , g

+
n )n∈N are uniformly integrable wrt. (µn, νn)n∈N; that is,

lim
C→∞

sup
n∈N

∫
fn1fn>C dµn = 0, lim

C→∞
sup
n∈N

∫
gn1gn>C dνn = 0.(2.7)

Then the optimal values converge: C(µn, νn) → C(µ, ν). If αn, α, f, g are as
in (ii), then

lim
n→∞

∫
fn dµn =

∫
f dµ, lim

n→∞

∫
gn dνn =

∫
g dν.(2.8)

The next two results discuss the main condition (2.1) of the theorem.

Remark 2.2. Condition (2.1) implies

inf
n∈N

∫
fn dµn > −∞, inf

n∈N

∫
gn dνn > −∞,(2.9)

and thus (2.1) is equivalent to boundedness in L1:

sup
n∈N

∫
|fn| dµn <∞, sup

n∈N

∫
|gn| dνn <∞.(2.10)

Remark 2.2 follows from the duality
∫
fn dµn +

∫
gn dνn = C(µn, νn) ≥ 0; cf.

Proposition A.2. We can provide a sufficient condition for (2.1) in terms of the
given data as follows.
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Lemma 2.3. (i) Let (fn, gn) satisfy (2.9). The following condition is sufficient
for (2.1) and (2.10):

sup
n∈N

∫
c d(µn ⊗ νn) <∞.(2.11)

If c is uniformly integrable wrt. (µn ⊗ νn)n∈N, then (2.7) holds as well.

(ii) The following condition is sufficient for (2.11):

sup
n∈N

[
H(µn|µ) +H(νn|ν)

]
<∞ and eβc ∈ L1(µ⊗ ν) for some β > 0.(2.12)

If moreover eβφ(c) ∈ L1(µ ⊗ ν) for an increasing, superlinearly growing func-
tion φ, then c is uniformly integrable wrt. (µn ⊗ νn)n∈N.

The proof is deferred to Appendix C. We remark that the assumption (2.9) is
mostly a matter of normalization. Indeed, suppose that f+

n ∈ L1(µn) and g+
n ∈

L1(νn)—which necessarily holds under (2.11), cf. Proposition A.1. Then
∫
fn dµn +∫

gn dνn = C(µn, νn) ≥ 0 by duality (cf. Proposition A.2). Therefore, (2.9) always
holds after choosing a suitable normalization for (fn, gn), for instance the centering∫
fn dµn = 0.
In the remainder of the section, we discuss corollaries of Theorem 2.1 that hold

when the marginals (µn, νn) have additional properties. In the general setting of
Theorem 2.1, there is no natural function space where one could formulate the
convergence fn → f in a straightforward way. Whereas if µ� µn for all n ∈ N, the
potentials (fn) are well-defined µ-a.s. and one can naturally ask whether fn → f in
µ-probability. The following gives an affirmative answer under a weak condition of
boundedness-in-probability on the Radon–Nikodym derivatives.

Corollary 2.4. Let (2.1) hold and let µn, νn converge weakly to µ, ν. Suppose that
µ� µn, ν � νn and

lim sup
C→∞

lim sup
n→∞

µ

(
dµ

dµn
≥ C

)
= 0, lim sup

C→∞
lim sup
n→∞

ν

(
dν

dνn
≥ C

)
= 0.(2.13)

Then fn ⊕ gn → f ⊕ g in µ ⊗ ν-probability, where (f, g) are arbitrary potentials
for (µ, ν). If αn, α, f, g are as in Theorem 2.1 (ii), then fn → f in µ-probability and
gn → g in ν-probability.

Proof. As f⊕g is uniquely determined and convergence in probability is metrizable,
it suffices to show that any subsequence of fn ⊕ gn has a subsequence converging
to f ⊕ g. Thus we may further assume that αn, α, f, g are as in Theorem 2.1 (ii)
and show the convergence of (fn) and (gn). Fix ε > 0 and a subsequence of (fn).
By (2.6) and (2.5) in Theorem 2.1, there exist a further subsequence (not relabeled)
and functions F kn , F

k such that along this subsequence,

lim
k→∞

µ(|F k − f | ≥ ε) = 0 and lim
n→∞

µ(|F kn − F k| ≥ ε) = 0.(2.14)
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On the other hand, for any C > 0,

µ(|fn − F kn | ≥ ε) ≤ µ
(
dµ

dµn
≥ C

)
+

∫
1{|fn−Fkn |≥ε}∩{

dµ
dµn
≤C}

dµ

dµn
dµn

≤ µ
(
dµ

dµn
≥ C

)
+ Cµn(|fn − F kn | ≥ ε) ≤ µ

(
dµ

dµn
≥ C

)
+ Cδk

for some δk ≥ 0 with limk δk = 0, by (2.4). Taking n→∞, then k →∞ and finally
C →∞, we obtain

lim sup
k→∞

lim sup
n→∞

µ(|fn − F kn | ≥ ε) = 0.

Together with (2.14), this yields

lim
n→∞

µ(|fn − f | ≥ 3ε) ≤ lim sup
k→∞

lim sup
n→∞

µ(|fn − F kn | ≥ ε)

+ lim sup
k→∞

lim sup
n→∞

µ(|F kn − F k| ≥ ε)

+ lim sup
k→∞

µ(|F k − f | ≥ ε) = 0.

The proof for g is analogous. �

Condition (2.13) holds in particular for sequences converging in total variation.

Lemma 2.5. Suppose that µ� µn and µn → µ in total variation. Then

lim sup
C→∞

lim sup
n→∞

µ

(
dµ

dµn
≥ C

)
= 0.

The proof is deferred to Appendix C. Our final result is the stability of the optimal
couplings in the topology of total variation, complementing the weak stability shown
in Theorem 2.1 (i).

Corollary 2.6. Let (2.1) hold and let µn, νn converge in total variation to µ, ν
where µ� µn and ν � νn. Then πn → π∗ in total variation.

Proof. For the sake of readability, we state here the proof under the additional
assumption that µn ∼ µ and νn ∼ ν; the general case is deferred to Appendix C.
By Corollary 2.4 and Lemma 2.5, we have fn → f in µ-probability and gn → g
in ν-probability after passing to a subsequence. Under the additional assumption,
dµn
dµ → 1 in L1(µ) and dνn

dν → 1 in L1(ν). We see that

dπn
d(µ⊗ ν)

=
dπn

d(µn ⊗ νn)

dµn
dµ

dνn
dν

= efn⊕gn−c
dµn
dµ

dνn
dν
→ ef⊕g−c =

dπ∗
d(µ⊗ ν)

in µ⊗ ν-probability. But then the convergence also holds in L1(µ⊗ ν), by Scheffé’s
lemma, and we conclude that πn → π∗ in total variation. The convergence of the
original sequence follows. �
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3. Convergence of Sinkhorn’s Algorithm

Fix marginals (µ, ν) ∈ P(X ) × P(Y) and a continuous cost c : X × Y → [0,∞).
Sinkhorn’s algorithm (1.2) can be written in terms of potentials. Set ϕ0 := 0 and

ψt(y) := − log

∫
X
eϕt(x)−c(x,y) µ(dx),

ϕt+1(x) := − log

∫
Y
eψt(y)−c(x,y) ν(dy)

(3.1)

for t ≥ 0, and define the measures

dπ(ϕ,ψ) := eϕ⊕ψ−c d(µ⊗ ν), π2t := π(ϕt, ψt), π2t−1 := π(ϕt, ψt−1),

where ψ−1 := 0. One can check by direct calculation that πn ∈ P(X × Y) are the
same measures as in (1.2). Denoting by (µn, νn) the marginal distributions of πn,
the following summarizes well known properties of Sinkhorn’s algorithm (e.g., [28,
Section 6]).

Lemma 3.1. Let C(µ, ν) < ∞. We have µn ∼ µ and νn ∼ ν for all n ≥ 0.
Moreover, H(µn|µ) + H(νn|ν) → 0; in particular, µn → µ and νn → ν in total
variation. For t ≥ 0, the marginals satisfy

(3.2) µ2t+1 = µ, ν2t = ν,
dµ2t

dµ
= eϕt−ϕt+1 ,

dν2t−1

dν
= eψt−1−ψt .

It follows that for n ≥ 1,

dπn
d(µn ⊗ νn)

= efn⊕gn−c µn ⊗ νn-a.s.,

where

(3.3)

{
fn := ϕt+1, gn := ψt if n = 2t,

fn := ϕt, gn := ψt if n = 2t− 1.

In brief, (fn, gn) are potentials for the marginals (µn, νn) which in turn converge
to (µ, ν) in total variation. The stability result of Corollary 2.6 then yields the
following convergence result. As emphasized in the Introduction, it covers quadratic
costs with arbitrary subgaussian marginals and the problem (1.1) with arbitrary
regularization parameter ε > 0.

Corollary 3.2. Suppose that

eβc ∈ L1(µ⊗ ν) for some β > 0.

Then C(µ, ν) <∞ and the Sinkhorn iterates (πn) converge to π∗ in total variation.

Proof. As H(µn|µ) +H(νn|ν)→ 0 by Lemma 3.1, Lemma 2.3 yields that

sup
n∈N

∫
c d(µn ⊗ νn) <∞.(3.4)

In particular, C(µn, νn) <∞ and (fn, gn) as defined in Lemma 3.1 are potentials for
the marginals (µn, νn); cf. Propositions A.1 and A.2. Next, we show that (fn, gn)
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satisfy (2.1). In general, the Sinkhorn iterates satisfy (ϕt, ψt) ∈ L1(µ) × L1(ν) as
well as

∫
ϕt dµ ≥ 0 and

∫
ψt dν ≥ − log

∫
e−c d(µ ⊗ ν); see [28, Lemma 6.4 and its

footnote]. Here, as c ≥ 0, we have
∫
ϕt dµ ≥ 0 and

∫
ψt dν ≥ 0.

Consider n = 2t, then νn = ν. Using (3.1), Jensen’s inequality and
∫
ψt dν ≥ 0,

fn(x) = ϕt+1(x) ≤
∫
c(x, y) ν(dy) =

∫
c(x, y) νn(dy)

and hence
∫
f+
n dµn ≤

∫
c d(µn ⊗ νn) which is bounded by (3.4). Similarly, (3.1)

implies gn(y) = ψt(y) ≤
∫
c(x, y)µ(dx) and hence∫

g+
n dνn =

∫
g+
n dν ≤

∫
c d(µ⊗ ν) <∞.

The argument for n = 2t − 1 is symmetric, so that (2.1) holds. As the marginals
are equivalent and converge in total variation by Lemma 3.1, the claim follows by
Corollary 2.6. �

4. Proof of Theorem 2.1

The proof is structured into several steps.

Step 1: Definition of sets Akn,X kcpt.

Step 2: Definition of fkn .

Step 3: Boundedness of (fkn)n∈N on compact sets.

Step 4: Construction of F kn and F k.

Step 5: Further properties related to F kn and F k.

Step 6: Proof that (F k)k∈N is µ-Cauchy and definition of f .

Step 7: Proof that (fn)#µn → f#µ.

Step 8: Proof that f, g induce a coupling π and πn → π.

Step 9: Identification of the limit, end of proof of Theorem 2.1 (i),(ii).

Step 10: Proof of Theorem 2.1 (iii).

As noted in Appendix A, we may choose versions of the potentials satisfying the
Schrödinger equations (A.2) everywhere. For brevity, we generally only detail the
arguments for (fn), the arguments for (gn) are symmetric. Recall that a sequence

(εk)k∈N ⊂ (0, 1) with εk ↓ 0 is given. We define (δ̃k)k∈N ⊂ (0, 1/2) by δ̃k = εk/2 and

another sequence (δk)k∈N by δk = 1− e−δ̃k ; i.e.,

(4.1) δ̃k = − log(1− δk).

It follows that 0 ≤ δk ≤ δ̃k and δ̃k ↓ 0. For notational convenience, we set µ0 := µ,
ν0 := ν and N0 := N ∪ {0}.

Step 1 is based on the following generalization of [29, Lemma 2.3] extending that
result from a single measure to a tight set of measures.

Lemma 4.1. Let δ ∈ (0, 1). There are compact sets Xcpt(δ) ⊆ X , Ycpt(δ) ⊆ Y with

µn(Xcpt(δ)) ≥ 1− δ, νn(Ycpt(δ)) ≥ 1− δ, n ∈ N0
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and measurable sets An ⊆ Xcpt(δ), Bn ⊆ Ycpt(δ) for n ∈ N such that

µn(An) ≥ 1− δ, νn(Bn) ≥ 1− δ, n ∈ N,

|fn(x1)− fn(x2)| ≤ sup
y∈Ycpt(δ)

|c(x1, y)− c(x2, y)| − log(1− δ) for x1, x2 ∈ An,

|gn(y1)− gn(y2)| ≤ sup
x∈Xcpt(δ)

|c(x, y1)− c(x, y2)| − log(1− δ) for y1, y2 ∈ Bn.

The proof of Lemma 4.1 is an adaptation of the arguments in [29]; for complete-
ness, the details are reported in Appendix C.

Step 1. Fix k ∈ N. Lemma 4.1 with δ = δk yields sets

Akn ⊆ X kcpt ⊆ X and Bk
n ⊆ Ykcpt ⊆ Y

such that
µn(Akn) ≥ 1− δk, νn(Bk

n) ≥ 1− δk, n ∈ N;

moreover, X kcpt,Ykcpt are compact and

µn(X kcpt) ≥ 1− δk, νn(Ykcpt) ≥ 1− δk, n ∈ N0.

Recalling (4.1), we have for all n ∈ N that

|fn(x1)− fn(x2)| ≤ sup
y∈Ykcpt

|c(x1, y)− c(x2, y)|+ δ̃k, x1, x2 ∈ Akn(4.2)

and similarly for gn.

Step 2. Define the continuous pseudometric d̃k on X by

d̃k(x1, x2) := sup
y∈Ykcpt

|c(x1, y)− c(x2, y)| .

Let n ∈ N. Using (4.2) and a version of Kirszbraun’s extension theorem as detailed
in [29, Lemma 2.4], there exists a function fkn : X → R satisfying

fkn = fn on Akn,

|fkn(x1)− fkn(x2)| ≤ d̃k(x1, x2) + δ̃k, x1, x2 ∈ X .(4.3)

Step 3. With k ∈ N still fixed, we show that (fkn)n∈N is bounded on compact sets.
Suppose that supn∈N supx∈K |fkn(x)| = ∞ for some compact K ⊂ X . Then (4.3)
even implies that

(4.4) sup
n∈N

inf
x∈K′

|fkn(x)| =∞ for any compact set ∅ 6= K ′ ⊂ X ,

because supx1∈K,x2∈K′ d̃k(x1, x2) <∞. We shall contradict (4.4). Indeed, by (2.10)
and Markov’s inequality there exists C > 0 such that µn (|fn| ≥ C) ≤ δk for all
n ∈ N. As µn(Akn) ≥ 1− δk, it follows that

µn
(
{|fn| ≤ C} ∩Akn

)
≥ 1− 2δk > 0

and in particular {|fn| ≤ C} ∩Akn 6= ∅. As fkn = fn on Akn and Akn ⊆ X kcpt, it follows

that {|fkn | ≤ C} ∩ X kcpt 6= ∅ for all n ∈ N, contradicting (4.4) for K ′ := X kcpt.
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As a preparation for Step 4, we record the following covering lemma.

Lemma 4.2. Let K ⊂ X be compact and r > 0. There exists a measurable partition
(Dj)j∈N of X such that

(i) Dj has diameter at most r and boundary µ(∂Dj) = 0,
(ii) K intersects finitely many elements of (Dj)j∈N.

Proof. Pick a dense sequence (xj)j∈N in X . For each j, the boundaries ∂Bρ(xj) are
disjoint for different values of ρ > 0. Hence there are at most countably many values
of ρ such that µ(∂Bρ(xj)) > 0 for some j, and we can pick ρ ∈ (0, r/2] such that
µ(∂Bρ(xj)) = 0 for all j.

By compactness there is a finite subset N ⊂ N such that Bρ(xj), j ∈ N cover K;
we may assume that N = {1, . . . , N}. Set D0 := ∅ and

Dj = Bρ(xj) \ (D1 ∪ · · · ∪Dj−1), j ≥ 1.

The general relation ∂(A ∩ B) ⊆ ∂A ∪ ∂B implies that µ(∂Dj) = 0, and the other
requirements are satisfied by construction. �

Step 4. Keeping k ∈ N fixed, our next aim is to define the functions F kn and F k.

As d̃k is uniformly continuous on the compact set X kcpt, there is r ∈ (0, δ̃k) such that

sup
x1,x2∈Xkcpt, d(x1,x2)≤r

d̃k(x1, x2) < δ̃k.(4.5)

We apply Lemma 4.2 with K = X kcpt to define a partition (Dk
j )j∈N of X and choose

a sequence (xkj,n)j,n∈N ⊂ X satisfying

xkj,n ∈


Dk
j ∩Akn if Dk

j ∩Akn 6= ∅,
Dk
j ∩ X kcpt if Dk

j ∩Akn = ∅ and Dk
j ∩ X kcpt 6= ∅,

Dk
j otherwise.

We then set

F kn (x) :=
∑
j∈N

fkn(xkj,n)1Dkj ∩Xkcpt
(x).

This is a finite sum as J k := {j : Dk
j ∩X kcpt 6= ∅} is finite (cf. Lemma 4.2). Moreover,

the points xkj,n with j ∈ J k all belong to the compact set X kcpt. In view of Step 3, it

follows that the corresponding coefficients fkn(xkj,n) are bounded uniformly in j, n.

We can now apply a diagonal sequence argument to extract a subsequence (not
relabeled) along which akj := limn→∞ f

k
n(xkj,n) exists for all j ∈ N. Set

F k(x) :=
∑
j∈N

akj1Dkj ∩Xkcpt
(x),(4.6)

then F kn → F k pointwise on X and in particular F k is measurable. In fact, this
convergence is uniform as J k is finite. By construction, F kn , F

k are supported on
the compact X kcpt and bounded uniformly in n. Passing to another subsequence, we

achieve that limn→∞ F
k
n = F k holds simultaneously for all k ∈ N. For the remainder
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of the proof, we only consider this subsequence (denoted (nl)l in Theorem 2.1 but
not relabeled here).

Step 5. We record two more facts about the construction in Step 4 for later use.
For x ∈ Dk

j ∩Akn, (4.2) and (4.5) yield

|F kn (x)− fkn(x)| = |fkn(xkj,n)− fkn(x)| ≤ d̃k(xkj,n, x) + δ̃k < 2δ̃k.

As ∪jDk
j = X and fkn = fn on Akn, it follows that

|F kn (x)− fn(x)| = |F kn (x)− fkn(x)| < 2δ̃k, x ∈ Akn.(4.7)

In view of µn(Akn) ≥ 1− δk, this yields in particular

sup
n∈N

µn(|fn − F kn | ≥ 2δ̃k) ≤ δk

and hence the claim (2.4); recall 2δ̃k = εk.
Second, we define similarly as in (4.6) the function

F kreg(x) :=
∑
j∈J k

akj1Dkj
(x).(4.8)

Then F kreg = F k on X kcpt and hence

(4.9) µn(F kreg 6= F k) ≤ δk, n ∈ N0.

Clearly F kreg is continuous on the interior of the complement of U := ∪j∈J k∂Dk
j . As

J k is finite, ∂Dk
j is closed and µ(∂Dk

j ) = 0, the set U is closed and µ-null. Hence

its complement is open and has full µ-measure; in brief, F kreg is continuous µ-a.s.

In particular, F kreg can be used in the mapping theorem [5, Theorem 2.7] for weak
convergence arguments with µn → µ.

Step 6. We show that (F k)k∈N is Cauchy in µ-probability. Fix ε > 0 and choose

k0 ∈ N such that δ̃k ≤ ε (hence also δk ≤ ε) for all k ≥ k0. Let k, k′ ≥ k0. For

x ∈ Akn ∩Ak
′
n we have fkn(x) = fn(x) = fk

′
n (x) and thus (4.7) yields

|F kn (x)− F k′n (x)| ≤ |F kn (x)− fkn(x)|+ |fkn(x)− fk′n (x)|+ |fk′n (x)− F k′n (x)|

≤ 2δ̃k + 0 + 2δ̃k′ ≤ 4ε.

As a result,

|F k(x)− F k′(x)| ≤ |F k(x)− F kn (x)|+ |F kn (x)− F k′n (x)|+ |F k′n (x)− F k′(x)|

≤ |F k(x)− F kn (x)|+ 4ε+ |F k′n (x)− F k′(x)|

for x ∈ Akn ∩Ak
′
n . In view of µn(Akn ∩Ak

′
n ) ≥ 1− 2ε, it follows that∫ [∣∣∣F k − F k′∣∣∣ ∧ 1

]
dµn ≤

∫ [∣∣∣F k − F kn ∣∣∣ ∧ 1 +
∣∣∣F k′n − F k′∣∣∣ ∧ 1

]
dµn + 6ε.
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As F kn → F k and F k
′

n → F k
′

uniformly (cf. Step 4), we conclude

lim sup
n→∞

∫ [∣∣∣F k − F k′∣∣∣ ∧ 1
]
dµn ≤ 6ε.(4.10)

On the other hand, using the mapping theorem and (4.9) for both µ ≡ µ0 and µn,∫ [∣∣∣F k − F k′∣∣∣ ∧ 1
]
dµ ≤ 2ε+

∫ [∣∣∣F kreg − F k
′

reg

∣∣∣ ∧ 1
]
dµ

= 2ε+ lim
n→∞

∫ [∣∣∣F kreg − F k
′

reg

∣∣∣ ∧ 1
]
dµn

≤ 4ε+ lim sup
n→∞

∫ [∣∣∣F k − F k′∣∣∣ ∧ 1
]
dµn.

In view of (4.10), this yields∫ [∣∣∣F k − F k′∣∣∣ ∧ 1
]
dµ ≤ 10ε,

showing that (F k)k∈N is Cauchy in µ-probability. In particular, there exists a limit f
in µ-probability.

Step 7. Let φ : R → [−1, 1] be uniformly continuous; we show that
∫
φ(fn) dµn

converges to
∫
φ(f) dµ. That is, the law of fn under µn converges weakly to the law

of f under µ [5, Theorem 2.1], or in terms of pushforwards, (fn)#µn → f#µ. In
particular, if (fn) satisfy a normalization

∫
arctan(fn) dµn = αn and αn → α, then∫

arctan(f) dµ = α.
Let ε > 0. In view of (2.4) and (2.6), there exists k0 ∈ N such that for all k ≥ k0

and all n ∈ N,∣∣∣∣∫ φ(fn) dµn −
∫
φ(f) dµ

∣∣∣∣ ≤ ∣∣∣∣∫ φ(fn) dµn −
∫
φ(F kn ) dµn

∣∣∣∣
+

∣∣∣∣∫ φ(F kn ) dµn −
∫
φ(F k) dµ

∣∣∣∣
+

∣∣∣∣∫ φ(F k) dµ−
∫
φ(f) dµ

∣∣∣∣
≤ 2ε+

∣∣∣∣∫ φ(F kn ) dµn −
∫
φ(F k) dµ

∣∣∣∣ .
Fix k ≥ k0 such that δk ≤ ε. Then by (4.9),∣∣∣∣∫ φ(F kn ) dµn −

∫
φ(F k) dµ

∣∣∣∣
≤
∣∣∣∣∫ φ(F kn ) dµn −

∫
φ(F k) dµn

∣∣∣∣+

∣∣∣∣∫ φ(F k) dµn −
∫
φ(F k) dµn

∣∣∣∣
≤ 2ε+

∣∣∣∣∫ φ(F kn ) dµn −
∫
φ(F k) dµn

∣∣∣∣+

∣∣∣∣∫ φ(F kreg) dµn −
∫
φ(F kreg) dµn

∣∣∣∣ .
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As F kn → F k uniformly and F kreg is continuous µ-a.s., there exists n0 = n0(k) such

that the last line is ≤ 4ε for all n ≥ n0. In summary, |
∫
φ(fn) dµn−

∫
φ(f) dµ| ≤ 6ε

for n ≥ n0, proving the claim.

Above, we have introduced the functions fkn , F
k
n , F

k, f on X . Analogously, one
constructs gkn, G

k
n, G

k, g on Y. We can now detail the main step of the proof, showing
that f, g are indeed potentials for a coupling π ∈ Π(µ, ν). To keep track of the
argument more easily, we state the technical parts as lemmas and prove them at the
end.

Step 8. Recall that

πn(dx, dy) = efn(x)+gn(y)−c(x,y) µ(dx) ν(dy) ∈ Π(µn, νn).

Consider the nonnegative measure

π(dx, dy) := ef(x)+g(y)−c(x,y) µ(dx) ν(dy)

and let S ⊂ X × Y be measurable with π(∂S) = 0; we show π(S) = limn→∞ πn(S).
Define the auxiliary measures

πCn (dx, dy) = efn(x)∧C+gn(y)∧C−c(x,y) µn(dx) νn(dy),

πC(dx, dy) = ef(x)∧C+g(y)∧C−c(x,y) µ(dx) ν(dy),

πk,C(dx, dy) = eF
k(x)∧C+Gk(y)∧C−c(x,y) µ(dx) ν(dy).

Fix ε ∈ (0, 1/9) and consider the decomposition

|πn(S)− π(S)| ≤
∣∣πn(S)− πCn (S)

∣∣+
∣∣πCn (S)− πk,C(S)

∣∣+
∣∣πk,C(S)− πC(S)

∣∣
+
∣∣πC(S)− π(S)

∣∣.(4.11)

We estimate separately the four terms on the right-hand side.

Lemma 4.3. We have

lim
C→∞

sup
n∈N

∥∥πn − πCn ∥∥TV = 0.

The lemma is proved at the end of Step 8. For the first term in (4.11), Lemma 4.3
shows that there exists C > 0 such that

sup
n∈N

∣∣πn(S)− πCn (S)
∣∣ ≤ ε.(4.12)

We continue with the last term of (4.11). Since x 7→ ex is increasing and nonnegative,
an application of the monotone convergence theorem for C → ∞ shows that after
increasing C as necessary, we have∣∣πC(S)− π(S)

∣∣ ≤ ε if π(S) <∞,(4.13)

πC(S) ≥ 2 if π(S) =∞.(4.14)

(The second case will be eliminated by contradiction later on.) The value of C is
now fixed for the remainder of the proof.
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Turning to the third term in (4.11), note that since F k
µ→ f and Gk

ν→ g,

eF
k(x)∧C+Gk(y)∧C−c(x,y) → ef(x)∧C+g(y)∧C−c(x,y) in µ⊗ ν-probability.

As these expressions are uniformly bounded, dominated convergence implies that
there exists k0 ∈ N with∣∣πk,C(S)− πC(S)

∣∣ ≤ ε for all k ≥ k0.(4.15)

It remains to estimate the second term, |πCn (S) − πk,C(S)|, for large n, which is
the main difficulty. Choose k1 ∈ N such that for all k ≥ k1 we have

|ea − eã| ≤ ε whenever |a− ã| ≤ 4δ̃k and a, ã ≤ 2C.(4.16)

Moreover, choose k2 ∈ N such that for all k ≥ k2 we have

2δke
2C ≤ ε.(4.17)

For the remainder of the proof, k ≥ max(k0, k1, k2) is fixed.

Lemma 4.4. For all k ≥ max(k0, k1, k2),

sup
n∈N

∣∣∣∣πCn (S)−
∫
S
eF

k
n (x)∧C+Gkn(y)∧C−c(x,y)µn(dx) νn(dy)

∣∣∣∣ ≤ 2ε.

Lemma 4.5. For all k ≥ max(k0, k1, k2),

lim sup
n→∞

∣∣∣πk,C(S)−
∫
S
eF

k
n (x)∧C+Gkn(y)∧C−c(x,y) µn(dx) νn(dy)

∣∣∣ ≤ 4ε.

The lemmas are proved at the end of Step 8. Together, they show

lim sup
n→∞

∣∣πCn (S)− πk,C(S)
∣∣ ≤ 6ε.

Combining this with (4.12) and (4.15) yields

lim sup
n→∞

∣∣πn(S)− πC(S)
∣∣ ≤ 8ε.(4.18)

In particular, there exists n ∈ N such that
∣∣πn(S) − πC(S)

∣∣ ≤ 9ε, and as πn is a

probability measure, it follows that πC(S) ≤ 1 + 9ε. This contradicts (4.14) and
hence establishes that we are in the case (4.13). In view of (4.18), that yields

lim sup
n→∞

|πn(S)− π(S)| ≤ 9ε.

This shows limn→∞ πn(S) = π(S). Thus we have proved that π ∈ P(X × Y) and
πn → π weakly [5, Theorem 2.1]. As the marginals then also converge weakly and
πn ∈ Π(µn, νn), this implies π ∈ Π(µ, ν).

Proof of Lemma 4.3. Let κ > 0. By (2.10) and Markov’s inequality there exists
C > 0 such that µn (fn ≥ C) ≤ κ and νn (gn ≥ C) ≤ κ for all n ∈ N. For any
measurable set S ⊂ X × Y, the definition of πCn then yields

πn(S) ≥ πCn (S) ≥ πCn (S ∩ {fn < C} ∩ {gn < C})
= πn(S ∩ {fn < C} ∩ {gn < C})
≥ πn(S)− µn(fn ≥ C)− νn(gn ≥ C) ≥ πn(S)− 2κ.
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Hence supn∈N, S⊂X×Y |πn(S)− πCn (S)| ≤ 2κ and the claim follows. �

Proof of Lemma 4.4. We split the integral into∣∣∣∣πCn (S)−
∫
S
eF

k
n (x)∧C+Gkn(y)∧C−c(x,y)µn(dx) νn(dy)

∣∣∣∣
≤
∫
S∩(Akn×Bkn)

∣∣∣efn(x)∧C+gn(y)∧C−c(x,y) − eFkn (x)∧C+Gkn(y)∧C−c(x,y)
∣∣∣ µn(dx) νn(dy)

+

∫
(Akn×Bkn)c

∣∣∣efn(x)∧C+gn(y)∧C−c(x,y) − eFkn (x)∧C+Gkn(y)∧C−c(x,y)
∣∣∣ µn(dx) νn(dy).

To estimate the first integral, recall from (4.7) that |F kn−fn| ≤ 2δ̃k on Akn. Using also
the analogue on Bk

n, (4.16) implies that the integrand is bounded by ε on Akn ×Bk
n.

Regarding the second integral, the integrand is bounded by e2C and

(µn ⊗ νn)
[
(Akn ×Bk

n)c
]
≤ µn((Akn)c) + νn((Bk

n)c) ≤ 2δk.

In summary,∣∣∣∣πCn (S)−
∫
S
eF

k
n (x)∧C+Gkn(y)∧C−c(x,y)µn(dx) νn(dy)

∣∣∣∣ ≤ ε+ 2δke
2C

(4.17)

≤ 2ε

as claimed. �

Proof of Lemma 4.5. For brevity, denote π̃n(dx, dy) := e−c(x,y)µn(dx)νn(dy) for all

n ∈ N0. As µn → µ0 and νn → ν0 and (x, y) 7→ e−c(x,y) is bounded and continuous,
we also have π̃n → π̃0 weakly. Recall from Step 4 (and its analogue on Y with
self-explanatory notation) that

F kn (x) =
∑
j∈J k

fkn(xkj,n)1Dkj ∩Xkcpt
(x), Gkn(x) =

∑
l∈Lk

gkn(ykl,n)1Ekl ∩Y
k
cpt

(y),

F k(x) =
∑
j∈J k

akj1Dkj ∩Xkcpt
(x), Gk(y) =

∑
l∈Lk

bkl 1Ekl ∩Y
k
cpt

(y),

where J k and Lk are finite sets. Thus∫
S∩(Xkcpt×Ykcpt)

eF
k
n (x)∧C+Gkn(y)∧C−c(x,y) µn(dx) νn(dy)

=
∑
j∈J k

∑
l∈Lk

ef
k
n(xkj,n)∧C+gkn(ykl,n)∧C π̃n

[
S ∩ (Dk

j × Ekl ) ∩ (X kcpt × Ykcpt)
]

and similarly for F k, Gk instead of F kn , G
k
n. By the construction in Step 4,

lim
n→∞

ef
k
n(xkj,n)∧C+gkn(ykl,n)∧C = ea

k
j∧C+bkl ∧C .(4.19)

As S and (Dk
j × Ekl ) are µ⊗ ν-continuity sets, we also have

lim
n→∞

π̃n

[
(Dk

j × Ekl ) ∩ S
]

= π̃0

[
(Dk

j × Ekl ) ∩ S
]
.(4.20)
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Finally, we note that for all n ∈ N0,

e2C π̃n
[
(X kcpt × Ykcpt)

c
]
≤ e2C(µn ⊗ νn)

[
(X kcpt × Ykcpt)

c
]
≤ 2e2Cδk

(4.17)

≤ ε.(4.21)

We can now expand the difference to be estimated as∣∣∣πk,C(S)−
∫
S
eF

k
n (x)∧C+Gkn(y)∧C−c(x,y) µn(dx) νn(dy)

∣∣∣
≤
∣∣∣πk,C(S ∩ (X kcpt × Ykcpt))−

∫
S∩(Xkcpt×Ykcpt)

eF
k
n (x)∧C+Gkn(y)∧C−c(x,y) µn(dx) νn(dy)

∣∣∣
+ e2C

(
π̃0

[
(X kcpt × Ykcpt)

c
]

+ π̃n
[
(X kcpt × Ykcpt)

c
])

(4.21)

≤ 2ε+
∑
j∈J k

∑
l∈Lk

∣∣∣eakj∧C+bkl ∧C π̃0

[
S ∩ (Dk

j × Ekl ) ∩ (X kcpt × Ykcpt)
]

− ef
k
n(xkj,n)∧C+gkn(ykl,n)∧C π̃n

[
S ∩ (Dk

j × Ekl ) ∩ (X kcpt × Ykcpt)
] ∣∣∣

(4.21)

≤ 4ε+
∑
j∈J k

∑
l∈Lk

∣∣∣eakj∧C+bkl ∧C π̃0

[
S ∩ (Dk

j × Ekl )
]

− ef
k
n(xkj,n)∧C+gkn(ykl,n)∧C π̃n

[
S ∩ (Dk

j × Ekl )
] ∣∣∣.

In view of (4.19) and (4.20), taking n→∞ yields

lim sup
n→∞

∣∣∣πk,C(S)−
∫
S
eF

k
n (x)∧C+Gkn(y)∧C−c(x,y) µn(dx) νn(dy)

∣∣∣ ≤ 4ε. �

Step 9. In Step 8 we have shown that

π(dx, dy) := ef(x)+g(y)−c(x,y) µ(dx) ν(dy)

defines a coupling of µ, ν. Moreover, Step 7 and (2.1) imply that f+ ∈ L1(µ) and
g+ ∈ L1(ν). By the general verification result in Proposition A.2, the form of π with
(f ⊕ g)+ ∈ L1(µ⊗ν) implies that (f, g) ∈ L1(µ)×L1(ν), that C(µ, ν) <∞ and that
π = π∗ is the unique minimizer for the entropic optimal transport problem (1.4). It
follows that πn → π∗ also holds along the original sequence, completing the proof
of Theorem 2.1 (i).

The potentials corresponding to π∗ are a.s. uniquely determined up to an additive
constant (Proposition A.1) and we have seen in Step 7 that αn =

∫
arctan(fn) dµn →∫

arctan(f) dµ. As
∫

arctan(f + a) dµ is strictly increasing in a ∈ R, it follows
that (f, g) are the unique potentials with normalization

∫
arctan(f) dµ = α. In

particular, (f, g) do not depend on the subsequence chosen in Step 4 and the proof
of Theorem 2.1 (ii) is complete.

Step 10. It remains to prove Theorem 2.1 (iii). Let (2.7) hold. Passing to a subse-
quence, we may assume that αn → α and f, g are as in Theorem 2.1 (ii). We first
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show the upper semicontinuity

lim sup
n→∞

∫
fn dµn ≤

∫
f dµ, lim sup

n→∞

∫
gn dνn ≤

∫
g dµ.(4.22)

Indeed, the weak convergence (2.3) and the uniform integrability (2.7) imply that
limn→∞

∫
f+
n dµn =

∫
f+ dµ. Together with Portmanteau’s theorem for (f−n ), the

first part of (4.22) follows, and similarly for the second.
Next, we argue the lower semicontinuity of the sum,

lim inf
n→∞

(∫
fn dµn +

∫
gn dνn

)
≥
∫
f dµ+

∫
g dν.(4.23)

By (2.1) and Proposition A.2, we have the duality

inf
π∈Π(µn,νn)

∫
c(x, y)π(dx, dy) +H(π|µn ⊗ νn) =

∫
fn dµn +

∫
gn dνn.

Similarly, (f, g) ∈ L1(µ) × L1(ν) implies the duality for the limiting problem. As
a consequence, it suffices to argue lower semicontinuity in the primal problem. Let
πn = arg minπ∈Π(µn,νn)

∫
c(x, y)π(dx, dy) + H(π|µn ⊗ νn). Then (πn)n∈N is tight

and any weak cluster point belongs to Π(µ, ν). Using the lower semicontinuity of
(π′, µ′, ν ′) 7→

∫
c dπ′ +H(π′|µ′ ⊗ ν ′), cf. [28, Lemma 1.3], we deduce

lim inf
n→∞

(∫
fn dµn +

∫
gn dνn

)
= lim inf

n→∞

(
inf

π∈Π(µn,νn)

∫
c dπ +H(π|µn ⊗ νn)

)
= lim inf

n→∞

∫
c dπn +H(πn|µn ⊗ νn)

≥ inf
π∈Π(µ,ν)

∫
c dπ +H(π|µ⊗ ν)

=

∫
f dµ+

∫
g dν.

Together, the lower semicontinuity (4.23) of the sum and the separate upper
semicontinuity (4.22) imply (2.8). This completes the proof of Theorem 2.1. �

Appendix A. Background on Entropic Optimal Transport

Let (µ, ν) ∈ P(X ) × P(Y) and let c : X × Y → [0,∞) be measurable. We have
the following result on existence and uniqueness for the entropic optimal transport
problem (1.4).

Proposition A.1. If C(µ, ν) < ∞, there is a unique minimizer π∗ ∈ Π(µ, ν)
for (1.4). Moreover, π∗ ∼ µ ⊗ ν and there are measurable functions f : X → R,
g : Y → R, called potentials, such that

dπ∗
d(µ⊗ ν)

= ef⊕g−c µ⊗ ν-a.s.

The potentials are a.s. unique up to an additive constant: if f ′, g′ are potentials,
then f ′ = f + a µ-a.s. and g′ = g − a ν-a.s. for some a ∈ R.

If c ∈ L1(µ⊗ ν), then C(µ, ν) <∞ and (f, g) ∈ L1(µ)× L1(ν).
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See [28, Theorem 4.2] for a proof. Conversely, the next result shows that the form
of the density characterizes the minimizer. We also include the duality relation.

Proposition A.2. Let π0 ∈ Π(µ, ν) admit a density of the form

dπ0

d(µ⊗ ν)
= ef0⊕g0−c µ⊗ ν-a.s.

for some measurable functions f0 : X → R and g0 : Y → R.

(a) If C(µ, ν) <∞, then π0 is the minimizer π∗ and f0, g0 are its potentials.
(b) If (f0 ⊕ g0)+ ∈ L1(µ⊗ ν), then necessarily (f0, g0) ∈ L1(µ)× L1(ν) and

(A.1) C(µ, ν) =

∫
f0 dµ+

∫
g0 dν.

In particular, C(µ, ν) <∞ and (a) applies.

See [28, Theorem 4.2, Theorem 4.7, Remark 4.8]. When f, g are potentials as
in Proposition A.1, the fact that π∗ ∈ Π(µ, ν) implies the so-called Schrödinger
equations

f(x) = − log

∫
Y
eg(y)−c(x,y) ν(dy) µ-a.s.,

g(y) = − log

∫
X
ef(x)−c(x,y) µ(dx) ν-a.s.

(A.2)

We may choose versions of the potentials such that these relations hold without
exceptional sets.

Appendix B. Uniform Stability under Strong Integrability

The following result shows that stability of the potentials, even uniformly on
compacts, can be obtained quite easily when the cost is sufficiently integrable. As
discussed in the Introduction, the integrability condition is not satisfied in the regime
of principal interest. For the statement, we choose versions of the potentials such
that (A.2) holds without exceptional sets.

Proposition B.1. For n ∈ N, let (µn, νn) ∈ P(X ) × P(Y) satisfy C(µn, νn) < ∞
and let (fn, gn) be corresponding potentials. Suppose that µn, νn converge weakly
to µ, ν and

sup
n∈N

∫
eβfn dµn <∞, sup

n∈N

∫
eβgn dνn <∞ for some β > 1.(B.1)

Then fn ⊕ gn → f ⊕ g uniformly on compacts, where (f, g) are arbitrary potentials
for (µ, ν), and the corresponding optimal couplings converge weakly. If αn, α, f, g
are as in Theorem 2.1 (ii), then also fn → f and gn → g, uniformly on compacts.

Similarly as in Lemma 2.3, a sufficient condition for (B.1) is that

sup
n∈N

∫
eβc d(µn ⊗ νn) <∞(B.2)

and (fn, gn) are normalized such that (2.9) holds, for instance
∫
fn dµn = 0.
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Proof of Proposition B.1. We first show that (fn)n∈N is pointwise bounded. Let

C = supn(
∫
eβgn dνn)1/β. As c ≥ 0, we have by (A.2) that

e−fn(x) =

∫
egn(y)−c(x,y) νn(dy) ≤

∫
egn(y) νn(dy) ≤ C.

This yields the uniform lower bound fn ≥ − logC, and similarly gn ≥ − logC. Fix
x ∈ X . Using (A.2) and the lower bound,

e−fn(x) =

∫
egn(y)−c(x,y) νn(dy) ≥ C−1

∫
e−c(x,y) νn(dy).

As e−c(x,·) is bounded and continuous and νn → ν weakly,
∫
e−c(x,y) νn(dy) converges

to
∫
e−c(x,y) ν(dy) > 0. We conclude that supn∈N fn(x) < ∞, completing the proof

that (fn) is pointwise bounded.
Next, we show that (fn) is equicontinuous. On the strength of the pointwise

boundedness, it suffices to show that e−fn is equicontinuous. Fix a compatible
metric on X , let x0 ∈ X and ε > 0. Using tightness, choose a compact K ⊂ Y with
νn(Kc) < ε for all n. Let q ∈ (1,∞) satisfy 1/β + 1/q = 1. By Hölder’s inequality,

|e−fn(x0) − e−fn(x)| =
∣∣∣∣∫ egn(y)−c(x0,y) νn(dy)−

∫
egn(y)−c(x,y) νn(dy)

∣∣∣∣
≤
(∫

eβgn(y) νn(dy)

)1/β (∫ ∣∣∣e−c(x0,y) − e−c(x,y)
∣∣∣q νn(dy)

)1/q

≤ C
(∫ ∣∣∣e−c(x0,y) − e−c(x,y)

∣∣∣q νn(dy)

)1/q

.

Recalling that e−c ≤ 1, the integral can be estimated by∫ ∣∣∣e−c(x0,y) − e−c(x,y)
∣∣∣q νn(dy) ≤

∫
K

∣∣∣e−c(x0,y) − e−c(x,y)
∣∣∣q νn(dy) + 2νn(Kc).

As c is continuous and K is compact, supy∈K
∣∣e−c(x0,y) − e−c(·,y)

∣∣ is continuous.

Therefore,
∫
K |e

−c(x0,y) − e−c(x,y)|q νn(dy) < ε for x ∈ Bδ(x0), for δ > 0 sufficiently
small, and we obtain the desired equicontinuity,

|e−fn(x0) − e−fn(x)| ≤ C(ε+ 2ε)1/q, x ∈ Bδ(x0).

We have shown that (fn) is equicontinuous and pointwise bounded, and the same
arguments hold for (gn). Passing to a subsequence, the Arzelà–Ascoli theorem shows
that fn → f and gn → g uniformly on compacts. Note that (efn⊕gn−c)n is (µn⊗νn)n-
uniformly integrable by (B.1). As efn⊕gn−c → ef⊕g−c uniformly on compacts and
µn ⊗ νn → µ⊗ ν weakly, it follows for the optimal couplings πn that

πn = efn⊕gn−c d(µn ⊗ νn) → ef⊕g−c d(µ⊗ ν) =: π0 weakly.

In particular, π0 ∈ Π(µ, ν). Proposition A.2 now shows that π0 is the optimal
coupling for (µ, ν) and (f, g) are corresponding potentials. As f ⊕ g is unique
(Proposition A.1), the claim for the original sequence follows. �
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Remark B.2. Proposition B.1 extends to the boundary case β = 1 if e−c is uni-
formly continuous. This holds in particular when c(x, y) = ‖x− y‖2 on Rd ×Rd, or
more generally whenever c is coercive on X × Y.

Following the above proof, the argument for pointwise boundedness still applies,
and the argument for equicontinuity is even simpler under the additional hypothesis.
The argument using uniform integrability may no longer be clear, but we can instead
use Theorem 2.1 to conclude that (f, g) must be potentials for (µ, ν).

Appendix C. Omitted Proofs

Proof of Lemma 2.3. (i) Let infn∈N
∫
gn dνn ≥ −C for C ≥ 0. By (A.2) and Jensen’s

inequality,

fn(x) = − log

(∫
egn(y)−c(x,y) νn(dy)

)
≤
∫

[c(x, y)− gn(y)] νn(dy) ≤ C +

∫
c(x, y) νn(dy).

Recalling c ≥ 0, this shows

(C.1) f+
n (x) ≤ C +

∫
c(x, y) νn(dy),

and now Tonelli’s theorem yields
∫
f+
n µn ≤ C +

∫
c d(µn⊗ νn). The analogue holds

for gn. Thus (2.11) implies (2.1), and via (2.9) also (2.10).
More generally, given a measurable set A ⊂ X , (C.1) also implies∫

A
f+
n µn ≤ Cµn(A) +

∫
A×Y

c d(µn ⊗ νn).

If µn(A) ≤ δ, then (µn⊗νn)(A×Y) ≤ δ, so that the ε–δ characterization of uniform
integrability yields the claim.

(ii) The variational representation of relative entropy [28, Lemma 1.3] shows that

H(µn ⊗ νn|µ⊗ ν) ≥
∫
ψ d(µn ⊗ νn)− log

∫
eψ d(µ⊗ ν)

for any measurable function ψ bounded from below. Choosing ψ = βc, we deduce∫
βc d(µn ⊗ νn) ≤ H(µn ⊗ νn|µ⊗ ν) + log

∫
eβc d(µ⊗ ν).

Noting that H(µn⊗ νn|µ⊗ ν) = H(µn|µ) +H(νn|ν), the right-hand side is bounded
under (2.12), so that (2.11) applies. To obtain the last claim, we replace c with φ(c)
in the preceding argument and apply the la Vallée–Poussin theorem. �

Proof of Lemma 2.5. Let C > 0 andAn = { dµdµn ≥ C}. Then µ(An) =
∫
An

dµ
dµn

dµn ≥
Cµn(An) and thus µn(An) ≤ C−1 for all n ∈ N. Writing

µ(An) = µ(An)− µn(An) + µn(An) ≤ ‖µ− µn‖TV + C−1

then shows that lim supn µ(An) ≤ C−1. The claim follows. �
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Proof of Corollary 2.6. By Corollary 2.4 and Lemma 2.5, we have fn → f in µ-
probability and gn → g in ν-probability after passing to a subsequence. Consider
the Lebesgue decomposition µn = µ′n + µ′′n into µ′n � µ and µ′′n⊥µ. Then µ′n → µ

in total variation and hence dµ′n
dµ → 1 in L1(µ). This implies the convergence in µ-

probability of the reciprocal, and as dµ
dµ′n

= dµ
dµn

µ-a.s., that dµ
dµn
→ 1 in µ-probability.

Similarly, dν
dνn
→ 1 in ν-probability. Following the proof of the particular case in

Section 2 but writing the reciprocals,

d(µ⊗ ν)

dπn
=
d(µn ⊗ νn)

dπn

dµ

dµn

dν

dνn
= e−(fn⊕gn−c) dµ

dµn

dν

dνn
→ e−(f⊕g−c) =

d(µ⊗ ν)

dπ∗

in µ ⊗ ν-probability. Consider the Lebesgue decomposition πn = π′n + π′′n into
π′n � µ⊗ ν and π′′n⊥µ⊗ ν. Then it follows that

dπ′n
d(µ⊗ ν)

=

(
d(µ⊗ ν)

dπn

)−1

1{ d(µ⊗ν)
dπn

6=0
} → dπ∗

d(µ⊗ ν)

in µ⊗ν-probability, which by Scheffé’s lemma implies π′n → π∗ in total variation. As
πn, π∗ are probability measures, it follows that π′′n(X ×Y)→ 0 and finally πn → π∗
in total variation. The convergence of the original sequence follows. �

Proof of Lemma 4.1. Fix ε ∈ (0, δ), to be determined later. By Prokhorov’s the-
orem, we can find compacts Xcpt and Ycpt with infn∈N0 µn(Xcpt) ≥ 1 − ε2/2 and
infn∈N0 νn(Ycpt) ≥ 1− ε2/2. As πn ∈ Π(µn, νn), it follows that

inf
n∈N

πn(Xcpt × Ycpt) ≥ 1− ε2.(C.2)

Fix n ∈ N and consider the set

An =

{
x ∈ Xcpt :

∫
Ycpt

efn(x)+gn(y)−c(x,y) νn(dy) ≥ 1− ε

}
;

we claim that its complement satisfies

pn := µn (Acn) ≤ ε.(C.3)

Indeed, (A.2) yields∫
Ycpt

efn(x)+gn(y)−c(x,y) νn(dy) ≤
∫
efn(x)+gn(y)−c(x,y) νn(dy) = 1(C.4)
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and thus

1− ε2
(C.2)

≤ πn(Xcpt × Ycpt) =

∫
Xcpt

∫
Ycpt

efn(x)+gn(y)−c(x,y) νn(dy)µn(dx)

≤
∫
Acn

∫
Ycpt

efn(x)+gn(y)−c(x,y) νn(dy)µn(dx)

+

∫
An

∫
Ycpt

efn(x)+gn(y)−c(x,y) νn(dy)µn(dx)

(C.4)

≤ (1− ε)pn + (1− pn) = 1− pnε,

which implies (C.3). Next, we observe from the definition of An and (C.4) that for
x ∈ An,

−

(
log

∫
Ycpt

egn(y)−c(x,y) νn(dy)− log(1− ε)

)
≤ fn(x)

≤ − log

∫
Ycpt

egn(y)−c(x,y) νn(dy).(C.5)

Let x1, x2 ∈ An and assume without loss of generality that fn(x1) ≥ fn(x2). Then

|fn(x1)− fn(x2)|
(C.5)

≤

(
log

∫
Ycpt

egn(y)−c(x2,y) νn(dy)− log(1− ε)

)

− log

∫
Ycpt

egn(y)−c(x1,y) νn(dy)

= log

∫
Ycpt

ec(x1,y)−c(x2,y)+gn(y)−c(x1,y) νn(dy)− log(1− ε)

− log

∫
Ycpt

egn(y)−c(x1,y) νn(dy)

≤ log

(
e

supy∈Ycpt |c(x1,y)−c(x2,y)|
∫
Ycpt

egn(y)−c(x1,y) νn(dy)

)

− log(1− ε)− log

∫
Ycpt

egn(y)−c(x1,y) νn(dy)

= sup
y∈Ycpt

|c(x1, y)− c(x2, y)| − log(1− ε).

(C.6)

This concludes the proof of the first estimate in the lemma. Turning to the second,
note that by (C.2), (C.3) and the definition of An,

πn(An × Ycpt) ≥ πn(Xcpt × Ycpt)− πn(X \An × Ycpt)

≥ 1− ε2 −
∫
Acn

∫
Ycpt

efn(x)+gn(y)−c(x,y) νn(dy)µn(dx)

≥ 1− ε2 − ε(1− ε) = 1− ε = 1− δ2,

(C.7)
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where we chose ε := δ2 (ensuring ε ∈ (0, δ), in particular). Define

Bn =

{
y ∈ Ycpt :

∫
An

efn(x)+gn(y)−c(x,y) µn(dx) ≥ 1− δ
}
.

Arguing as for (C.3) and (C.5), now using (C.7) instead of (C.2), we see that
νn(Bc

n) ≤ δ and that for y ∈ Bn,

−
(

log

∫
An

efn(x)−c(x,y) µn(dx)− log(1− δ)
)
≤ gn(y)

≤ − log

∫
An

efn(x)−c(x,y) µn(dx).

We conclude the proof by arguing as in (C.6) but with fn, ε replaced by gn, δ. �
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