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Abstract

We study a robust portfolio optimization problem under model uncertainty for an investor with logarithmic or power utility. The uncertainty is specified by a set of possible Lévy triplets; that is, possible instantaneous drift, volatility and jump characteristics of the price process. We show that an optimal investment strategy exists and compute it in semi-closed form. Moreover, we provide a saddle point analysis describing a worst-case model.
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1 Introduction

We study a robust utility maximization problem of the form

$$\sup_{\pi} \inf_P E^P[U(W_T^\pi)]$$

(1.1)

in a continuous-time financial market with jumps. Here $W_T^\pi$ is the wealth at time $T$ resulting from investing in $d$ stocks according to the trading strategy $\pi$ and $U$ is either the logarithmic utility $U(x) = \log(x)$ or a power utility $U(x) = \frac{1}{p} x^p$ for some $p \in (-\infty, 0) \cup (0, 1)$. The infimum is taken over a
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class \( \mathfrak{P} \) of possible models \( P \) for the dynamics of the log-price processes of the stocks. More precisely, the model uncertainty is parametrized by a set \( \Theta \) of Lévy triplets \((b, c, F)\) and then \( \mathfrak{P} \) consists of all semimartingale laws \( P \) such that the associated differential characteristics \( (b_t^P, c_t^P, F_t^P) \) take values in \( \Theta, P \times dt \)-a.e. In particular, \( \mathfrak{P} \) includes all Lévy processes with triplet in \( \Theta \), but unless \( \Theta \) is a singleton, \( \mathfrak{P} \) will also contain many laws for which \( (b_t^P, c_t^P, F_t^P) \) are time-dependent and random. Thus, our setup describes uncertainty about drift, volatility and jumps over a class of fairly general models.

Our first main result shows that an optimal trading strategy \( \hat{\pi} \) exists for (1.1). This strategy is of the constant-proportion type; that is, a constant fraction of the current wealth is invested in each stock. We compute this fraction in semi-closed form, so that the impact of model uncertainty can be readily read off; cf. Theorem 2.4. Thus, our specification of model uncertainty retains much of the tractability of the classical utility maximization problem for exponential Lévy processes. This is noteworthy for the power utility as \( \mathfrak{P} \) contains models \( P \) that are not Lévy and in which the classical power utility investor is not myopic. Moreover, while the classical log utility investor is myopic in any given semimartingale model, this property generally fails in robust problems, due to the nonlinearity caused by the infimum—retaining the myopic feature is specific to the setup chosen here, and in particular its nonlinear i.i.d. property (in the sense of [6, 15]).

Under a compactness condition on \( \Theta \), we also show the existence of a worst-case model \( \hat{P} \in \mathfrak{P} \). This model is a Lévy law and the corresponding Lévy triplet \((\hat{b}, \hat{c}, \hat{F})\) is computed in semi-closed form. More precisely, our second main result yields a saddle point \((\hat{P}, \hat{\pi})\) for the problem (1.1) which may be seen as a two player zero-sum game. The strategy \( \hat{\pi} \) and the triplet \((\hat{b}, \hat{c}, \hat{F})\) are characterized as a saddle point of a deterministic function; cf. Theorem 2.5. The fact that \( \hat{P} \) is a Lévy model may be compared with option pricing in the Uncertain Volatility Model, where in general the worst-case model is a non-Lévy law unless the option is convex or concave.

Mathematically, our method of proof follows the local-to-global paradigm. That is, we first derive versions of our main results for a “local” optimization problem that plays the role of a Bellman-Isaacs operator. The passage to the global results is relatively direct in the logarithmic case, because the log investor is myopic in every model \( P \in \mathfrak{P} \). For the power utility, this fails and thus the optimal strategy and expected utility for a fixed \( P \) cannot be expressed in a simple way. However, we shall see that the worst case over all Lévy laws already corresponds to the worst case over all \( P \in \mathfrak{P} \). The key tool for this is a martingale argument; cf. Lemma 5.1.
Within the rich literature on the portfolio optimization problem, going back to [13, 23], the present paper follows a branch which focuses on obtaining explicit or semi-explicit expressions for optimal portfolios. Essentially, this is possible only for isoelastic utility functions; moreover, a tractable model for the stock prices is required. While [13] provides the closed-form solution in the classical Black–Scholes model, a semi-explicit optimizer is still available for exponential Lévy processes; see, e.g., [8, 17]. Semi-explicit solutions are also available for certain stochastic volatility models such as Heston’s; see, e.g., [9, 26], among many others. The main merit of these solutions is to yield insight into how the presence of a specific phenomenon, such as stochastic volatility or jumps, may influence the choice of an investment strategy in comparison to more classical models. Here, our purpose is to study specifically the influence of model uncertainty.

Much of the literature on robust utility maximization in mathematical finance, starting with [22, 24], assumes that the set \( \mathcal{P} \) of models is dominated by a reference measure \( \mathcal{P}_* \). This assumption leads to a setting where volatilities and jump sizes are perfectly known, only drifts may be uncertain. By contrast, we are interested in uncertainty about all these three components, so that \( \mathcal{P} \) is nondominated. In general, the existence of optimal portfolios is known only in discrete time [19]; however, [4] establishes a minimax result and the existence of a worst-case measure in a setup where prices have continuous paths and the utility function is bounded. Continuous-time models with jumps have not been studied in the extant literature.

The early contribution [27] studies a class of related model risk management problems and shows that the lower value function (inf sup) solves a nonlinear PDE (these problems, however, do not admit a saddle point in general). In a setting closer to ours but again without jumps, [12] obtains existence in a problem where \( U \) is an isoelastic utility function, volatility is uncertain (within an interval) but the drift is known, by considering an associated second order backward stochastic differential equation. On the other hand, [28] studies the Hamilton–Jacobi–Bellman–Isaacs PDE related to the robust utility maximization problem in a diffusion model with a non-tradable factor and miss-specified drift and volatility coefficients for the traded asset; here a saddle point can be found after a randomization. A model with several uncorrelated stocks, where drift, interest rate and volatility are uncertain within a specific parametrization, is considered in [11]. A saddle point is found and analyzed, again by dynamic programming arguments. Recently, [2] also constructs a saddle point in a setting where the uncertainty in the drift may depend on the realization of the volatility in a specific way. Finally, [5] considers a stochastic volatility model with uncertain correla-
tion (but known drift) and describes an asymptotic closed-form solution. In the present paper, our main contribution is to exhibit and solve a problem that includes uncertainty about fairly general models while remaining very tractable.

The remainder of this paper is organized as follows. In Section 2, we specify our model and the optimization problem in detail, and we state our main results. Section 3 contains the analysis of the local optimization problem. In Section 4, we give the proofs of the main results for the logarithmic utility, whereas Section 5 presents the proofs for power utility.

2 The Optimization Problem

2.1 Setup for Model Uncertainty

We fix the dimension $d \in \mathbb{N}$ and let $\Omega = D_0(\mathbb{R}_+, \mathbb{R}^d)$ be the space of all càdlàg paths $\omega = (\omega_t)_{t \geq 0}$ starting at $0 \in \mathbb{R}^d$. We equip $\Omega$ with the Skorohod topology and the corresponding Borel $\sigma$-field $\mathcal{F}$. Moreover, we denote by $X = (X_t)_{t \geq 0}$ the canonical process $X_t(\omega) = \omega_t$, by $\mathcal{F} = (\mathcal{F}_t)_{t \geq 0}$ the (raw) filtration generated by $X$, and by $\mathfrak{P}(\Omega)$ the Polish space of all probability measures on $\Omega$. We also fix the time horizon $T \in (0, \infty)$.

The uncertainty about drift, volatility and jumps is parametrized by a nonempty set

$\Theta \subseteq \mathbb{R}^d \times \mathbb{S}_+^d \times \mathcal{L}$,

where $\mathcal{L}$ is the set of Lévy measures; i.e., the set of all measures $F$ on $\mathbb{R}^d$ that satisfy $\int_{\mathbb{R}^d} |z|^2 \wedge 1 F(dz) < \infty$ and $F(\{0\}) = 0$. We write

$\mathcal{L}_\Theta = \{ F \in \mathcal{L} \mid (b, c, F) \in \Theta \}$

for the projection of $\Theta$ onto $\mathcal{L}$. The class of models to be considered is represented by the set $\mathfrak{P}$ of semimartingale laws such that the differential characteristics of the canonical process $X$ take values in $\Theta$. More precisely, let

$\mathfrak{P}_{sem} = \{ P \in \mathfrak{P}(\Omega) \mid X$ is a semimartingale on $(\Omega, \mathcal{F}, \mathcal{F}, P) \}$

be the set of all semimartingale laws, denote by $(B_P^P, C_P^P, \nu_P^P)$ the predicable characteristics of $X$ under $P$ with respect to a fixed truncation function $h$, and let

$\mathfrak{P}_{sem}^{ac} = \{ P \in \mathfrak{P}_{sem} \mid (B_P^P, C_P^P, \nu_P^P) \ll dt, P$-a.s. $\}$

be the set of semimartingale laws with absolutely continuous characteristics (with respect to the Lebesgue measure $dt$). Given such a triplet...
the corresponding derivatives (defined $dt$-a.e.) are called the
differential characteristics of $X$ and denoted by $(b^P, c^P, F^P)$. Our set $\mathcal{P}$ of
possible laws is then given by

$$\mathcal{P} = \{ P \in \mathcal{P}_{\text{sem}} \mid (b^P, c^P, F^P) \in \Theta, P \otimes dt$-a.e. \}.$$

The canonical process $X$, considered under the set $\mathcal{P}$, can be seen as a
nonlinear Lévy process in the sense of [15]. Finally, let us denote by

$$\mathcal{P}_L = \{ P \in \mathcal{P} \mid X \text{ is a Lévy process under } P \}$$

the set of all Lévy laws in $\mathcal{P}$. Thus, there is a one-to-one correspondence
between $\mathcal{P}_L$ and the set $\Theta$ of Lévy triplets, whereas the set $\mathcal{P}$ is in general
much larger than $\mathcal{P}_L$.

### 2.2 Utility and Constraints

To model the preferences of the investor, we consider the logarithmic and
the power utility functions on $(0, \infty)$; i.e.,

$$U(x) = \log(x) \quad \text{and} \quad U(x) = \frac{1}{p} x^p \, \text{ for } p \in (-\infty, 0) \cup (0, 1).$$

As usual, we set $U(0) := \lim_{x \to 0} U(x)$ and $U(\infty) := \lim_{x \to \infty} U(x)$.

Our investor is endowed with a deterministic initial capital $x_0 > 0$ and
chooses a trading strategy $\pi$; that is, a predictable $\mathbb{R}^d$-valued process which
is $X$-integrable under all $P \in \mathcal{P}$. Here the canonical process $X$ represents
the returns of the (discounted) stock prices and thus the $i$th component of $\pi$
is interpreted as the proportion of current wealth invested in the $i$th stock.
Under any $P \in \mathcal{P}$, the corresponding wealth process $W^\pi$ is given by the
stochastic exponential

$$W^\pi = x_0 \mathcal{E} \left( \int \pi dX \right).$$

The portfolio is subject to a no-bankruptcy constraint that can be described
by the set of natural constraints,

$$\mathcal{C}^0 := \bigcap_{\mathcal{L} \in \mathcal{L}_0} \{ y \in \mathbb{R}^d \mid F[z \in \mathbb{R}^d \mid y^\top z < -1] = 0 \}.$$

Indeed, a strategy $\pi$ with values in $\mathcal{C}^0$ satisfies $\pi^\top \Delta X \geq -1$ $P$-a.s. for all
$P \in \mathcal{P}$ and this is in turn equivalent to $W^\pi \geq 0$ $P$-a.s. for all $P \in \mathcal{P}$. For
later use, we note that $C^0$ is a closed, convex subset of $\mathbb{R}^d$ that contains the origin.

In addition to the natural constraints, we may impose further constraints such as no-shortselling on the investor. These constraints are modeled by an arbitrary closed, convex set $C \subseteq \mathbb{R}^d$ containing the origin.

The set $\mathcal{A}$ of admissible strategies is the collection of all strategies $\pi$ such that $\pi(\omega) \in C \cap C^0$ for all $(\omega, t) \in [0, T]$ and $U(W^T_\pi) > -\infty$ $P$-a.s. for all $P \in \mathfrak{F}$. The second condition is for notational convenience: if $U(W^T_\pi) = -\infty$ with positive probability for some $P \in \mathfrak{F}$, then $\pi$ is not relevant for our optimization problem. Note that nothing is being excluded for the power utility with $p \in (0, 1)$, whereas in the other cases we have $U(0) = -\infty$ and thus $\pi \in \mathcal{A}$ implies $W^T > 0$ $P$-a.s. for all $P \in \mathfrak{F}$; cf. [7, Theorem I.4.61, p. 59]. The value function of our robust utility maximization problem is

$$
u(x_0) := \sup_{\pi \in \mathcal{A}} \inf_{P \in \mathfrak{F}} E^P[U(W^T_\pi)].$$

(2.1)

Here and below, we define the expectation for any measurable function with values in $\mathbb{R} = [-\infty, \infty]$, using the convention $\infty - \infty = -\infty$. We say that the robust utility maximization problem is finite if $\nu(x_0) < \infty$. Under this condition, we call $\pi \in \mathcal{A}$ optimal if it attains the supremum in (2.1).

### 2.3 Main Results

We recall that $U$ stands for either $U(x) = \log(x)$ or $U(x) = \frac{1}{p} x^p$ with $p \in (-\infty, 0) \cup (0, 1)$. For convenience of notation, $p = 0$ will refer to the logarithmic case in what follows. The subsequent conditions are in force for the remainder of the paper.

**Assumption 2.1.**

(i) The set $C \cap C^0 \subseteq \mathbb{R}^d$ is compact.

(ii) The set $\Theta \subseteq \mathbb{R}^d \times \mathbb{S}^d_+ \times \mathcal{L}$ is convex and satisfies $K < \infty$, where

$$K := \sup_{(b,c,F) \in \Theta} \begin{cases} |b| + |c| + \int |z|^2 \wedge \log(1 + |z|) F(dz) & \text{if } p = 0, \\
|b| + |c| + \int |z|^2 \wedge |z|^{p(1+\varepsilon)} F(dz) & \text{if } p \in (0, 1), \\
|b| + |c| + \int |z|^2 \wedge 1 F(dz) & \text{if } p < 0. \end{cases}$$

In the case $p \in (0, 1)$, we have fixed an arbitrarily small constant $\varepsilon > 0$ in the above definition of $K$. 
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Remark 2.2. (i) The compactness assumption on $\mathcal{C} \cap \mathcal{C}^0$ is not very restrictive for the cases of our interest: in the presence of jumps, the set $\mathcal{C}^0$ is typically compact, and then the assumption holds even in the unconstrained case $\mathcal{C} = \mathbb{R}^d$. Indeed, let $d = 1$ for simplicity of notation. As soon as the jumps of $X$ are unbounded from above, for at least one $P \in \mathfrak{P}$, and not bounded away from $-1$, for at least one $P \in \mathfrak{P}$, then $\mathcal{C}^0 \subseteq [0, 1]$ and $\mathcal{C} \cap \mathcal{C}^0$ is necessarily compact.

The non-compact case can also be analyzed but leads to technical complications that are not of specific interest to our robust problem. These complications are well-studied in the classical case; cf. [10, 17].

(ii) The second condition in Assumption 2.1 will guarantee, in particular, the finiteness of the utility maximization problem. When $p < 0$, no specific Lévy triplet is excluded as any Lévy measure satisfies $\int |z|^2 \land 1 \, F(dz) < \infty$. When $p \geq 0$, a sufficient condition is that the Lévy process has integrable jumps, which is equivalent to $\int |z|^2 \land |z| \, F(dz) < \infty$.

Definition 2.3. Let $(b, c, F) \in \mathbb{R}^d \times \mathcal{S}_+^d \times \mathcal{L}_\Theta$. For $y \in \mathcal{C}^0$, we define

$$
g^{(b,c,F)}(y) := y^\top b + \frac{p - 1}{2} y^\top c y + \int_{\mathbb{R}^d} I_y(z) \, F(dz), \quad (2.2)$$

where

$$I_y(z) := \begin{cases} 
\log(1 + y^\top z) - y^\top h(z) & \text{if } p = 0, \\
p^{-1}(1 + y^\top z)^p - p^{-1} - y^\top h(z) & \text{if } p \neq 0.
\end{cases}$$

We shall see later that $g^{(b,c,F)}$ is a well-defined concave function with values in $[-\infty, \infty)$.

Our first main result states that an optimal strategy exists; moreover, it is given by a constant proportion that can be described in terms of the function $g$. We recall that Assumption 2.1 is in force.

Theorem 2.4 (Optimal Strategy).

(i) The robust utility maximization problem is finite and

$$\sup_{\pi \in \mathcal{A}} \inf_{P \in \mathfrak{P}} E^P[U(W_T^\pi)] = \inf_{P \in \mathfrak{P}} \sup_{\pi \in \mathcal{A}} E^P[U(W_T^\pi)]. \quad (2.3)$$

(ii) There exists an optimal strategy which is constant. More precisely, the finite-dimensional problem

$$\arg \max_{y \in \mathcal{C} \cap \mathcal{C}^0} \inf_{(b,c,F) \in \Theta} g^{(b,c,F)}(y)$$
has at least one solution. Any solution \( \hat{y} \), seen as constant process, is in \( \mathcal{A} \) and defines an optimal strategy; i.e.,

\[
\inf_{P \in \mathcal{P}} E^P[U(W_T^\hat{y})] = \sup_{\pi \in \mathcal{A}} \inf_{P \in \mathcal{P}} E^P[U(W_T^\pi)],
\]

and this value is equal to

\[
\begin{cases}
  \log(x_0) + T \inf_{(b,c,F) \in \Theta} g^{(b,c,F)}(\hat{y}) & \text{if } p = 0, \\
  \frac{1}{p} x_0^p \exp\left(pT \inf_{(b,c,F) \in \Theta} g^{(b,c,F)}(\hat{y})\right) & \text{if } p \neq 0.
\end{cases}
\]

(iii) Conversely, any constant optimal strategy \( \tilde{\pi} \in \mathcal{A} \) is an element of

\[
\arg \max_{y \in \mathcal{C} \cap \mathcal{C}_0} \inf_{(b,c,F) \in \Theta} g^{(b,c,F)}(y).
\]

The robust utility maximization problem can be seen as a two player zero-sum game. Indeed, the minimax identity (2.3) then states the existence of the value. Our second main result is a saddle point analysis of the game. For reference, let us recall that a point \((\hat{x}, \hat{y}) \in \mathcal{X} \times \mathcal{Y}\) in some product set is called a saddle point of the function \( f : \mathcal{X} \times \mathcal{Y} \to [-\infty, \infty] \) if

\[
f(\hat{x}, \hat{y}) \leq f(x, \hat{y}) \leq f(x, \hat{y}) \leq f(x, y) \quad \text{for all} \quad x \in \mathcal{X}, y \in \mathcal{Y}.
\]

Thus, \( \hat{x} \) is the optimal response when the second player chooses \( \hat{y} \), and vice versa. This is equivalent to the three assertions

(i) \( \sup_{y \in \mathcal{Y}} f(\hat{x}, y) = \inf_{x \in \mathcal{X}} \sup_{y \in \mathcal{Y}} f(x, y) \),

(ii) \( \inf_{x \in \mathcal{X}} f(x, \hat{y}) = \sup_{y \in \mathcal{Y}} \inf_{x \in \mathcal{X}} f(x, y) \),

(iii) \( \sup_{y \in \mathcal{Y}} \inf_{x \in \mathcal{X}} f(x, y) = \inf_{x \in \mathcal{X}} \sup_{y \in \mathcal{Y}} f(x, y) \);

that is, \( \hat{x} \) and \( \hat{y} \) solve the respective robust optimization problems, and the minimax identity holds.

To provide a saddle point analysis of the game, we need to introduce a topology on the set \( \Theta \). Recall first that the space \( \mathcal{M}_f \) of all finite measures on \( \mathbb{R}^d \) is a Polish space under a metric \( d_{\mathcal{M}_f} \) which induces the weak convergence relative to \( C_b(\mathbb{R}^d) \); cf. [3, Theorem 8.9.4, p. 213]. This topology is the natural extension of the more customary weak convergence of probability measures. With any Lévy measure \( \mu \in \mathcal{L} \) we can associate the finite measure

\[
A \mapsto \int_A |x|^2 \wedge 1 \mu(dx), \quad A \in \mathcal{B}(\mathbb{R}^d),
\]
denoted by $|x|^2 \land 1.\mu$. We can now define a metric $d_L$ via
\[
d_L(\mu, \nu) = d_{\mathbb{R}^1}(|x|^2 \land 1.\mu, |x|^2 \land 1.\nu), \quad \mu, \nu \in \mathcal{L},
\]
and then $(\mathcal{L}, d_L)$ is a separable metric space; cf. [14, Lemma 2.3]. Moreover, the following version of Prohorov’s theorem holds: a set $\mathcal{S} \subseteq \mathcal{L}$ is relatively compact if and only if

(i) $\sup_{F \in \mathcal{S}} \int_{\mathbb{R}^d} |z|^2 \land 1 F(\,dz) < \infty$ and

(ii) for any $\delta > 0$ there exists a compact set $K_\delta \subseteq \mathbb{R}^d$ such that
\[
\sup_{F \in \mathcal{S}} \int_{K_\delta^c} |z|^2 \land 1 F(\,dz) \leq \delta.
\]

This is a consequence of [21, Theorem 1.12].

Having defined a topology on $\mathcal{L}$, we can equip $\mathbb{R}^d \times \mathbb{S}^d_+ \times \mathcal{L}$ with the corresponding product topology and state our second main result; recall that $\mathfrak{P}_L$ denotes the set of all Lévy laws in $\mathfrak{P}$.

**Theorem 2.5 (Saddle Point).** Let $\Theta \subseteq \mathbb{R}^d \times \mathbb{S}^d_+ \times \mathcal{L}$ be compact.

(i) The function $(P, \pi) \mapsto E^P[U(W_T^\pi)]$ has a saddle point on $\mathfrak{P} \times \mathcal{A}$.

More precisely, the function $g^{(b, c, F)}(y)$ defined in (2.2) has a saddle point on $\Theta \times \mathcal{C} \cap \mathcal{C}_0^0$. If $((b, c, F), \check{y})$ is any such saddle point and $\check{P} \in \mathfrak{P}_L$ denotes the Lévy law with triplet $(b, c, F)$, then $\check{y} \in \mathcal{A}$ and $(\check{P}, \check{y})$ is a saddle point of $(P, \pi) \mapsto E^P[U(W_T^\pi)]$ on $\mathfrak{P} \times \mathcal{A}$, and its value is
\[
E^{\check{P}}[U(W_T^\check{y})] = \begin{cases} 
\log(x_0) + T g^{(b, c, F)}(\check{y}) & \text{if } p = 0, \\
\frac{1}{p^x_0} \exp(p T g^{(b, c, F)}(\check{y})) & \text{if } p \neq 0.
\end{cases}
\]

(ii) Conversely, if $(\check{P}, \check{\pi})$ is a saddle point of $(P, \pi) \mapsto E^P[U(W_T^\pi)]$ on $\mathfrak{P} \times \mathcal{A}$, and $\check{P} \in \mathfrak{P}_L$ and $\check{\pi}$ is constant, then $((b, c, F), \check{\pi})$ is a saddle point of the function $g^{(b, c, F)}(y)$ on $\Theta \times \mathcal{C} \cap \mathcal{C}_0^0$, where $(b, c, F)$ is the Lévy triplet of $\check{P}$.

We remark that the worst-case model $\check{P}$ is not unique in any meaningful way. For instance, if $\mathcal{C} = [0, 1]$ and $\Theta \subseteq \mathbb{R}_- \times [0, \infty) \times \{0\}$, then $(P, 0)$ is a saddle point for any $P \in \mathfrak{P}_L$. On the other hand, $\check{\pi}$ is unique in the sense that $W^\pi$ is uniquely determined $P$-a.s.
Remark 2.6. We may compare the situation of uncertainty over the set $\mathcal{P}$ of semimartingale laws and the (much smaller) set $\mathcal{P}_L$ of Lévy laws. It follows from the proofs below that the value function, the optimal strategies and the saddle points in the main results are the same in both cases. This is in contrast, for example, to the situation of option pricing in the Uncertain Volatility Model, where the worst-case can be a non-Lévy law.

3 The Local Analysis

In this section we analyze the function $g^{(b,c,F)}$ defined in (2.2); the results will be fundamental for the proofs of our main theorems. We set

$$g(y) := \inf_{(b,c,F) \in \Theta} g^{(b,c,F)}(y), \quad y \in \mathcal{C}^0$$

and recall that Assumption 2.1 is in force.

Lemma 3.1. Let $\theta = (b,c,F) \in \mathbb{R}^d \times \mathbb{S}^d_+ \times \mathcal{L}_\Theta$. The function $g^\theta$ of (2.2) is well-defined, proper, concave and upper semicontinuous on $\mathcal{C}^0$, with values in $[-\infty, \infty)$. The same holds for the function $g$ of (3.1). As a consequence, $g^\theta$ and $g$ attain their maxima on $\mathcal{C} \cap \mathcal{C}^0$.

Proof. The first assertion follows directly from Assumption 2.1 and the literature on classical utility maximization; cf. [10, Section 5.1, p.182] for $p = 0$ and [17, Lemma 5.3] for $p \neq 0$. The remaining assertions are direct consequences. \hfill $\Box$

It will be useful to avoid the singularity of $g^{(b,c,F)}$ by considering the closed, convex sets

$$\mathcal{C}^0_n := \bigcap_{F \in \mathcal{L}_\Theta} \{ y \in \mathbb{R}^d \mid F[z \in \mathbb{R}^d \mid y^\top z < -1 + \frac{1}{n}] = 0 \} \subseteq \mathcal{C}^0$$

for $n \in \mathbb{N}$. We have the following approximation result.

Lemma 3.2. Let $\theta \in \mathbb{R}^d \times \mathbb{S}^d_+ \times \mathcal{L}_\Theta$ and let $\hat{y}^\theta_n$ be a maximizer of $y \mapsto g^\theta(y)$ on $\mathcal{C} \cap \mathcal{C}^0$; then

$$\sup_{y \in \mathcal{C} \cap \mathcal{C}^0} g^\theta(y) = \lim_{n \to \infty} \sup_{y \in \mathcal{C} \cap \mathcal{C}^0_n} g^\theta(y) = \lim_{n \to \infty} g^\theta(\hat{y}^\theta_n) \quad \text{for} \quad \hat{y}^\theta_n := (1 - \frac{1}{n})\hat{y}^\theta.$$

Similarly, let $\hat{y}$ be a maximizer of $y \mapsto g(y)$ on $\mathcal{C} \cap \mathcal{C}^0$; then

$$\sup_{y \in \mathcal{C} \cap \mathcal{C}^0} g(y) = \lim_{n \to \infty} \sup_{y \in \mathcal{C} \cap \mathcal{C}^0_n} g(y) = \lim_{n \to \infty} g(\hat{y}_n) \quad \text{for} \quad \hat{y}_n := (1 - \frac{1}{n})\hat{y}.$$
Proof. Since $C$ is convex and contains the origin, $\hat{y}_n^\theta \in C \cap C_0^0$. Moreover,

$$\sup_{y \in C \cap C_0^0} g_\theta(y) \geq \lim_{n \to \infty} \sup_{y \in C \cap C_0^0} g_\theta(y) \geq \limsup_{n \to \infty} g_\theta(\hat{y}_n^\theta)$$

as $C_n^0 \subseteq C_{n+1}^0 \subseteq C^0$. For the converse inequality, note that $g_\theta$ is concave and $g_\theta(0) = 0$, so that

$$g_\theta(\hat{y}_n^\theta) = g_\theta((1 - \frac{1}{n}) \hat{y}^\theta) \geq (1 - \frac{1}{n}) g_\theta(\hat{y}^\theta).$$

Thus, we conclude that

$$\liminf_{n \to \infty} g_\theta(\hat{y}_n^\theta) \geq g_\theta(\hat{y}^\theta) = \sup_{y \in C \cap C_0^0} g_\theta(y)$$

and the first claim follows. The proof of the second claim is analogous. □

Lemma 3.3. The map $\theta \mapsto \sup_{y \in C \cap C_0^0} g_\theta(y)$ is real-valued and lower semicontinuous on $\Theta$.

Proof. We note that $\sup_{y \in C \cap C_0^0} g_\theta(y) > -\infty$ as $0 \in C \cap C_0^0$. On the other hand, the two conditions in Assumption 2.1 yield that $\sup_{y \in C \cap C_0^0} g_\theta(y) < \infty$.

We turn to the semicontinuity. Without loss of generality, we may assume that the truncation function $h$ is continuous; cf. [7, Proposition 2.24, p.81]. Using the form of $g_\theta$ and the compactness of $C \cap C_0^0$, it suffices to show that for fixed $(b, c) \in \mathbb{R}^d \times S_+^d$, the map

$$F \mapsto g(F) := \sup_{y \in C \cap C_0^0} g^{(b,c,F)}(y)$$

is lower semicontinuous on $L_\Theta$. Consider the map

$$F \mapsto g_n(F) := \sup_{y \in C \cap C_n^0} g^{(b,c,F)}(y)$$

for $n \in \mathbb{N}$. We deduce from Lemma 3.2 that $g_n(F)$ increases to $g(F)$ as $n \to \infty$. Therefore, it is sufficient to show that $g_n$ is lower semicontinuous for fixed $n$, and for this, in turn, it suffices to show that $F \mapsto g^{(b,c,F)}(y)$ is lower semicontinuous on $L_\Theta$ for fixed $y \in C \cap C_n^0$.

To see this, let

$$I_y(z) = \begin{cases} 
\log(1 + y^TZ) - y^TH(z) & \text{if } p = 0, \\
p^{-1}(1 + y^TZ)^p - p^{-1} - y^TH(z) & \text{if } p \neq 0 \end{cases}$$

for $y \in C \cap C_n^0$. Then, for fixed $y$, the map $z \mapsto I_y(z)$ is continuous on $\mathbb{R}^d$. Therefore, $F \mapsto g^{(b,c,F)}(y)$ is lower semicontinuous on $L_\Theta$, and the proof is complete. □
denote the integrand in the definition of \( g^{(b,c,F)}(y) \). Fix a continuous function \( \psi_n : \mathbb{R} \to [0,1] \) which satisfies \( \psi_n(u) = 1 \) for \( u \geq -1 + \frac{1}{n} \) and \( \psi_n(u) = 0 \) for \( u < -1 + \frac{1}{2n} \). As \( F[z \in \mathbb{R}^d | y^\top z < -1 + \frac{1}{n}] = 0 \) and \( \psi_n(y^\top z) = 1 \) on \( \{z \in \mathbb{R}^d | y^\top z \geq -1 + \frac{1}{n}\} \), we see that

\[
\int_{\mathbb{R}^d} I_y(z) F(dz) = \int_{\mathbb{R}^d} I_y(z) \psi_n(y^\top z) F(dz) = \int_{\mathbb{R}^d} I_{y,n}(z) F(dz),
\]

where we have set \( I_{y,n}(z) := I_y(z) \psi_n(y^\top z) \). Thus, it suffices to show that

\[ F \mapsto \int_{\mathbb{R}^d} I_{y,n}(z) F(dz) \]

is lower semicontinuous on \( \mathcal{L}_\Theta \). Let \( F^k \to F \) be a convergent sequence in \( \mathcal{L}_\Theta \). As \( h(z) = z \) in a neighborhood of 0 and by the property of \( \psi_n \),

\[ z \mapsto \frac{I_{y,n}(z)}{|z|^2 \wedge 1} \]

is continuous on \( \mathbb{R}^d \setminus \{0\} \) and uniformly bounded from below by a constant \( K \). Define on \( \mathbb{R}^d \) the function

\[ \tilde{I}_{y,n}(z) = \begin{cases} 
\frac{I_{y,n}(z)}{|z|^2 \wedge 1} & \text{if } z \neq 0, \\
K & \text{if } z = 0.
\end{cases} \]

By construction, \( z \mapsto \tilde{I}_{y,n}(z) \) is lower semicontinuous and uniformly bounded from below on \( \mathbb{R}^d \). Thus, there exist bounded continuous functions \( \tilde{I}_{m,n}(z) \) which increase to \( \tilde{I}_{y,n}(z) \); cf. [1, Lemma 7.14, p.147]. For any \( F(dz) \in \mathcal{L} \), let \( \tilde{F}(dz) := |z|^2 \wedge 1 F(dz) \) be the finite measure \( A \mapsto \int_A |z|^2 \wedge 1 F(dz) \). By the definition of the topology on \( \mathcal{L} \), we have that \( F^k \to F \) if and only if \( \tilde{F}^k \to \tilde{F} \) in the sense of weak convergence. Using that \( F(\{0\}) = \tilde{F}(\{0\}) = 0 \) for any \( F \in \mathcal{L} \) and Fatou’s Lemma, we obtain that

\[
\liminf_{k \to \infty} \int_{\mathbb{R}^d} I_{y,n}(z) F^k(dz) = \liminf_{k \to \infty} \int_{\mathbb{R}^d} \tilde{I}_{y,n}(z) \tilde{F}^k(dz) \\
\geq \lim_{m \to \infty} \liminf_{k \to \infty} \int_{\mathbb{R}^d} \tilde{I}_{m,n}(z) \tilde{F}^k(dz) \\
= \lim_{m \to \infty} \int_{\mathbb{R}^d} \tilde{I}_{y,n}(z) \tilde{F}(dz) \\
\geq \int_{\mathbb{R}^d} \tilde{I}_{y,n}(z) \tilde{F}(dz) \\
= \int_{\mathbb{R}^d} I_{y,n}(z) F(dz).
\]

This completes the proof. \( \square \)
We can now show the relevant properties of the function $g^\theta(y)$ defined in (2.2).

**Proposition 3.4.** There exists $\hat{y} \in \mathcal{C} \cap \mathcal{C}^0$ such that

$$
\inf_{\theta \in \Theta} g^\theta(\hat{y}) = \sup_{y \in \mathcal{C} \cap \mathcal{C}^0} \inf_{\theta \in \Theta} g^\theta(y) = \inf_{\theta \in \Theta} \sup_{y \in \mathcal{C} \cap \mathcal{C}^0} g^\theta(y).
$$

If $\Theta \subseteq \mathbb{R}^d \times \mathbb{S}_+^d \times \mathcal{L}$ is compact, there exists $\hat{\theta} \in \Theta$ such that $(\hat{\theta}, \hat{y})$ is a saddle point for the function $g^\theta(y)$ on $\Theta \times \mathcal{C} \cap \mathcal{C}^0$.

**Proof.** Recall that $\mathcal{C} \cap \mathcal{C}^0$ and $\Theta$ are non-empty convex sets and that $\mathcal{C} \cap \mathcal{C}^0$ is compact. For fixed $\theta \in \Theta$, the function $y \mapsto g^\theta(y)$ is concave and upper semicontinuous (Lemma 3.1), whereas for fixed $y \in \mathcal{C} \cap \mathcal{C}^0$, the function $\theta \mapsto g^\theta(y)$ is convex. Thus, we deduce from Sion’s minimax theorem [25, Theorem 4.2] that

$$
\inf_{\theta \in \Theta} \sup_{y \in \mathcal{C} \cap \mathcal{C}^0} g^\theta(y) = \sup_{y \in \mathcal{C} \cap \mathcal{C}^0} \inf_{\theta \in \Theta} g^\theta(y).
$$

To be precise, we require an extension of that theorem to functions taking values in $[-\infty, \infty)$; see, e.g., [20, Appendix E.2]. As $y \mapsto \inf_{\theta \in \Theta} g^\theta(y)$ is upper semicontinuous (Lemma 3.1), we also obtain $\hat{y} \in \mathcal{C} \cap \mathcal{C}^0$ such that

$$
\inf_{\theta \in \Theta} g^\theta(\hat{y}) = \sup_{y \in \mathcal{C} \cap \mathcal{C}^0} \inf_{\theta \in \Theta} g^\theta(y).
$$

Assume that $\Theta$ is compact. Then, since $\theta \mapsto \sup_{y \in \mathcal{C} \cap \mathcal{C}^0} g^\theta(y)$ is lower semicontinuous (Lemma 3.3), there exists $\hat{\theta} \in \Theta$ such that

$$
\sup_{y \in \mathcal{C} \cap \mathcal{C}^0} g^{\hat{\theta}}(y) = \inf_{\theta \in \Theta} \sup_{y \in \mathcal{C} \cap \mathcal{C}^0} g^\theta(y).
$$

In view of the above minimax identity, $(\hat{\theta}, \hat{y})$ is a saddle point. \qed

**Remark 3.5.** For later use, we note that Proposition 3.4 also holds true with respect to $\mathcal{C} \cap \mathcal{C}_n^0$ instead of $\mathcal{C} \cap \mathcal{C}^0$. Indeed, we may apply the proposition to the modified constraint $\tilde{\mathcal{C}} = \mathcal{C} \cap \mathcal{C}_n^0$ instead of $\mathcal{C}$.

### 4 Proofs for Logarithmic Utility

In this section we focus on the logarithmic case $p = 0$ and prove Theorems 2.4 and 2.5. By scaling, we may assume that the initial capital is $x_0 = 1$, and
we recall that Assumption 2.1 is in force. Because the logarithmic utility turns out to be myopic under our specific setting of model uncertainty, the passage from the local results in the preceding section to the global ones is relatively direct.

**Lemma 4.1.** Let \( P \in \mathcal{P} \) have differential characteristics \( \theta^P = (b^P, c^P, F^P) \) and let \( \pi \in \mathcal{A} \). Then

\[
E^P[\log(W^\pi_T)] = E^P\left[ \int_0^T g^{\theta^P}(\pi_s) \, ds \right] \in [-\infty, \infty).
\]

**Proof.** Let \( \mu^X \) be the integer-valued random measure associated with the jumps of \( X \). Under \( P \), the stochastic integral \( \int \pi dX \) has the canonical representation

\[
\int_0^T \pi_s dX_s = M^c + M^d + \int_0^T \pi_s b^P_s \, ds + \int_0^T \pi_s dJ_s
\]

where \( M^c \) and \( M^d \) are continuous and purely discontinuous local martingales, respectively, and

\[
\langle M^c \rangle = \int_0^T \pi_s^\top c^P_s \pi_s \, ds,
\]

\[
[M^d] = \int_0^T \int_{\mathbb{R}^d} (\pi_s^\top h(z))^2 \mu^X(dz, ds),
\]

\[
J = \int_0^T \int_{\mathbb{R}^d} (z - h(z)) \mu^X(dz, ds);
\]

cf. [7, Theorem 2.34, p. 84] and [14, Proposition 2.2]. We claim that \( M^c \) and \( M^d \) are true martingales. Indeed, Jensen’s inequality and Assumption 2.1 imply that

\[
E^P\left[ \sup_{0 \leq u \leq T} |M^d_u| \right] \leq C E^P\left[ \int_0^T \int_{\mathbb{R}^d} |\pi_s|^2 |h(z)|^2 \mu^X(dz, ds) \right]^{1/2}
\]

\[
\leq C E^P\left[ \int_0^T \int_{\mathbb{R}^d} |z|^2 \wedge 1 F^P_s(dz) \, ds \right]^{1/2}
\]

\[
\leq CK^{1/2}T^{1/2}.
\]

for a constant \( C \). Thus, the Burkholder–Davis–Gundy inequalities yield

\[
E^P\left[ \sup_{0 \leq u \leq T} |M^d_u| \right] \leq C E^P\left[ ||M^d||_T^{1/2} \right] \leq CK^{1/2}T^{1/2}.
\]
Similarly, Assumption 2.1 also implies that

\[
E^P \left[ \sup_{0 \leq u \leq T} |M_c^u| \right] \leq C_K T^{1/2}
\]

and we conclude that \( M^c \) and \( M^d \) are true martingales. Recall that \( W^\pi > 0 \) and \( W^\pi > 0 \) \( P \)-a.s. since \( \pi \in \mathcal{A} \); cf. [7, Theorem I.4.61, p.59]. Thus, Itô’s formula yields that

\[
\log(W_T^\pi) = M_T^c + M_T^d + \int_0^T \pi_s^T b_s^P \, ds - \frac{1}{2} \int_0^T \pi_s^T c_s^P \pi_s \, ds \\
+ \int_0^T \int_{\mathbb{R}^d} \left[ \log(1 + \pi_s^T z) - \pi_s^T h(z) \right] \mu_X(dz, ds).
\]

In view of Assumption 2.1 and [7, Theorem II.1.8, p.66], taking expected values yields the result. \( \square \)

The next three lemmas constitute the proof of Theorem 2.4.

**Lemma 4.2.** Let \( \hat{y} \in \arg\max_{y \in \mathcal{C} \cap \mathcal{C}_0^*} \inf_{\theta \in \Theta} g^\theta(y) \). Then \( \hat{y} \), seen as a constant process, is an element of \( \mathcal{A} \).

**Proof.** We need to show that \( W^{\hat{y}} > 0 \) \( P \)-a.s. for all \( P \in \mathfrak{P} \), which by [7, Theorem I.4.61, p.59] is equivalent to \( \hat{y} \in \mathcal{C}_0^* \), where

\[
\mathcal{C}_0^* := \bigcap_{F \in \mathcal{L}_\Theta} \{ y \in \mathbb{R}^d \mid F[z \in \mathbb{R}^d \mid y^T z \leq -1] = 0 \}.
\]

Since \( 0 \in \mathcal{C} \cap \mathcal{C}_0 \) and \( g^\theta(0) = 0 \) for all \( \theta \in \Theta \), we have

\[
\inf_{\theta \in \Theta} g^\theta(\hat{y}) \geq \inf_{\theta \in \Theta} g^\theta(0) = 0
\]

and in particular \( g^\theta(\hat{y}) > -\infty \) for all \( \theta \in \Theta \). The claim now follows from the definition of \( g^\theta \). \( \square \)

**Lemma 4.3.** We have \( u(1) < \infty \). Any \( \hat{y} \in \arg\max_{y \in \mathcal{C} \cap \mathcal{C}_0^*} \inf_{\theta \in \Theta} g^\theta(y) \) satisfies

\[
\inf_{P \in \mathfrak{P}} E^P[\log(W_T^{\hat{y}})] = \sup_{\pi \in \mathcal{P}} \inf_{P \in \mathfrak{P}} E^P[\log(W_T^\pi)] = \inf_{P \in \mathfrak{P}} \sup_{\pi \in \mathcal{A}} E^P[\log(W_T^\pi)]
\]

and this value is given by \( T \inf_{\theta \in \Theta} g^\theta(\hat{y}) \).
Proof. Let $\pi \in A$ and let $\theta^P$ denote the differential characteristics of $P$. Using Lemma 4.1, we have that

$$\inf_{P \in \Psi} E^P[\log(W^\pi_T)] = \inf_{P \in \Psi} E^P \left[ \int_0^T g^{\theta^P}(\pi_s) \, ds \right]$$

$$\leq \inf_{P \in \Psi} E^P \left[ \int_0^T g^{\theta^P}(\pi_s) \, ds \right],$$

$$\leq \inf_{P \in \Psi} E^P \left[ \int_0^T \sup_{y \in C \cap C_0} g^{\theta^P}(y) \, ds \right]$$

$$= T \inf_{\theta \in \Theta} \sup_{y \in C \cap C_0} g^\theta(y). \quad (4.1)$$

By Proposition 3.4, we have

$$\inf_{\theta \in \Theta} \sup_{y \in C \cap C_0} g^\theta(y) = \inf_{\theta \in \Theta} g^\theta(\hat{y})$$

and thus

$$\inf_{P \in \Psi} E^P[\log(W^\pi_T)] \leq T \inf_{\theta \in \Theta} g^\theta(\hat{y})$$

$$= \inf_{P \in \Psi} E^P \left[ \int_0^T \inf_{\theta \in \Theta} g^\theta(\hat{y}) \, ds \right]$$

$$\leq \inf_{P \in \Psi} E^P \left[ \int_0^T g^{\theta^P}(\hat{y}) \, ds \right]$$

$$= \inf_{P \in \Psi} E^P[\log(W^\hat{y}_T)],$$

where Lemma 4.1 was again used. As $\pi \in A$ was arbitrary, we conclude that

$$\sup_{\pi \in A} \inf_{P \in \Psi} E^P[\log(W^\pi_T)] \leq T \inf_{\theta \in \Theta} g^\theta(\hat{y}) \leq \inf_{P \in \Psi} E^P[\log(W^\hat{y}_T)].$$

But then these inequalities must be equalities, as claimed. In particular, we have that $u(1) = T \inf_{\theta \in \Theta} g^\theta(\hat{y}) < \infty$; cf. Lemma 3.1.

It remains to prove the minimax identity. To this end, note that

$$T \inf_{\theta \in \Theta} \sup_{y \in C \cap C_0} g^\theta(y) = \inf_{P \in \Psi} E^P \left[ \int_0^T \sup_{y \in C \cap C_0} g^{\theta^P}(y) \, ds \right]$$

$$\geq \inf_{P \in \Psi} \sup_{\pi \in A} E^P \left[ \int_0^T g^{\theta^P}(\pi_s) \, ds \right]$$

$$\geq \inf_{P \in \Psi} \sup_{\pi \in A} E^P \left[ \int_0^T g^{\theta^P}(\pi_s) \, ds \right].$$
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Using also Proposition 3.4 and Lemma 4.1, we conclude that
\[
\sup_{\pi \in \mathcal{A}} \inf_{P \in \mathfrak{P}} E^P[\log(W_T^\pi)] = T \inf_{\theta \in \Theta} \sup_{y \in \mathcal{X}} g^\theta(y)
\geq \inf_{P \in \mathfrak{P}} \sup_{\pi \in \mathcal{A}} E^P\left[ \int_0^T g^\theta_s(\pi_s) \, ds \right]
= \inf_{P \in \mathfrak{P}} \sup_{\pi \in \mathcal{A}} E^P[\log(W_T^\pi)].
\]
The converse inequality is trivial, so the proof is complete. \(\square\)

It remains to prove the third assertion of Theorem 2.4.

**Lemma 4.4.** Any constant \(\tilde{\pi} \in \mathcal{A}\) satisfying
\[
\inf_{P \in \mathfrak{P}} E^P[\log(W_T^{\tilde{\pi}})] = \sup_{\pi \in \mathcal{A}} \inf_{P \in \mathfrak{P}} E^P[\log(W_T^\pi)] \tag{4.2}
\]
is an element of \(\arg\max_{y \in \mathcal{X} \cap \mathcal{C}_0} \inf_{\theta \in \Theta} g^\theta(y)\).

**Proof.** We deduce from Lemma 4.3, (4.1) and Proposition 3.4 that
\[
\inf_{P \in \mathfrak{P}} E^P[\log(W_T^{\tilde{\pi}})] \leq \inf_{P \in \mathfrak{P}_L} E^P[\log(W_T^{\tilde{\pi}})]
\leq T \sup_{y \in \mathcal{X} \cap \mathcal{C}_0} \inf_{\theta \in \Theta} g^\theta(y)
= \inf_{P \in \mathfrak{P}} E^P[\log(W_T^{\tilde{\pi}})].
\]
Thus, the above inequalities are in fact equalities; in particular,
\[
\inf_{P \in \mathfrak{P}_L} E^P[\log(W_T^{\tilde{\pi}})] = T \sup_{y \in \mathcal{X} \cap \mathcal{C}_0} \inf_{\theta \in \Theta} g^\theta(y).
\]
On the other hand, using Lemma 4.1 and the fact that \(\tilde{\pi} \in \mathcal{A}\) is constant,
\[
\inf_{P \in \mathfrak{P}_L} E^P[\log(W_T^{\tilde{\pi}})] = \inf_{P \in \mathfrak{P}_L} E^P\left[ \int_0^T g^\theta_s(\tilde{\pi}) \, ds \right] = T \inf_{\theta \in \Theta} g^\theta(\tilde{\pi}),
\]
so it follows that \(\tilde{\pi} \in \arg\max_{\mathcal{X} \cap \mathcal{C}_0} \inf_{\theta \in \Theta} g^\theta(y)\). \(\square\)

The remaining two lemmas constitute the proof of the saddle point result, Theorem 2.5.
Lemma 4.5. Assume that $\Theta$ is compact. Let $(\hat{\theta}, \hat{y}) \in \Theta \times \mathcal{C} \cap \mathcal{C}^0$ be a saddle point of the function $g^\theta(y)$ and let $\hat{P} \in \mathcal{P}_L$ be the Lévy law with triplet $\hat{\theta}$. Then $(\hat{P}, \hat{y}) \in \mathcal{P}_L \times \mathcal{A}$ is a saddle point of $(P, \pi) \mapsto E^P[\log(W^\pi_T)]$ on $\mathcal{P} \times \mathcal{A}$ and

$$\sup_{\pi \in \mathcal{A}} \inf_{P \in \mathcal{P}} E^P[\log(W^\pi_T)] = T g^\hat{\theta}(\hat{y}).$$

Proof. We recall that $\hat{y} \in \mathcal{A}$; cf. Lemma 4.2. Let $\pi \in \mathcal{A}$; then Lemma 4.1 yields that

$$E^\hat{P}[\log(W^\pi_T)] = E^\hat{P}\left[\int_0^T g^\hat{\theta}(\pi_s) \, ds\right] \leq T \sup_{y \in \mathcal{C} \cap \mathcal{C}^0} g^\theta(y).$$

Using the same lemma again, $T \sup_{y \in \mathcal{C} \cap \mathcal{C}^0} g^\hat{\theta}(\hat{y}) = T g^\hat{\theta}(\hat{y}) = E^\hat{P}[\log(W^\hat{y}_T)]$, and as $\pi \in \mathcal{A}$ was arbitrary, we deduce that

$$\inf_{P \in \mathcal{P}} \sup_{\pi \in \mathcal{A}} E^P[\log(W^\pi_T)] \leq \sup_{\pi \in \mathcal{A}} E^\hat{P}[\log(W^\pi_T)] \leq E^\hat{P}[\log(W^\hat{y}_T)]. \tag{4.3}$$

Since $(\hat{\theta}, \hat{y})$ is a saddle point of the function $g^\theta(y)$,

$$E^\hat{P}[\log(W^\hat{y}_T)] = T g^\hat{\theta}(\hat{y}) = T \inf_{\theta \in \Theta} g^\theta(\hat{y}).$$

Moreover, using Lemma 4.1, we have

$$T \inf_{\theta \in \Theta} g^\theta(\hat{y}) = \inf_{P \in \mathcal{P}} E^P\left[\int_0^T \inf_{\theta \in \Theta} g^\theta(\hat{y}) \, ds\right] \leq \inf_{P \in \mathcal{P}} E^P\left[\int_0^T g^{\theta_P}(\hat{y}) \, ds\right] \leq \inf_{P \in \mathcal{P}} E^P[\log(W^\hat{y}_T)].$$

Thus, we obtain that

$$E^\hat{P}[\log(W^\hat{y}_T)] \leq \inf_{P \in \mathcal{P}} E^P[\log(W^\hat{y}_T)] \leq \sup_{\pi \in \mathcal{A}} \inf_{P \in \mathcal{P}} E^P[\log(W^\pi_T)]. \tag{4.4}$$

It follows that the inequalities in (4.3) and (4.4) are in fact equalities, and the proof is complete. \qed

Lemma 4.6. Assume that $\Theta$ is compact and let $(\hat{P}, \hat{\pi})$ be a saddle point of $(P, \pi) \mapsto E^P[\log(W^\pi_T)]$ on $\mathcal{P} \times \mathcal{A}$ with $\hat{P} \in \mathcal{P}_L$ and $\hat{\pi}$ constant. Then $(\hat{\theta}, \hat{\pi})$ is a saddle point of the function $g^\theta(y)$ on $\Theta \times \mathcal{C} \cap \mathcal{C}^0$, where $\hat{\theta}$ is the Lévy triplet of $\hat{P}$.
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Proof. As \( \tilde{P} \in \mathcal{P}_L \), we have

\[
E^{\tilde{P}}[\log(W_T^\tilde{\pi})] = \inf_{P \in \mathcal{P}} E^P[\log(W_T^\pi)] \leq \inf_{P \in \mathcal{P}_L} E^P[\log(W_T^\pi)] \leq E^{\tilde{P}}[\log(W_T^\tilde{\pi})],
\]

which implies that the above inequalities are equalities. By Lemma 4.1, as \( \tilde{\pi} \) is constant, we obtain that

\[
T g^{\tilde{\theta}}(\tilde{\pi}) = E^{\tilde{P}}[\log(W_T^{\tilde{\pi}})] = \inf_{P \in \mathcal{P}_L} E^P[\log(W_T^{\pi})] = T \inf_{\theta \in \Theta} g^{\theta}(\tilde{\pi}). \tag{4.5}
\]

Recall from the proof of Lemma 4.2 that a constant process \( y \) is in \( \mathcal{A} \) if and only if \( y \in \mathcal{C} \cap \mathcal{C}^0 \). As \( (\tilde{P}, \tilde{\pi}) \) is a saddle point, we deduce that

\[
E^{\tilde{P}}[\log(W_T^{\tilde{\pi}})] = \sup_{\pi \in \mathcal{A}} E^{\tilde{P}}[\log(W_T^{\pi})] = \sup_{\pi \in \mathcal{A}} E^{\tilde{P}} \left[ \int_0^T g^{\tilde{\theta}}(\pi_s) \, ds \right] \geq \sup_{y \in \mathcal{C} \cap \mathcal{C}^0, *} E^{\tilde{P}} \left[ \int_0^T g^{\tilde{\theta}}(y) \, ds \right] \geq E^{\tilde{P}} \left[ \int_0^T g^{\tilde{\theta}}(\tilde{\pi}) \, ds \right] = E^{\tilde{P}}[\log(W_T^{\tilde{\pi}})].
\]

Therefore, again, the above inequalities are in fact equalities. In particular,

\[
T g^{\tilde{\theta}}(\tilde{\pi}) = E^{\tilde{P}}[\log(W_T^{\tilde{\pi}})] = \sup_{y \in \mathcal{C} \cap \mathcal{C}^0, *} E^{\tilde{P}} \left[ \int_0^T g^{\tilde{\theta}}(y) \, ds \right] = T \sup_{y \in \mathcal{C} \cap \mathcal{C}^0, *} g^{\tilde{\theta}}(y),
\]

and in the last expression we may replace \( \mathcal{C} \cap \mathcal{C}^0, * \) by its closure \( \mathcal{C} \cap \mathcal{C}^0 \) since \( g^{\tilde{\theta}} \) is concave and proper. Together with (4.5), this shows that \( (\tilde{\theta}, \tilde{\pi}) \) is a saddle point of the function \( g^{\theta}(y) \).

\[
\] 5 Proofs for Power Utility

In this section, we focus on the case \( U(x) = \frac{1}{p} x^p \), where \( p \in (-\infty, 0) \cup (0, 1) \). We recall that Assumption 2.1 is in force and that the initial capital is \( x_0 = 1 \), without loss of generality.

The arguments for power utility are less direct than in the logarithmic case, because the power utility investor is typically not myopic. Thus, the optimal strategy and expected utility for a fixed \( P \) cannot be expressed by the corresponding function \( g^{\theta} \) (see [16, 18] for the structure in the general case). However, the power utility problem remains tractable when \( P \) is a
Lévy law, and we shall see that the worst case over all Lévy laws \( P \in \mathfrak{P}_L \) already corresponds to the worst case over all \( P \in \mathfrak{P} \). The crucial tool to prove that is a martingale argument, contained in Lemma 5.1 below.

For some of the arguments we need to avoid the singularity of \( U \) at zero and the corresponding singularity of \( g \) at the boundary of \( \mathcal{C}^0 \). To this end, recall that

\[
\mathcal{C}^0 = \bigcap_{F \in \mathcal{E}_\omega} \left\{ y \in \mathbb{R}^d \left| F[z \in \mathbb{R}^d | y^\top z < -1 + \frac{1}{n}] = 0 \right. \right\} \subseteq \mathcal{C}^0
\]

for \( n \in \mathbb{N} \) and define \( \mathcal{A}_n \) as the set of all predictable processes \( \pi \) such that \( \pi_t(\omega) \in \mathcal{C} \cap \mathcal{C}^0_n \) for all \((\omega, t) \in [0, T]\). This implies that \( W^\pi > 0 \) \( P \)-a.s. for all \( P \in \mathfrak{P} \) and in particular \( \pi \in \mathcal{A} \).

Lemma 5.1. Let \( P \in \mathfrak{P} \) and let \( \theta^P = (b^P, c^P, F^P) \) be the corresponding differential characteristics. If \( \pi \in \mathcal{A}_n \) for some \( n \in \mathbb{N} \), then

\[
M_t := \frac{(W^\pi_t)^p}{\exp \left( p \int_0^t g^{\theta^P}(\pi_s) \, ds \right)}
\]

is real-valued and \( M = (M_t)_{t \leq T} \) is a martingale with unit expectation.

If \( P \in \mathfrak{P}_L \) and \( \pi \in \mathcal{E} \cap \mathcal{C}^0 \) is constant, then

\[
E^P[U(W^\pi_T)] = \frac{1}{p \exp \left( p T g^{\theta^P}(\pi) \right)} \in [-\infty, \infty). \quad (5.1)
\]

Proof. Let \( \pi \in \mathcal{A}_n \); then the function \( g^{\theta^P}(\pi_s) \) and its integral are finite. Moreover, both \( W^\pi \) and \( W^\pi_\pi \) are strictly positive; cf. [7, Theorem I.4.61, p. 59]. Thus, the process \( M \) is a semimartingale with values in \((0, \infty)\). In particular, its drift rate

\[
a^M := b^M + \int (z - h(z)) F^M(dz)
\]

is well-defined with values in \((-\infty, \infty)\); cf. [18, Remark 2.3]. Moreover, \( M \) is a \( \sigma \)-martingale and true supermartingale as soon as \( a^M = 0 \); see, e.g., [18, Lemma 2.4].

Set \( (b, c, F) = (b^P, c^P, F^P) \) and \( Y = (W^\pi)^p \). An application of Itô’s formula shows that the drift rate \( a^Y \) of \( Y \) satisfies

\[
a^Y \frac{Y}{Y_-} = p\pi^\top b + p(p-1)\pi^\top c\pi + \int \left[ (1 + \pi^\top z)^p - 1 - p\pi^\top h(z) \right] F(dz)
\]

\[
= pg^{\theta}(\pi).
\]
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See, e.g., [18, Lemma 3.4] for a similar calculation. Noting that the process $G_t = \exp(\int_0^t g^{\theta_s}(\pi_s) \, ds)$ is continuous and of finite variation, we have

$$dM = G^{-1} dY + Y_* d(G^{-1}) = G^{-1} dY - Y_* G^{-1} p g^\theta(\pi) \, dt$$

and it follows that $a^M = G^{-1} a^Y - Y_* G^{-1} p g^\theta(\pi) = 0$. As a result, $M$ is a σ-martingale and a supermartingale. To establish that $M$ is a true martingale, it remains to show that $M$ is of class (D).

Consider first the case $p \in (0, 1)$. Let $\varepsilon > 0$ be as in Assumption 2.1 and let $\tau \leq T$ be a stopping time; we estimate

$$E[|M_\tau|^{1+\varepsilon}] = E\left[\frac{(W^\pi_\tau)^p(1+\varepsilon)}{\exp(p(1+\varepsilon) \int_0^\tau g^{\theta_s}(\pi_s) \, ds)}\right].$$

Set $\tilde{p} := p(1+\varepsilon)$ and let $g^\theta(\tilde{p}, \pi)$ be defined like $g^\theta(\pi)$ but with $p$ replaced by $\tilde{p}$. Using the supermartingale property of $M$ with respect to $\tilde{p}$ (which holds by the same arguments), we obtain that

$$E\left[\frac{(W^\pi_\tau)^{\tilde{p}}}{\exp(\tilde{p} \int_0^\tau g^{\theta_s}(\tilde{p}, \pi_s) \, ds)} \cdot \frac{\exp(\tilde{p} \int_0^\tau g^{\theta_s}(\tilde{p}, \pi_s) \, ds)}{\exp(\tilde{p} \int_0^\tau g^{\theta_s}(\pi_s) \, ds)}\right] \leq \frac{\exp(\tilde{p}TC_1 \sup_{(b,c,F)\in\Theta} \{|b| + \frac{|p-1|}{2} |c| + \int |z|^2 \wedge |z|^{\tilde{p}} F(dz)\})}{\exp(-\tilde{p}TC_2 \sup_{(b,c,F)\in\Theta} \{|b| + \frac{|p-1|}{2} |c| + \int |z|^2 \wedge |z|^{\tilde{p}} F(dz)\})}$$

where $C_1, C_2$ are finite constants depending only on $p, \tilde{p}$ and the diameter of $\mathcal{E} \cap \mathcal{E}^0$. The last line is finite due to Assumption 2.1 and does not depend on $\tau$. We have shown that

$$\sup_{\tau \leq T} E[|M_\tau|^{1+\varepsilon}] < \infty,$$

so the de la Vallée-Poussin theorem implies that $M$ is of class (D) and in particular a true martingale.

For the case $p < 0$, choose an arbitrary $\varepsilon > 0$ and recall that $\pi \in \mathcal{A}_n$. A similar estimate as above holds for $\tilde{p} = p(1+\varepsilon) < 0$, except that the signs are reversed, the constants $C_1, C_2$ now depend on the fixed $n$, and $|z|^2 \wedge |z|^{\tilde{p}}, |z|^2 \wedge |z|^{\tilde{p}}$ are replaced by $|z|^2 \wedge 1$. The conclusion remains the same.

Finally, let $P \in \mathfrak{P}_L$ and let $\pi \in \mathcal{E} \cap \mathcal{E}^0$ be constant. We observe that $g^\theta(\pi) \in [-\infty, \infty)$, and the value $-\infty$ can occur only if $p < 0$. If $g^\theta(\pi)$ is finite
and $W^\pi > 0$ $P$-a.s., the above arguments still apply and the identity (5.1) follows.

Let $p \in (0, 1)$. We have just seen that (5.1) holds when $\pi \in A_n$, and then the general case follows by passing to the limit on both sides; cf. Lemma 5.5 below.

Let $p < 0$. If $P[W^\pi_T = 0] > 0$, then $F[z \in \mathbb{R}^d | y^\top z = -1] > 0$ and both sides of (5.1) equal $-\infty$. If $W^\pi > 0$ $P$-a.s. but $g^\theta(\pi) = -\infty$, we need to argue that $E^P[Y_T] = \infty$ for $Y = (W^\pi)^p$. Suppose that $E^P[Y_T] < \infty$. Then as $Y$ is the exponential of a Lévy process [8, Lemma 4.2], $Y$ is of class (D) on $[0, T]$ and a special semimartingale [8, Lemma 4.4]. In particular, its drift rate $a^- = Y - pg^\theta(\pi)$ has to be finite [7, Proposition II.2.29, p. 82]. This contradicts $g^\theta(\pi) = -\infty$ and completes the proof.

In the next two lemmas, we prove our main results for the set $A_n$ of strategies, where $n$ is fixed. We shall pass to the desired set $A$ in a later step.

**Lemma 5.2.** Let $\hat{y} \in \arg\max_{y \in E \cap \mathcal{C}^0_n} \inf_{\theta \in \Theta} g^\theta(y)$; then

$$\inf_{P \in \mathfrak{P}} E^P[U(W^\hat{y}_T)] = \sup_{\pi \in \mathcal{A}_n} \inf_{P \in \mathfrak{P}} E^P[U(W^\pi_T)] = \inf_{P \in \mathfrak{P}} \sup_{\pi \in \mathcal{A}_n} E^P[U(W^\pi_T)]$$

and this value is given by $\frac{1}{p} \exp \left( p T \inf_{\theta \in \Theta} g^\theta(\hat{y}) \right)$.

**Proof.** Let $\pi \in \mathcal{A}_n$. The classical result for power utility maximization in the Lévy setting, see [17, Theorem 3.2], yields that

$$\inf_{P \in \mathfrak{P}} E^P[U(W^\pi_T)] \leq \inf_{P \in \mathfrak{P}_L} E^P[U(W^\pi_T)] \leq \inf_{P \in \mathfrak{P}_L} \sup_{y \in E \cap \mathcal{C}^0_n} \frac{1}{p} \exp \left( p T g^\theta(y) \right).$$

In view of Proposition 3.4 and the definition of $\hat{y}$,

$$\inf_{P \in \mathfrak{P}_L} \sup_{y \in E \cap \mathcal{C}^0_n} \frac{1}{p} \exp \left( p T g^\theta(y) \right) = \frac{1}{p} \exp \left( p T \inf_{\theta \in \Theta} g^\theta(\hat{y}) \right).$$

Moreover, by Lemma 5.1, we have for any $P \in \mathfrak{P}$ that

$$\frac{1}{p} \exp \left( p T \inf_{\theta \in \Theta} g^\theta(\hat{y}) \right) = E^P \left[ \frac{U(W^\hat{y}_T)}{\frac{1}{p} \exp \left( p \int_0^T g^{\theta^*}(\hat{y}) \, ds \right)} \right] \frac{1}{p} \exp \left( p T \inf_{\theta \in \Theta} g^\theta(\hat{y}) \right) \leq E^P[U(W^\hat{y}_T)].$$

Since $\pi \in \mathcal{A}_n$ and $P \in \mathfrak{P}$ were arbitrary, we conclude that

$$\sup_{\pi \in \mathcal{A}_n} \inf_{P \in \mathfrak{P}} E^P[U(W^\pi_T)] \leq \frac{1}{p} \exp \left( p T \inf_{\theta \in \Theta} g^\theta(\hat{y}) \right) \leq \inf_{P \in \mathfrak{P}} E^P[U(W^\hat{y}_T)].$$
As \( \hat{y} \in \mathcal{A}_n \), these inequalities must be equalities.

It remains to prove the minimax identity. By the definition of \( \hat{y} \) and the classical result in [17, Theorem 3.2],

\[
\frac{1}{p} \exp \left( p^T \inf_{\theta \in \Theta} g^\theta(\hat{y}) \right) = \inf_{P \in \mathcal{P}_L} \sup_{y \in \mathcal{C}_n \cap \mathcal{C}_n^0} \frac{1}{p} \exp \left( p^T g^\theta(y) \right) \\
= \inf_{P \in \mathcal{P}_L} \sup_{\pi \in \mathcal{A}_n} E_P[U(W_T^n)] \\
\geq \inf_{P \in \mathcal{P}_L} \sup_{\pi \in \mathcal{A}_n} E_P[U(W_T^n)].
\]

Together with the above, we have

\[
\sup_{\pi \in \mathcal{A}_n} \inf_{P \in \mathcal{P}} E_P[U(W_T^n)] = \frac{1}{p} \exp \left( p^T \inf_{\theta \in \Theta} g^\theta(\hat{y}) \right) \geq \inf_{P \in \mathcal{P}} \sup_{\pi \in \mathcal{A}_n} E_P[U(W_T^n)]
\]

and the converse inequality is clear.

\[\square\]

**Lemma 5.3.** Assume that \( \Theta \) is compact. Let \((\hat{\theta}, \hat{y})\) be a saddle point of the function \( g^\theta(y) \) on \( \Theta \times \mathcal{C} \cap \mathcal{C}_n^0 \) and let \( \hat{P} \in \mathcal{P}_L \) be the Lévy law with triplet \( \hat{\theta} \). Then \((\hat{P}, \hat{y}) \in \mathcal{P}_L \times \mathcal{A}_n \) is a saddle point of \((P, \pi) \mapsto E_P[U(W_T^n)]\) on \( \mathcal{P} \times \mathcal{A}_n \) and

\[
\sup_{\pi \in \mathcal{A}_n} \inf_{P \in \mathcal{P}} E_P[U(W_T^n)] = \frac{1}{p} \exp \left( p^T g^\theta(\hat{y}) \right).
\]

**Proof.** The line of argument is the same as in Lemma 4.5 for the logarithmic case, except that the use of Lemma 4.1 needs to be substituted by Lemma 5.1 and a martingale argument, much like in the preceding proof. We omit the details. \(\square\)

**Remark 5.4.** For later reference, we record that Lemmas 5.2 and 5.3 remain true if \( \mathcal{P} \) is replaced by \( \mathcal{P}_L \) in the assertion.

Our next goal is to obtain the preceding two results for \( \mathcal{A} \) and \( \mathcal{C}_n^0 \) rather than the auxiliary sets \( \mathcal{A}_n \) and \( \mathcal{C}_n^0 \). This will be achieved by passing to the limit as \( n \to \infty \), for which some preparations are necessary.

**Lemma 5.5.** Let \( P \in \mathcal{P} \) and \( \pi \in \mathcal{A} \). Then \( \pi_n := (1 - \frac{1}{n})\pi \in \mathcal{A}_n \) and

\[
\limsup_{n \to \infty} E_P[U(W_T^{\pi_n})] \leq E_P[U(W_T^\pi)].
\]

Moreover, if \( p \in (0, 1) \), then \( U(W_T^{\pi_n}) \to U(W_T^\pi) \) in \( L^1(P) \).
Proof. It is clear that $\pi_n \in A_n$. Using that $W_T^{\pi_n} = \mathcal{E}(\int \pi dX)_T$, standard arguments show that $W_T^{\pi_n}$ converges $P$-a.s. to $W_T^{\pi}$, and then $U(W_T^{\pi_n})$ converges $P$-a.s. to $U(W_T^{\pi})$. When $p < 0$, we have $U \leq 0$ and the result follows from Fatou’s Lemma. For $p \in (0, 1)$, let $\varepsilon > 0$ be as in Assumption 2.1 and set $\tilde{p} := p(1 + \varepsilon)$. An estimate as in the proof of Lemma 5.1 yields that

$$E^P[|U(W_T^{\pi_n})|^{1+\varepsilon}] \leq K < \infty$$

for all $n$, where $K$ is a constant depending on $\tilde{p} := p(1 + \varepsilon)$, the diameter of $\mathcal{C} \cap \mathcal{C}_0$ and $K$. Thus, $(U(W_T^{\pi_n}))_{n \in \mathbb{N}}$ is uniformly integrable and the convergence in $L^1(P)$ follows.

As we will be using results from the classical utility maximization problem [17], let us comment on a subtlety regarding the class of strategies. Let $P \in \mathfrak{P}$ and denote by $A^P$ the set of all predictable processes taking values in $\mathcal{C} \cap \mathcal{C}_0$ such that $W_T^{\pi} > 0$ $P$-a.s.; this is the class of admissible strategies in [17] if $\mathcal{C} \cap \mathcal{C}_0$ is used as the constraint set (which is necessarily contained in the natural constraints with respect to $P$). In the case $p > 0$, we have $\mathcal{A} \supseteq A^P$ as we did not enforce strict positivity in the definition of $\mathcal{A}$. On the other hand, in the case $p < 0$, we have required positivity under all models in $\mathfrak{P}$, which results in an inclusion $\mathcal{A} \subseteq A^P$. For the set $\mathcal{C} \cap \mathcal{C}_0^{\tilde{p}}$ that has been used above, no such subtleties exist as the wealth process is automatically strictly positive under all models.

Lemma 5.6. Let $P \in \mathfrak{P}_L$; then

$$\sup_{\pi \in A^P} E^P[U(W_T^{\pi})] \geq \sup_{\pi \in \mathcal{A}} E^P[U(W_T^{\pi})].$$

Moreover, if $p \in (0, 1)$, we have equality.

Proof. If $p < 0$, the claim is clear as $\mathcal{A} \subseteq A^P$. Let $p \in (0, 1)$; then $A^P \subseteq \mathcal{A}$, so it suffices to show the stated inequality. Let $\pi_n = (1 - \frac{1}{n})\pi \in \mathcal{A}_n$ for $\pi \in \mathcal{A}$. Lemma 5.5 yields that

$$\sup_{\pi \in \mathcal{A}} E^P[U(W_T^{\pi})] = \sup_{\pi \in \mathcal{A}} \lim_{n \to \infty} E^P[U(W_T^{\pi_n})] \leq \lim_{n \to \infty} \sup_{\pi \in \mathcal{A}_n} E^P[U(W_T^{\pi_n})].$$

Let $\theta$ be the Lévy triplet of $P$. We deduce from [17, Theorem 3.2] and
Lemma 3.2 that

\[
\lim_{n \to \infty} \sup_{\pi \in \mathcal{A}_n} E^P[U(W^\pi_T)] = \lim_{n \to \infty} \frac{1}{p} \exp \left( p^T \sup_{y \in C \cap C_0} g_{\theta}^p(y) \right) \\
= \frac{1}{p} \exp \left( p^T \sup_{y \in C \cap C_0} g_{\theta}^p(y) \right) \\
= \sup_{\pi \in \mathcal{A}^p} E^P[U(W^\pi_T)].
\]

We can now prove the main lemma for the passage from \( \mathcal{A}_n \) to \( \mathcal{A} \).

**Lemma 5.7.** We have

\[
\lim_{n \to \infty} \sup_{\pi \in \mathcal{A}_n} \inf_{P \in \mathfrak{P}} E^P[U(W^\pi_T)] = \frac{1}{p} \exp \left( p^T \sup_{y \in C \cap C_0} \inf_{\theta \in \Theta} g^p_{\theta}(y) \right) \\
= \sup_{\pi \in \mathcal{A}} \inf_{P \in \mathfrak{P}} E^P[U(W^\pi_T)].
\]

In particular, \( u(1) < \infty \).

**Proof.** Since \( \mathcal{A}_n \subseteq \mathcal{A}_{n+1} \subseteq \mathcal{A} \), the limit exists and

\[
\lim_{n \to \infty} \sup_{\pi \in \mathcal{A}_n} \inf_{P \in \mathfrak{P}} E^P[U(W^\pi_T)] \leq \sup_{\pi \in \mathcal{A}} \inf_{P \in \mathfrak{P}} E^P[U(W^\pi_T)].
\]

On the other hand, for each \( n \in \mathbb{N} \), the minimax result of Lemma 5.2 and Remark 5.4 yield that

\[
\sup_{\pi \in \mathcal{A}_n} \inf_{P \in \mathfrak{P}} E^P[U(W^\pi_T)] = \inf_{P \in \mathfrak{P}} \sup_{\pi \in \mathcal{A}_n} E^P[U(W^\pi_T)] = \inf_{P \in \mathfrak{P}} \sup_{\pi \in \mathcal{A}_n} E^P[U(W^\pi_T)].
\]

Applying the classical result of [17, Theorem 3.2] for each \( P \in \mathfrak{P}_L \), we have

\[
\inf_{P \in \mathfrak{P}_L} \sup_{\pi \in \mathcal{A}_n} E^P[U(W^\pi_T)] = \inf_{P \in \mathfrak{P}_L} \frac{1}{p} \exp \left( p^T \sup_{y \in C \cap C_0} g^p_{\theta}(y) \right).
\]

Using the local minimax result of Proposition 3.4 with respect to \( \mathcal{K} \cap \mathcal{K}^0_n \), cf. Remark 3.5,

\[
\inf_{P \in \mathfrak{P}_L} \frac{1}{p} \exp \left( p^T \sup_{y \in \mathcal{K} \cap \mathcal{K}^0_n} g^p_{\theta}(y) \right) = \frac{1}{p} \exp \left( p^T \sup_{y \in \mathcal{K} \cap \mathcal{K}^0_n} \inf_{\theta \in \Theta} g^p_{\theta}(y) \right).
\]
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By Lemma 3.2 and, once again, Proposition 3.4,

$$\lim_{n \to \infty} \frac{1}{p} \exp \left( p T \sup_{y \in \mathcal{C} \cap \mathcal{C}_0} \inf_{\theta \in \Theta} g^\theta(y) \right) = \frac{1}{p} \exp \left( p T \sup_{y \in \mathcal{C} \cap \mathcal{C}_0} \inf_{\theta \in \Theta} g^\theta(y) \right)$$

We deduce from [17, Theorem 3.2] and Lemma 5.6 that

$$\frac{1}{p} \exp \left( p T \inf_{\theta \in \Theta} \sup_{y \in \mathcal{C} \cap \mathcal{C}_0} g^\theta(y) \right) = \inf_{P \in \mathcal{P}_L} \sup_{\pi \in \mathcal{A}} E_P[U(W_T^\pi)] \geq \sup_{P \in \mathcal{P}_L} \inf_{\pi \in \mathcal{A}} E_P[U(W_T^\pi)].$$

Noting also the trivial inequalities

$$\inf_{P \in \mathcal{P}_L} \sup_{\pi \in \mathcal{A}} E_P[U(W_T^\pi)] \geq \inf_{P \in \mathcal{P}_L} \inf_{\pi \in \mathcal{A}} E_P[U(W_T^\pi)] \geq \sup_{\pi \in \mathcal{A}} \inf_{P \in \mathcal{P}_L} E_P[U(W_T^\pi)],$$

we have established that

$$\sup_{\pi \in \mathcal{A}} \inf_{P \in \mathcal{P}_L} E_P[U(W_T^\pi)] \geq \lim_{n \to \infty} \inf_{P \in \mathcal{P}_L} E_P[U(W_T^n)]$$

and hence all these expressions are equal.

We are now ready to finish the proof of parts (i) and (ii) of Theorem 2.4.

**Lemma 5.8.** Let \( \hat{y} \in \arg \max_{y \in \mathcal{C} \cap \mathcal{C}_0} \inf_{\theta \in \Theta} g^\theta(y) \); then

$$\inf_{P \in \mathcal{P}} E_P[U(W_T^{\hat{y}})] = \sup_{\pi \in \mathcal{A}} \inf_{P \in \mathcal{P}} E_P[U(W_T^\pi)] = \inf_{P \in \mathcal{P}_L} E_P[U(W_T^\pi)].$$

**Proof.** We first note that \( \hat{y} \in \mathcal{A} \). This is obvious from the definition of \( \mathcal{A} \) for \( p > 0 \), whereas for \( p < 0 \) the proof is identical to Lemma 4.2. As a result,

$$\inf_{P \in \mathcal{P}} E_P[U(W_T^{\hat{y}})] \leq \sup_{\pi \in \mathcal{A}} \inf_{P \in \mathcal{P}} E_P[U(W_T^\pi)] \leq \inf_{P \in \mathcal{P}_L} E_P[U(W_T^\pi)].$$
We first prove the converse to the first inequality. By Lemma 5.7, it suffices to show that

\[
\inf_{P \in \mathcal{P}} E^P[U(W_T^{\hat{y}^n})] \geq \frac{1}{p} \exp\left(\frac{1}{p} \sup_{y \in \mathcal{C} \cap \mathcal{C}_0} \inf_{\theta \in \Theta} g^\theta(y)\right).
\]

Indeed, Lemma 5.5 shows that \(\hat{y}_n := (1 - \frac{1}{n})\hat{y} \in \mathcal{A}_n\) satisfies

\[
\inf_{P \in \mathcal{P}} E^P[U(W_T^{\hat{y}_n})] \geq \inf_{P \in \mathcal{P}} \limsup_{n \to \infty} E^P[U(W_T^{\hat{y}_n})],
\]

while Lemma 5.1 yields

\[
\inf \limsup_{n \to \infty} E^P[U(W_T^{\hat{y}_n})] = \inf \limsup_{n \to \infty} E^P \left[ \frac{U(W_T^{\hat{y}_n})}{1/p \exp\left(\frac{1}{p} \int_0^T g^\theta(y_n) \, ds\right)} - \frac{1}{p} \exp\left(\frac{1}{p} \int_0^T g^\theta(y_n) \, ds\right) \right]
\]

\[
\geq \limsup \inf_{n \to \infty} \frac{1}{p} \exp\left(\frac{1}{p} \sup_{\theta \in \Theta} g^\theta(y_n)\right)
\]

and finally Lemma 3.2 shows that

\[
\limsup \inf_{n \to \infty} \frac{1}{p} \exp\left(\frac{1}{p} \sup_{\theta \in \Theta} g^\theta(y_n)\right) = \frac{1}{p} \exp\left(\frac{1}{p} \sup_{\theta \in \Theta} g^\theta(y)\right),
\]

which proves the desired inequality. It remains to prove that

\[
\inf_{P \in \mathcal{P}} \sup_{\pi \in \mathcal{A}} E^P[U(W_T^{\pi n})] \leq \sup_{\pi \in \mathcal{A}} \inf_{P \in \mathcal{P}} E^P[U(W_T^{\pi})].
\]

Indeed, by Lemma 5.7, it suffices to show that

\[
\inf_{P \in \mathcal{P}} \sup_{\pi \in \mathcal{A}} E^P[U(W_T^{\pi n})] \leq \sup_{\pi \in \mathcal{P}} \inf_{P \in \mathcal{P}} E^P[U(W_T^{\pi})].
\]

We first notice that Lemma 5.6 implies

\[
\inf_{P \in \mathcal{P}} \sup_{\pi \in \mathcal{A}} E^P[U(W_T^{\pi})] \leq \inf_{P \in \mathcal{P}} \sup_{\pi \in \mathcal{A}} E^P[U(W_T^{\pi})] \leq \inf_{P \in \mathcal{P}} \sup_{\pi \in \mathcal{A}} E^P[U(W_T^{\pi})].
\]

Using [17, Theorem 3.2], we see that the right-hand side satisfies

\[
\inf_{P \in \mathcal{P}} \sup_{\pi \in \mathcal{A}} E^P[U(W_T^{\pi})] = \inf_{P \in \mathcal{P}} \frac{1}{p} \exp\left(\frac{1}{p} \sup_{\pi \in \mathcal{A}} g^\pi(y)\right),
\]
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while the local minimax result of Proposition 3.4 and the definition of \( \mathcal{P}_L \) yield that

\[
\inf_{P \in \mathcal{P}_L} \frac{1}{p} \exp \left( p \, T \, \sup_{y \in \mathcal{C} \cap \mathcal{C}^0} g_{\theta}^P(y) \right) = \frac{1}{p} \exp \left( p \, T \, \inf_{\theta \in \Theta} g_{\theta}(\hat{y}) \right).
\]

This completes the proof. \( \square \)

The proof for part (iii) of Theorem 2.4 is analogous to Lemma 4.4 for the logarithmic case. We omit the details and proceed with part (i) of Theorem 2.5.

**Lemma 5.9.** Assume that \( \Theta \) is compact. Let \( (\hat{\theta}, \hat{y}) \in \Theta \times \mathcal{C} \cap \mathcal{C}^0 \) be a saddle point of the function \( g_{\theta}(y) \) and let \( \hat{P} \in \mathcal{P}_L \) be the Lévy law with triplet \( \hat{\theta} \). Then \( (\hat{P}, \hat{y}) \in \mathcal{P}_L \times \mathcal{A} \) is a saddle point of \( (P, \pi) \mapsto E_P [U(W_T^p)] \) on \( \mathcal{P} \times \mathcal{A} \) and

\[
\sup_{\pi \in \mathcal{A}} \inf_{P \in \mathcal{P}*} E_P [U(W_T^p)] = \frac{1}{p} \exp \left( p \, T \, \sup_{y \in \mathcal{C} \cap \mathcal{C}^0} g_{\theta}(\hat{y}) \right).
\]

**Proof.** By Lemma 5.6 and [17, Theorem 3.2], we have

\[
\inf_{P \in \mathcal{P}*} \sup_{\pi \in \mathcal{A}} E_P [U(W_T^p)] \leq \sup_{\pi \in \mathcal{A}} \inf_{P \in \mathcal{P}*} E_P [U(W_T^p)] = \frac{1}{p} \exp \left( p \, T \, \sup_{y \in \mathcal{C} \cap \mathcal{C}^0} g_{\theta}(\hat{y}) \right).
\]

Setting \( \hat{y}_n = (1 - \frac{1}{n}) \hat{y} \in \mathcal{A}_n \), Lemma 3.2 yields that

\[
\frac{1}{p} \exp \left( p \, T \, \sup_{y \in \mathcal{C} \cap \mathcal{C}^0} g_{\theta}(\hat{y}) \right) = \frac{1}{p} \exp \left( p \, T \, \inf_{\theta \in \Theta} g_{\theta}(\hat{y}) \right)
\]

\[
= \frac{1}{p} \exp \left( p \, T \, \lim_{n \to \infty} \inf_{\theta \in \Theta} g_{\theta}(\hat{y}_n) \right)
\]

\[
= \lim_{n \to \infty} \inf_{\theta \in \Theta} \frac{1}{p} \exp \left( p \, T \, g_{\theta}(\hat{y}_n) \right),
\]

and we deduce from Lemma 5.1 that

\[
\lim_{n \to \infty} \inf_{\theta \in \Theta} \frac{1}{p} \exp \left( p \, T \, g_{\theta}(\hat{y}_n) \right)
\]

\[
= \lim_{n \to \infty} \inf_{P \in \mathcal{P}} \left( E_P \left[ \frac{U(W_T^{\hat{y}_n})}{\frac{1}{p} \exp \left( p \, T \, g_{\theta}(\hat{y}_n) ds \right)} \right] \inf_{\theta \in \Theta} \frac{1}{p} \exp \left( p \, T \, g_{\theta}(\hat{y}_n) \right) \right)
\]

\[
\leq \lim_{n \to \infty} \inf_{P \in \mathcal{P}} E_P [U(W_T^{\hat{y}_n})]
\]

\[
\leq \inf_{P \in \mathcal{P}*} \limsup_{n \to \infty} E_P [U(W_T^{\hat{y}_n})].
\]
Since Lemma 5.5 shows that
\[
\inf_{P \in \Psi} \limsup_{n \to \infty} E^P[U(W_{T_n}^g)] \leq \inf_{P \in \Psi} E^P[U(W_T^g)] \leq \sup_{\pi \in A} \inf_{P \in \Psi} E^P[U(W_T^\pi)],
\]
all the above inequalities are equalities, and the result follows.

Finally, the argument for part (ii) of Theorem 2.5 is quite similar to Lemma 4.6 and therefore omitted. This completes the proofs of Theorems 2.4 and 2.5 for power utility.
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