








Correlations in Multi-Credit Models





Dmitry Pugachevsky, Bear Stearns


dpugachevsky@bear.com



































�
We will concentrate on correlations between defaults because they are crucial for  pricing such multi-credit structures as N-th-to-default baskets and CDO’s. There are several approaches to modelling default for multiple credits. They can be divided in two main groups: structural approach and reduced form approach. We will discuss four structural models: Merton model, normal and t- copulas, and recent model proposed by Hull and White, and show how correlations in this structure are related to the correlations between default events.





�
Let’s consider k credits. For each of them introduce time of default �EMBED Unknown���, and denote probabilities to default before t as:	


�EMBED Unknown��� (�EMBED Unknown���), 


then survival probabilities are: 


�EMBED Unknown���. 


Introduce intensities of default (also dubbed as hazard rates) as:	


�EMBED Unknown���,	 i.e.	�EMBED Unknown���


Denote probability for all credits to survive till time t as:	�EMBED Unknown���, then “first-to-default” probability, i.e. probability that at least one credit defaults is: �EMBED Unknown���. 


�
Let’s consider now two events �EMBED Unknown��� and �EMBED Unknown���, i.e. that i-th and j-th credits default before t, resp. Each of these events is a Bernoulli r.v. with expectation and variance.:


	�EMBED Unknown���; 	�EMBED Unknown���.


Let’s introduce event correlation as (linear) correlation between default events, i.e.:


�EMBED Unknown���	   �EMBED Unknown���	(1)


It follows that correlation between default events is equal to correlation between survival events, i.e.:	�EMBED Unknown���


Clearly, when credits are independent, joint probability of default �EMBED Unknown���, therefore �EMBED Unknown���. Also, assume that �EMBED Unknown���, then event correlations have boundaries which follow from Frechet-Hoeffding boundaries for joint distribution (omit t):


�EMBED Unknown���						(2)	


It is well known that reduced form approaches like Duffie & Singleton’s, which simulate hazard rates, produce event correlations which are in general very low. Thus, we will concentrate on structural approaches.





�
The Merton approach ([Me]) assumes that default happens before time horizon t if some underlying random variable (“asset”) crosses a specified barrier (“liability”) at horizon t. It is sometimes also dubbed as an “asset value model”.


For multi-credit model, assume that we have k standard normal random variables �EMBED Unknown��� with pair-wise correlations:	�EMBED Unknown���


Assume that event of default before t for i-th credit is equivalent for r.v.’s �EMBED Unknown��� being below barrier �EMBED Unknown���(t):  	�EMBED Unknown��� where:	 �EMBED Unknown���.	


Then probability that all credits survive till t is:	�EMBED Unknown���.	


To simulate event of default we use Monte Carlo method where for each path we generate k independent gaussian r.v.’s, then create correlated standard normal �EMBED Unknown��� using Cholesky decomposition, then compare them to corresponding barriers.


In the formula for default correlation (1), joint distribution is the cumulative bivariate distribution, i.e. �EMBED Unknown���, thus (omit t):	


	�EMBED Unknown���								(3)


The main advantage of this method is that it is easy to define correlations between r.v.’s and then build them using Monte Carlo method. The main drawback is that it tells if default happens before maturity but doesn’t specify when, i.e. it can’t be used in e.g., Waterfall CDO’s. This approach is used in KMV Portfolio Manager package ([KMV]). Though KMV correlations are calculated using factor method and historical data, they are used for calculations of loan loss distributions using exactly Merton approach. 


�
For survival probability �EMBED Unknown���, let’s define “resulting k-credit hazard” rate as:	�EMBED Unknown���.	


Assume that all hazard rates are flat, then for the case of independent credits (i.e. all �EMBED Unknown���):	�EMBED Unknown���,


thus	�EMBED Unknown���. 


And for the case of perfectly correlated credits ( i.e. all �EMBED Unknown���), assume �EMBED Unknown���, then 


�EMBED Unknown���, then	�EMBED Unknown���,


thus �EMBED Unknown���


Therefore, for the case when �EMBED Unknown���, �EMBED Unknown���, i.e. resulting hazard rate is between max rate and sum of rates.


�
The other approach is the simulation of time of default using multi-variate normal distribution, which is dubbed “normal copula”. It is based on the well-known result that if F(y) is probability function of the variable Y, then U=F(Y) is uniformly distributed r.v. It follows that if �EMBED Unknown���, �EMBED Unknown��� is a uniform random variable, and r.v. �EMBED Unknown��� has the same distribution as default probability, thus we can simulate i-th time of default as:


�EMBED Unknown��� where �EMBED Unknown��� with �EMBED Unknown���.


Then the event of no-default is now:	�EMBED Unknown���


and comparing with formulae for barriers �EMBED Unknown���, we get: �EMBED Unknown���


which is the same as in Merton model. Thus, if we are only interested in the events of default but not of their times, both methods are equivalent, thus �EMBED Unknown���.


This method is dubbed “normal copula” model (see, e.g., [Ne]). In general, by k-copula we understand the function �EMBED Unknown��� of k variables which relates joint probability with marginal probabilities as:	�EMBED Unknown���.						


In this case, it follows that 	�EMBED Unknown���


where �EMBED Unknown��� is k-variate  cumulative normal, and �EMBED Unknown��� is a correlation matrix. But, interestingly, the same copula relationship can be written for Merton model too, thus both these method can be called “normal copula”. The main difference between them is that the second one allows to price structures which depend on time of default. 


We showed that when problem is just to calculate probabilities of default, Merton and copula methods are equivalent. Thus correlations used in normal copula should be the same as used in Merton model, and therefore the same as quoted by KMV.


�
Consider difference between normal (or, Merton) and event correlations. The classical result by Kendall and Stewart [KS] states that for bivariate normally distributed r.v.’s �EMBED Unknown��� and �EMBED Unknown��� with �EMBED Unknown��� and for arbitrary transformations �EMBED Unknown���:


	�EMBED Unknown���										(4)


In the case of event correlations: �EMBED Unknown���, thus �EMBED Unknown���. Obviously, �EMBED Unknown���, �EMBED Unknown���, for other cases �EMBED Unknown��� . Graph shows difference �EMBED Unknown��� between normal and event correlations as a function of normal correlation for �EMBED Unknown���=1%, �EMBED Unknown��� =2%; �EMBED Unknown���=�EMBED Unknown��� =2%.


��
Another type of copula which recently gained popularity is a t-Copula which uses multivariate Student t distribution (see, e.g., [FMN]). Assume that �EMBED Unknown��� (i=1,..,k) are  t-distributed correlated r.v.’s with m degrees of freedom, and denote  cumulative t-distribution function as T. Then, as in the case of normal copula,  we can simulate i-th time of default as:


�EMBED Unknown��� where �EMBED Unknown��� with �EMBED Unknown���.


Why Student t and not any other distribution? It is pretty easy to create k correlated t r.v.’s: we have to simulate k r.v.’s �EMBED Unknown��� with �EMBED Unknown��� and one extra r.v. Z which is chi-squared distributed with m d.o.f., and then  take �EMBED Unknown���.


Also, when �EMBED Unknown���, �EMBED Unknown���, thus multivariate t distribution asymptotically approaches multivariate normal, thus t-copula becomes normal copula. Another useful property of t-copula is a “tail dependence”, when even for most extreme events assets stay dependent, while for normal copula they become asymptotically independent. This leads to higher probability of joint defaults, which is important for big portfolio or CDO’s.


We saw that to simulate t- r.v.’s  �EMBED Unknown��� with correlation �EMBED Unknown��� we have to simulate normal r.v.’s �EMBED Unknown��� with the same correlation. Does it mean that normal and t asset correlations should be the same? The answer is no; because of the variable Z, t- r.v.’s have extra dependency. 


Moreover, uncorrelated �EMBED Unknown��� are not independent, i.e. �EMBED Unknown���, but �EMBED Unknown���. 


Thus equivalent normal correlation should be higher: �EMBED Unknown���. Graph shows the difference �EMBED Unknown��� between normal and t correlations as a function of t correlation for  d.o.f.’s m=2, 20 (�EMBED Unknown���= �EMBED Unknown��� =2%) .








�EMBED Excel.Chart.8 \s���





�
 Since Merton model doesn’t give the time of default, sometimes the horizon �EMBED Unknown��� is divided in intervals: �EMBED Unknown���, and then default for each interval is independently simulated. If default happens, time of default is usually assumed to be the middle of the interval.  In Monte Carlo implementation that means that for each credit and for each path n independent standard normal r.v.’s are simulated and compared with the set of barriers. 


Assume that intervals are equal, i.e. �EMBED Unknown��� and that hazard rate is const. Then multi-period survival probability is the product of n 1-period equal survival probabilities:	�EMBED Unknown���. 


Thus for one credit there is no difference between single- and multi-period approaches: 


�EMBED Unknown���


For k credits, multi-period survival probability is again the product of equal one-period survival probabilities:	�EMBED Unknown���, where �EMBED Unknown���


Let’s compare it with survival probability for the entire horizon:


�EMBED Unknown���


Assume first that all credits are independent, i.e. all �EMBED Unknown���, then


�EMBED Unknown���


Let’s consider now the case of perfectly correlated credits, i.e. �EMBED Unknown���. Assume that �EMBED Unknown���, then �EMBED Unknown���. Then


�EMBED Unknown���


But for �EMBED Unknown���: 	�EMBED Unknown���. This means that to get the same survival probability (and thus event correlation), multi-period correlation must be higher, and difference increases with n. Graph shows the difference �EMBED Unknown��� between multi- and single- period correlations as a function of single- period correlation for  number of periods n=2, 4, 8 (�EMBED Unknown���=2%, �EMBED Unknown��� =2%) .


��
Recently, Hull and White [HW] proposed the new model where default happens if some “credit index” crosses the prespecified barrier. Though it sounds like Merton model, barrier in this case is “American” (continuous case) or “Bermudan” (discrete case) rather than “European” as in Merton, i.e.	(for continuous case):


�EMBED Unknown���


where �EMBED Unknown��� are some random processes. In the simplest case they are correlated Brownian motions, i.e.:	�EMBED Unknown���; 	�EMBED Unknown���


Assume that for time horizon t, default probabilities are such that barriers �EMBED Unknown��� are flat (assume they are negative) and are calculated from:	�EMBED Unknown���, 0<s<t. Using standard results for Brownian motion we get:	�EMBED Unknown���, 0<s<t. Using reflection principle, it can be shown that the joint probability of default for horizon t:


	�EMBED Unknown��� 


Note that for �EMBED Unknown��� this is less than joint probability for Merton model �EMBED Unknown���, thus (1) implies that event correlations produced by this method are less and equivalent normal correlations are lower. Graph shows the difference �EMBED Unknown��� between HW and normal correlations as a function of HW correlation for  �EMBED Unknown���= �EMBED Unknown��� =2%, t=1.


�


Note that this is the theoretical result for flat barriers. For real data, calibrated barriers have something like “-�EMBED Unknown���” shape, and difference between HW and normal correlations is somewhat smaller.


This method has the advantage that it can simulate the time of default (if checks on barriers are often or using Brownian bridge), and that even for very high correlation, distribution of time of i-th default conditional on j-th default is different from delta function (as we have in copula approach).  Disadvantages of this model are that it is harder to calibrate barriers to market probabilities, and that it is more computationally intense.�
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