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#### Abstract

This paper generalizes a theorem of Hida in [Hid98] on the structure of ordinary representations on unitary groups to $P$-ordinary representations, where $P$ is a general parabolic subgroup of some general linear group. When $P$ is minimal, we recover Hida's theorem which asserts that ordinary subspaces are 1-dimensional. While analogous $P$-ordinary subspaces are infinite-dimensional in general, we use the theory of Bushnell-Kutzko types developed in [BK98, BK99] to canonically associate a finite-dimensional type to the representation (under minor assumptions) that has multiplicity one in its $P$-ordinary subspace. We simultaneous develop the theory of modular forms on unitary groups with $P$-Iwahoric level structure whose nebentypus is a type (instead of a character) and construct lattices of $P$-ordinary modular forms inside $P$-ordinary automorphic representations. We also obtain direct consequences for the dual notion of $P$-anti-ordinary forms and representations.
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## Introduction

In the paper [EHLS20], the four authors construct a $p$-adic $L$-function for ordinary families on unitary groups. This completed a project started more than a decade earlier by three of the four authors in [HLS06]. This required the development of several technical results on $p$-adic differential operators, accomplished in great part by the first author in [Eis12], to obtain a more general Eisenstein measure [Eis15] than the one originally constructed in [HLS06]. Fundamental properties of their $p$-adic $L$-function for families are obtained by carefully computing local zeta integrals related to the doubling method [GPSR87] as well as local coefficients of Siegel Eisenstein series [Eis15]. The most technical calculations are for local factors at places above the fixed prime $p$ and a theorem of Hida in [Hid98] establishing the uniqueness (up to scalar) of ordinary vectors plays a crucial role in their analysis.

In this article, we generalize this theorem of Hida to construct a canonical finitedimensional subspace in the space of $P$-ordinary vectors for a $P$-ordinary representation $\pi$ on a unitary group $G$. Here, $P$ is a parabolic subgroup of a product of general linear groups related to $G$. When $P$ corresponds to (a product of) upper triangular Borel subgroups, the notion of $\pi$ being " $P$-ordinary" coincides with the usual notion of being "ordinary".

This accomplishes the first step in a broader project of the author to construct a $p$-adic $L$-function for a $P$-ordinary family on $G$, directly generalizing the work of [EHLS20]. In upcoming work, the author plans to develop the theory of $P$ ordinary families on unitary groups, inspired by the results of [Pil12] on symplectic groups, and adapt the calculations of [Eis15, EHLS20] using the $P$-ordinary vectors constructed here instead of ordinary vectors.

Structure of this paper. In Section 1, we first set some notation and conventions, and review the theory of Bushnell-Kutzko types relevant for us. Then, in Section 2, we introduce level subgroups of $G\left(\mathbb{Z}_{p}\right)$ that are " $P$-Iwahoric" (of some level $r$ ). Using the geometry of Shimura varieties associated to $G$, this allows us to construct $P$ Iwahoric covers over them. We also introduce the relevant notation to compare the
theory on $G=G_{1}$ and on the unitary group $G_{2}$ associated to its opposite Hermitian vector space.

This sets up the background to define holomorphic, $P$-ordinary as well as antiholomorphic, $P$-anti-ordinary representations on $G_{1}$ as well as dual notions on $G_{2}$ in later sections. Simultaneously, it leads us to a natural definition of (holomorphic and anti-holomorphic) modular forms on $G$ whose level structure at $p$ is $P$-Iwahoric and whose nebentypus is a type, instead of a 1-dimensional character. We refer to the latter as a $P$-nebentypus to emphasize the distinction.

In Section 3, we introduce Hecke operators at $p$ related to $P$ and define (holomorphic) $P$-ordinary representations as the ones having simultaneous eigenvectors for all these operators with $p$-adic unit eigenvalues. Equivalently, we define a $P$ ordinary projector $e_{P}$ from these operators and $\pi$ is $P$-ordinary if and only if its $p$-factor $\pi_{p}$ contains an $e_{P}$-fixed vector. When this is the case, $e_{P}$ determines a $P$-ordinary subspace in $\pi_{p}$ which is typically infinite dimensional. We use the theory of Bushnell-Kutzko types to decompose this space into a direct sum of subspaces of $P$-ordinary vectors of type $\tau$, or $(P, \tau)$-ordinary vectors.

Our first main result (Theorem 3.10) describes natural homomorphisms between a type $\tau$ and the corresponding space of $(P, \tau)$-ordinary vectors. This result is stated for local factors of $\pi_{p}$ at places above $p$. Using well-known results about types and a minor hypothesis (which the author wishes to remove in the future), our second main result (Theorem 3.13) rephrases this statement for $\pi_{p}$ and proves that for a canonical type $\tau$ associated to $\pi_{p}$, which we called the $B K$-type of $\pi$, the homomorphism constructed actually provides an isomorphism between $\tau$ and the corresponding $(P, \tau)$-ordinary subspace.

Given some fixed $P$-ordinary representation $\pi$ with BK-type $\tau$ (which is a smooth irreducible representation of some $p$-adic compact Lie group contained in $P$ ), one can tensor $\pi$ by a character $\chi$ of $P$ (that factors through the determinant map). Then, $\pi \otimes \chi$ is now $P$-ordinary with $B K$-type $\tau \otimes \chi$. This plays a more relevant role in upcoming work of the author to construct a $p$-adic family of $P$-ordinary representations containing $\pi$ of dimension equal to the rank $d$ of the Levi subgroup of $P$. Moreover, the isomorphism above allows us to vary a fixed $(P, \tau)$-ordinary vector of $\pi p$-adically in this family. Again, in upcoming work, this allows the author to adapt the crucial calculations of [EHLS20, Section 4] and [Eis15, Section $2]$ to construct $(d+1)$-variables $p$-adic $L$-functions on $G$.

In Section 4, we define the analogous objects for $P$-anti-ordinary representations on $G=G_{1}$. Using pairs of contragredient representations, the two notions are dual to each other and we obtain consequences about space of $P$-anti-ordinary vectors from our work in the previous section. We also prove analogous statements on $G_{2}$. Relying on a canonical identification between $G_{1}$ and $G_{2}$, we first obtain identical results by simply replacing $P$ with its opposite parabolic $P^{\mathrm{op}}$. However, using standard intertwining operators, we state the analogous result with $P$ instead of $P^{\mathrm{op}}$. As a part of this broader project on $p$-adic $L$-functions, this is purely from computational purposes. Namely, in upcoming work of the author, some Rankin-Selberg zeta
integrals are evaluated involving $P$-anti-ordinary vectors on both $G_{1}$ and $G_{2}$ and the analysis is simpler when both parabolic subgroups are equal instead of opposite to one another.

Finally, in Section 5, we use classical comparison theorems between coherent cohomology on Shimura varieties and cohomology of Lie algebras to embed integral spaces of $P$-ordinary holomorphic modular forms as lattices inside $P$-ordinary representations. The $P$-nebentypus of these forms at $p$ is directly related to the type of the corresponding $P$-ordinary vectors.

Similar results in the literature. Many of our results are greatly inspired by analogous statements in $[E H L S 20$, Sections 6 and 8$]$ when $P$ is minimal (i.e. a Borel subgroup $B$ ). The author would like to point out that many statements are quite similar, both in content and in notation. However, the reader should keep in mind that the difference of level structure at $p$, i.e. related to $P$ here instead of $B$, makes our work a genuine generalization of their careful analysis. We try to add a subscript $P$ when relevant to emphasize the distinction but this convention is not always held, especially when the notation already involes a long list of subscripts.

Furthermore, similar notions of " $P$-ordinary" have been considered for symplectic group to develop "P-ordinary Hida theory" (see [Pil12]) and $p$-adic $L$-functions for $P$-ordinary families ([LR20]). However, in both cases, the analogous definitions of $P$-Iwahori subgroups are slightly less general and as a consequence, all the BushnellKutzko types involved are all 1-dimensional. Another goal of this article is to develop the theory to allow types of any dimension.

One motivation to do so, other than for the sake of generality, is that our more general notions and definitions imply that all (holomorphic cuspidal) automorphic representations of $G$ are trivially $\mathrm{GL}(n)$-ordinary, where $n$ is the dimension of the Hermitian vector space associated to $G$. However, if we restrict our attention and only involve 1-dimensional types, this is no longer true. In fact, in this case, a necessary condition for $\pi$ to be GL $(n)$-ordinary would be that its local factors at places above $p$ contained an $\operatorname{SL}(n)$-fixed vector. Our goal is to avoid such restrictions. With this more general notion of being $P$-ordinary, the case of $P=\mathrm{GL}(n)$ in our broader project leads to the construction of a 2 -variable $p$-adic $L$-function associated to any (holomorphic cuspidal) automorphic representation $\pi$ of $G$.

Acknowledgments. I thank Michael Harris who first suggested that I look at the work of [EHLS20] and adapt it to the $P$-ordinary setting. His countless insights and comments greatly helped me to obtain the results of this article, which is roughly the first third of the thesis he supervised.

## 1. Notation and CONVENTIONS

Let $\overline{\mathbb{Q}} \subset \mathbb{C}$ be the algebraic closure of $\mathbb{Q}$ in $\mathbb{C}$. For any number field $F \subset \overline{\mathbb{Q}}$, let $\Sigma_{F}$ denote its set of complex embedding $\operatorname{Hom}(F, \mathbb{C})=\operatorname{Hom}(F, \overline{\mathbb{Q}})$.

Throughout this article, we fix a CM field $\mathcal{K} \subset \overline{\mathbb{Q}}$ with ring of integers $\mathcal{O}=$ $\mathcal{O}_{\mathcal{K}}$. Let $\mathcal{K}^{+}$be the maximal real subfield of $\mathcal{K}$ and denote its ring of integers as $\mathcal{O}^{+}=\mathcal{O}_{\mathcal{K}^{+}}$. Let $c \in \operatorname{Gal}\left(\mathcal{K} / \mathcal{K}^{+}\right)$denote complex conjugation, the unique nontrivial automorphism. Given a place $v$ of $\mathcal{K}$, we usually denote $c(v)$ as $\bar{v}$.

Let $\mathbb{Z}(1) \subset \mathbb{C}$ be the kernel of the exponential map $\exp : \mathbb{C} \rightarrow \mathbb{C}^{\times}$, a free rank one $\mathbb{Z}$-module with noncanonical basis $2 \pi \sqrt{-1}$. For any commutative ring $R$, denote $R \otimes \mathbb{Z}(1)$ by $R(1)$.
1.1. CM types and local places. Fix an integer prime $p$ that is unramified in $\mathcal{K}$. Throughout this paper, we assume the following :
HYPOTHESIS 1.1. Each place $v^{+}$of $\mathcal{K}^{+}$above $p$ split as $v^{+}=v \bar{v}$ in $\mathcal{K}$.
This hypothesis plays a crucial role in our analysis of the local factors at place above $p$ of the automorphic representations considered in later sections.

Fix an algebraic closure $\overline{\mathbb{Q}}_{p}$ of $\mathbb{Q}_{p}$ and an embedding $\operatorname{incl}_{p}: \overline{\mathbb{Q}} \hookrightarrow \overline{\mathbb{Q}}_{p}$. Define

$$
\overline{\mathbb{Z}}_{(p)}=\left\{z \in \overline{\mathbb{Q}}: \nu_{p}\left(\operatorname{incl}_{p}(z)\right) \geq 0\right\},
$$

where $\nu_{p}$ is the canonical extension to $\overline{\mathbb{Q}}_{p}$ of the normalized $p$-adic valuation on $\mathbb{Q}_{p}$.
Let $\mathbb{C}_{p}$ be the completion of $\overline{\mathbb{Q}}_{p}$. The map incl $p$ yields an isomorphism between its valuation ring $\mathcal{O}_{\mathbb{C}_{p}}$ and the completion of $\overline{\mathbb{Z}}_{(p)}$ which extends to an isomorphism $\iota: \mathbb{C} \xrightarrow{\sim} \mathbb{C}_{p}$.

Fix an embedding $\iota_{\infty}: \mathbb{Q} \hookrightarrow \mathbb{C}$ such that $\operatorname{incl}_{p}=\iota \circ \iota_{\infty}$ and identify $\overline{\mathbb{Q}}$ with its image in both $\mathbb{C}$ and $\mathbb{C}_{p}$.

Given $\sigma \in \Sigma_{\mathcal{K}}$, the embedding incl $_{p} \circ \sigma$ determines a prime ideal $\mathfrak{p}_{\sigma}$ of $\Sigma_{\mathcal{K}}$. There may be several embeddings inducing the same prime ideal. Similarly, given a place $w$ of $\mathcal{K}$, let $\mathfrak{p}_{w}$ denote the corresponding prime ideal of $\mathcal{O}$.

Under Hypotesis 1.1, for each place of $v^{+}$of $\mathcal{K}^{+}$above $p$, there are exactly two primes of $\mathcal{O}$ above $v^{+}$. Fix a set $\Sigma_{p}$ containing exactly one of these prime ideals for each such place $v^{+}$. The set $\Sigma=\left\{\sigma \in \Sigma_{\mathcal{K}} \mid \mathfrak{p}_{\sigma} \in \Sigma_{p}\right\}$ is a CM type of $\mathcal{K}$ (see [Kat78, p.202]).
1.2. Bushnell-Kutzko Types. To discuss the local theory of $P$-ordinary representations in later sections, let us recall the theory of Bushnell-Kutzko types and covers, adapting the notions of [BK98] and [Lat21, Section 3] to our setting.

Fix a place $w$ of $\mathcal{O}$ and write $F=\mathcal{K}_{w}$. Similarly, let $\mathcal{O}_{F}$ denote $\mathcal{O}_{\mathcal{K}_{w}}$. Let $G=\mathrm{GL}_{n}(F)$ for some integer $n \geq 1$.
1.2.1. Parabolic inductions and Jacquet modules. For any parabolic subgroup $P$ of $G$, let $L$ and $P^{u}$ denote its Levi factor and unipotent radical, respectively. Let $\delta_{P}: P \rightarrow \mathbb{C}^{\times}$denote its modulus character.

Recall that $\delta_{P}$ factors through $L$. Moreover, if $P$ is the standard parabolic subgroup associated to the partition $n=n_{1}+\ldots+n_{t}$, one has

$$
\begin{equation*}
\delta_{P}(l)=\prod_{j=1, \ldots, t}\left|\operatorname{det}\left(l_{j}\right)\right|^{-\sum_{i<j} n_{i}+\sum_{i>j} n_{i}} \tag{1}
\end{equation*}
$$

for any $l=\left(l_{1}, \ldots, l_{t}\right)$ in $L=\prod_{j=1}^{t} \mathrm{GL}_{n_{j}}(F)$. In particular, $\delta_{P}$ agrees with $\delta_{B}$ on the center $Z(L)$ of $L$, where $B$ is the Borel upper triangular subgroup (associated to the partition $n=1+\ldots+1$ ).

Given a smooth representation $(\sigma, W)$ of $L$, let $\operatorname{Ind}_{P}^{G}(\sigma, W)$ denote the classical (unnormalized) parabolic induction functor from $P$ to $G$. Moreover, given a representation $(\pi, V)$ of $G$, let $\left(\pi_{P}, V_{P}\right)$ denote the classical $P$-Jacquet functor. We often consider $\sigma$ and $\pi_{P}$ as both representations of $L$ and $P$ without comments.

Definition 1.2. The normalized parabolic induction functor is

$$
\iota_{P}^{G}(\sigma, W)=\operatorname{Ind}_{P}^{G}\left(\sigma \otimes \delta_{P}^{1 / 2}, W\right)
$$

and the normalized Jacquet functor is

$$
\mathrm{r}_{P}^{G}(\pi, V)=\left(\pi_{P} \otimes \delta_{P}^{-1 / 2}, V_{P}\right)
$$

We often simply write $\iota_{P}^{G} \sigma\left(\right.$ resp. $\left.\iota_{P}^{G} W\right)$ and $\mathrm{r}_{P}^{G} \pi\left(\right.$ resp. $\left.\mathrm{r}_{P}^{G} V\right)$ when the associated vector space (resp. representation) is clear from context.

The Frobenius reciprocity theorem [Cas95, Theorem 2.4.1] states

$$
\operatorname{Hom}_{G}\left(\pi, \iota_{P}^{G} \sigma\right)=\operatorname{Hom}_{P}\left(\mathrm{r}_{P}^{G} \pi, \sigma\right)
$$

1.2.2. Supercuspidal support. A theorem of Jacquet (see [Cas95, Theorem 5.1.2]) implies that given any irreducible representation $\pi$ of $G$, one may find a parabolic subgroup $P$ of $G$ with Levi subgroup $L$ and a supercuspidal representation $\sigma$ of $L$ such that $\pi \subset \iota_{P}^{G} \sigma$. .

The pair $(L, \sigma)$ is uniquely determined by $\pi$, up to $G$-conjugacy and one refers to this conjugacy class as the supercuspidal support of $\pi$.

Consider two pairs $(L, \sigma)$ and $\left(L^{\prime}, \sigma^{\prime}\right)$ consisting of a Levi subgroup of $G$ and one of its supercuspidal representation. One says that they are $G$-inertially equivalent if there exists some $g \in G$ such that $L^{\prime}=g^{-1} L g$ and some unramified character $\chi$ of $L^{\prime}$ such that ${ }^{g} \sigma \cong \sigma^{\prime} \otimes \chi$, where ${ }^{g} \sigma(x)=\sigma\left(g x g^{-1}\right)$. We write $[L, \sigma]_{G}$ for the $G$-inertial equivalence class of $(L, \sigma)$ and let $\mathfrak{B}(G)$ for the set of such classes.

For each $\mathfrak{s} \in \mathfrak{B}(G)$, let $\operatorname{Rep}^{\mathfrak{s}}(G)$ denote the full subcategory of $\operatorname{Rep}(G)$ whose objects are the representations such that all their irreducible subquotients have inertial equivalence class $\mathfrak{s}$.

The Bernstein-Zelevinsky geometric lemma (see [Ren10, Section VI.5.1]) implies that $\iota_{P}^{G} \sigma$ is an object of $\operatorname{Rep}^{\mathfrak{s}}(G)$, where $\mathfrak{s}=[L, \sigma]_{G}$.
Definition 1.3 ([BK98]). Let $J$ be a compact open subgroup of $G$ and $\tau$ be an irreducible representation of $J$. Let $\operatorname{Rep}_{\tau}(G)$ denote the full subcategory of $\operatorname{Rep}(G)$
whose objects are the representations generated over $G$ by their $\tau$-isotypic subspace. We say that $(J, \tau)$ is an $\mathfrak{s - t y p e}$ if $\operatorname{Rep}_{\tau}(G)=\operatorname{Rep}^{\mathfrak{s}}(G)$.

If $\pi$ is an irreducible supercuspidal representation of $G$ with inertial support $\mathfrak{s}$, then one can easily construct an $\mathfrak{s}$-type $(J, \tau)$, see [BK98, Section 5]. By [BK98, Proposition 5.6], the complex vector space $\operatorname{Hom}_{J}(\tau, \pi)$ is 1-dimensional.

Furthermore, it follows from [Pas05, Theorem 1.3] that there exists a unique (up to isomorphism) representation $\tau$ of $K=G\left(\mathcal{O}_{F}\right)$ such that $(K, \tau)$ is an $\mathfrak{s}$-type. We refer to this unique "maximal" type of $\mathfrak{s}$ as the BK-type of the supercuspidal representation $\pi$.

## 2. $P$-nebentypus of modular forms on unitary Shimura varieties.

In this section, we introduce the main algebraic groups of interest for this paper. We are mostly concerned about its structure over $\mathbb{Z}_{p}$ and construction of particular $p$ adic parabolic subgroups $P$. Furthermore, we analyse the geometry of the associated Shimura varieties and consider automorphic vector bundles over them (of a fixed weight $\kappa$ and $P$-nebentypus $\tau$ ). This allows to discuss the theory of modular forms whose $p$-level structure is " $P$-Iwahoric". This sets up the background to discuss (holomorphic and anti-holomorphic) cuspidal representations that have a particular behavior under the action of the $P$-Iwahori subgroup in the next sections. We follow the standard approach and material of [Hid04, $\mathrm{CEF}^{+} 16$, EHLS20].
2.1. Unitary Groups. Let $V$ be a finite-dimensional $\mathcal{K}$-vector space, equipped with a pairing $\langle\cdot, \cdot\rangle_{V}$ that is Hermitian with respect to the quadratic extension $\mathcal{K} / \mathcal{K}^{+}$. Write $n=\operatorname{dim}_{\mathcal{K}} V$.

Let $\delta \in \mathcal{O}$ be totally imaginary and prime to $p$ and define $\langle\cdot, \cdot\rangle=\operatorname{trace}_{\mathcal{K} / \mathbb{Q}}\left(\delta\langle\cdot, \cdot\rangle_{V}\right)$. This choice of $\delta$ and our Hypothesis (1.1) ensure the existence of an $\mathcal{O}$-lattice $L \subset V$ such that the restriction of $\langle\cdot, \cdot\rangle$ to $L$ is integral and yields a perfect pairing on $L \otimes \mathbb{Z}_{p}$.

For each $\sigma \in \Sigma_{\mathcal{K}}$, let $V_{\sigma}$ denote $V \otimes_{\mathcal{K}, \sigma} \mathbb{C}$. It has a $\mathbb{C}$-basis diagonalizing the pairing $\langle\cdot, \cdot\rangle$. The only eigenvalues must be $\pm 1$, say that 1 (resp. -1) has multiplicity $r_{\sigma}$ (resp. $s_{\sigma}$ ). We order the basis so that the +1 -eigenvectors appear first. Fixing such a basis, let $h_{\sigma}: \mathbb{C} \rightarrow \operatorname{End}_{\mathbb{R}}\left(V_{\sigma}\right)$ be $h_{\sigma}=\operatorname{diag}\left(z 1_{r_{\sigma}}, \bar{z} 1_{s_{\sigma}}\right)$.

Let $h=\prod_{\sigma \in \Sigma} h_{\sigma}: \mathbb{C} \rightarrow \prod_{\sigma \in \Sigma} \operatorname{End}_{\mathbb{R}}\left(V_{\sigma}\right)$ and assume that $h$ is standard (see [EHLS20, Section 2.3.2]). Since $\Sigma$ is a CM type of $\mathcal{K}$, one has a canonical identification

$$
\prod_{\sigma \in \Sigma} \operatorname{End}_{\mathbb{R}}\left(V_{\sigma}\right)=\operatorname{End}_{\mathcal{K}+\otimes \mathbb{R}}(V \otimes \mathbb{R})
$$

The tuple $\mathcal{P}=(\mathcal{K}, c, \mathcal{O}, L, 2 \pi \sqrt{-1}\langle\cdot, \cdot\rangle, h)$ is a PEL datum of unitary type, as defined in [EHLS20, Section 2.1-2.2]. It has an associate group scheme $G=G_{\mathcal{P}}$ over $\mathbb{Z}$ whose $R$-points are

$$
G(R)=\left\{(g, \nu) \in \mathrm{GL}_{\mathcal{O} \otimes R}(L \otimes R) \times R^{\times} \mid\langle g x, g y\rangle=\nu\langle x, y\rangle, \forall x, y \in L \otimes R\right\},
$$

for any commutative ring $R$. In particular, $G_{/ \mathbb{Q}}$ is a reductive group. Moreover, the assumptions on $p$ imply that $G_{/ \mathbb{Z}_{p}}$ is smooth and $G\left(\mathbb{Z}_{p}\right)$ is a hyperspecial maximal compact of $G\left(\mathbb{Q}_{p}\right)$.
2.1.1. Hodge structure. The homomorphism $h$ determines a pure Hodge structure of weight -1 on $V_{\mathbb{C}}=L \otimes \mathbb{C}$, i.e. $V=V^{-1,0} \oplus V^{0,-1}$ and $h(z)$ acts as $z$ on $V^{-1,0}$ and as $\bar{z}$ on $V^{0,-1}$. In particular, the $\mathcal{O} \otimes \mathbb{C}$-submodule $V^{0} \subset V$ defined as the degree 0 piece of the corresponding Hodge filtration is simply $V^{-1,0}$.

For each $\sigma \in \Sigma_{\mathcal{K}}$, let $a_{\sigma}=\operatorname{dim}_{\mathbb{C}}\left(V^{0} \otimes \mathcal{O} \otimes \mathbb{C}, \sigma \mathbb{C}\right)$ and $b_{\sigma}=n-a_{\sigma}$. The signature of $h$ is defined as the collection of pairs $\left\{\left(a_{\sigma}, b_{\sigma}\right)_{\sigma \in \Sigma_{\mathcal{K}}}\right\}$. Throughout this paper, we assume :

HYPOTHESIS 2.1 (Ordinary hypothesis). For all embeddings $\sigma, \sigma^{\prime} \in \Sigma_{\mathcal{K}}$, if $\mathfrak{p}_{\sigma}=\mathfrak{p}_{\sigma^{\prime}}$, then $a_{\sigma}=a_{\sigma^{\prime}}$.

Therefore, given a place $w$ of $\mathcal{K}$ above $p$, one can define $\left(a_{w}, b_{w}\right):=\left(a_{\sigma}, b_{\sigma}\right)$, where $\sigma \in \Sigma_{\mathcal{K}}$ is any embedding such that $\mathfrak{p}_{\sigma}=\mathfrak{p}_{w}$. Observe that $\left(a_{\sigma}, b_{\sigma}\right)=\left(r_{\sigma}, s_{\sigma}\right)$ is $\sigma \in \Sigma$. Otherwise, one has $\left(a_{\sigma}, b_{\sigma}\right)=\left(s_{\sigma}, r_{\sigma}\right)$.
2.2. Structure of $G$ over $\mathbb{Z}_{p}$. In this section, we introduce the preliminary notions that allows us to later study automorphic representations that are ordinary with respect to some parabolic subgroup of $G$.
2.2.1. Comparison to general linear groups. Consider the factorization $\mathcal{O} \otimes \mathbb{Z}_{p}=$ $\prod_{w \mid p} \mathcal{O}_{w}$ as the product runs over all primes $w$ of $\mathcal{K}$ above $p$. This induces a decomposition $L \otimes \mathbb{Z}_{p}=\prod_{w \mid p} L_{w}$ and a canonical $\mathbb{Z}_{p}$-isomorphism

$$
\begin{equation*}
\mathrm{GL}_{\mathcal{O} \otimes \mathbb{Z}_{p}}\left(L \otimes \mathbb{Z}_{p}\right) \xrightarrow{\sim} \prod_{w \mid p} \mathrm{GL}_{\mathcal{O}_{w}}\left(L_{w}\right), \quad g \mapsto\left(g_{w}\right) \tag{2}
\end{equation*}
$$

One obtains an isomorphism

$$
\begin{equation*}
G_{/ \mathbb{Z}_{p}} \xrightarrow{\sim} \mathbb{G}_{\mathrm{m}} \times \prod_{w \in \Sigma_{p}} \mathrm{GL}_{\mathcal{O}_{w}}\left(L_{w}\right), \quad(g, \nu) \mapsto\left(\nu,\left(g_{w}\right)\right) \tag{3}
\end{equation*}
$$

Our assumption above about the pairing $\langle\cdot, \cdot\rangle$ implies that for each $w \mid p$, there is an $\mathcal{O}_{B, w^{-}}$-decomposition of $L_{w}=L_{w}^{+} \oplus L_{w}^{-}$such that
(1) $\operatorname{rank}_{\mathcal{O}_{w}} L_{w}^{+}=a_{w}$ and $\operatorname{rank}_{\mathcal{O}_{w}} L_{w}^{-}=b_{w}$;
(2) Upon restricting $\langle\cdot, \cdot\rangle$ to $L_{w} \times L_{\bar{w}}$, the annihilator of $L_{w}^{ \pm}$is $L_{\bar{w}}^{ \pm}$. Hence, one has a perfect pairing $L_{w}^{+} \oplus L_{\bar{w}}^{-} \rightarrow \mathbb{Z}_{p}(1)$, again denoted $\langle\cdot, \cdot\rangle$.
Fix dual $\mathcal{O}_{w}$-bases (with respect to the perfect pairing above) for $L_{w}^{+}$and $L_{\bar{w}}^{-}$. They yield identifications

$$
\begin{equation*}
\mathrm{GL}_{\mathcal{O}_{w}}\left(L_{w}^{+}\right) \xrightarrow{\cong} \mathrm{GL}_{a_{w}}\left(\mathcal{O}_{w}\right) \quad \mathrm{GL}_{b_{\bar{w}}}\left(\mathcal{O}_{\bar{w}}\right) \xrightarrow{\cong} \mathrm{GL}_{\mathcal{O}_{w}}\left(L_{\bar{w}}^{-}\right) \tag{4}
\end{equation*}
$$

as well as an isomorphism $\mathrm{GL}_{\mathcal{O}_{w}}\left(L_{w}\right) \cong \mathrm{GL}_{n}\left(\mathcal{O}_{w}\right)$ such that the obvious map

$$
\mathrm{GL}_{\mathcal{O}_{w}}\left(L_{w}^{+}\right) \times \mathrm{GL}_{\mathcal{O}_{w}}\left(L_{w}^{-}\right) \hookrightarrow \mathrm{GL}_{\mathcal{O}_{w}}\left(L_{w}\right)
$$

is simply the diagonal embedding of block matrices.
Let $H:=\mathrm{GL}_{\mathcal{O} \otimes \mathbb{Z}_{p}}\left(L^{+}\right)$. Then, the identification (4) above induces a canonical isomorphism

$$
\begin{equation*}
H \cong \prod_{w \mid p} \mathrm{GL}_{a_{w}}\left(\mathcal{O}_{w}\right)=\prod_{w \in \Sigma_{p}} \mathrm{GL}_{a_{w}}\left(\mathcal{O}_{w}\right) \times \mathrm{GL}_{b_{w}}\left(\mathcal{O}_{w}\right) \tag{5}
\end{equation*}
$$

2.2.2. Parabolic subgroups of $G$ over $\mathbb{Z}_{p}$. For $w \mid p$, let

$$
\mathbf{d}_{w}=\left(n_{w, 1}, \ldots, n_{w, t_{w}}\right)
$$

be a partition of $a_{w}=b_{\bar{w}}$. Let $P_{\mathbf{d}_{w}} \subset \mathrm{GL}_{a_{w}}\left(\mathcal{O}_{w}\right)$ denote the standard parabolic subgroup corresponding to $\mathbf{d}_{w}$.

Let $P_{H} \subset H$ be the $\mathbb{Z}_{p}$-parabolic that corresponds to the products of all the $P_{\mathbf{d}_{w}}$ via the isomorphism (5). We denote the unipotent radical of $P_{H}$ by $P_{H}^{u}$.

We work with the Levi factor $L_{H}=P_{H} / P_{H}^{u}$ of $P_{H}$ as well as its maximal subtorus $T_{H}$. Note that $T_{H}$ does not depend on the choice of partitions. Furthermore, elements of $L_{H}$ are identified with collections of block-diagonal matrices, with respect to the partitions $\mathbf{d}_{w}$, via (5).

Let $P^{+} \subset G_{/ \mathbb{Z}_{p}}$ be the parabolic subgroup that stabilizes $L^{+}$and such that

$$
\begin{equation*}
P^{+} \rightarrow \mathbb{G}_{\mathrm{m}} \times P_{H} \subset \mathbb{G}_{\mathrm{m}} \times H \tag{6}
\end{equation*}
$$

where the map to the first factor is the similitude character $\nu$ and the map to the second factor is projection to $H$.

For $w \in \Sigma_{p}$, let $P_{w}$ be the parabolic subgroup of $\operatorname{GL}_{n}\left(\mathcal{O}_{w}\right)$ given by

$$
P_{w}=\left\{\left.\left(\begin{array}{cc}
A & B  \tag{7}\\
0 & D
\end{array}\right) \in \mathrm{GL}_{n}\left(\mathcal{O}_{w}\right) \right\rvert\, A \in P_{\mathbf{d}_{w}}, D \in P_{\mathbf{d}_{\bar{w}}}^{\mathrm{op}}\right\}
$$

and set $P=\prod_{w \in \Sigma_{p}} P_{w}$.
We naturally identify $P$ as a subgroup of $G_{/ \mathbb{Z}_{p}}$. Let $P^{u}$ be the unipotent radical of $P, L_{P}=P / P^{u}$ be its Levi factor and $T_{P}$ be its maximal subtorus. The projection $P^{+} \rightarrow \mathbb{G}_{\mathrm{m}} \times P_{H}$ induces a natural isomorphism $L_{P} \cong L_{H}$. Its restrictions to maximal subtori yields the identity map $T_{P}=T_{H}$.

Remark 2.2. The trivial partition of $a_{w}$ is $(1, \ldots, 1)$ (of length $t_{w}=a_{w}$ ). If the partitions $\mathbf{d}_{w}$ and $\mathbf{d}_{\bar{w}}$ are both trivial, we write $B_{w}$ instead of $P_{w}$. In that case, $L_{B}=T_{B}=T_{H}$.

Our choices of bases above imply that under the isomorphisms (3) and (4), $P^{+}$ corresponds to

$$
\begin{equation*}
P^{+} \xrightarrow{\sim} \mathbb{G}_{\mathrm{m}} \times P \tag{8}
\end{equation*}
$$

Definition 2.3. We define the $P$-Iwahori subgroup of $G$ of level $r \geq 0$ as

$$
I_{r}^{0}=I_{P, r}^{0}:=\left\{g \in G\left(\mathbb{Z}_{p}\right) \mid g \bmod p^{r} \in P^{+}\left(\mathbb{Z}_{p} / p^{r} \mathbb{Z}_{p}\right)\right\}
$$

and the pro-p $P$-Iwahori subgroup $I_{r}=I_{P, r}$ of $G$ of level $r$ as

$$
I_{r}=I_{P, r}:=\left\{g \in G\left(\mathbb{Z}_{p}\right) \mid g \bmod p^{r} \in\left(\mathbb{Z}_{p} / p^{r} \mathbb{Z}_{p}\right)^{\times} \times P^{u}\left(\mathbb{Z}_{p} / p^{r} \mathbb{Z}_{p}\right)\right\}
$$

Note that for $r=0$, we simply have $I_{P, 0}=I_{P, 0}^{0}=G\left(\mathbb{Z}_{p}\right)$.
Remark 2.4. We refrain from referring to $I_{r}^{0}$ as a parahoric subgroup of $G$. This terminology is usually reserved for stabilizers of points in Bruhat-Tits building. We make no attempt here to introduce our construction from the point of view of these combinatorial and geometric structures.

The inclusion of $L_{P}\left(\mathbb{Z}_{p}\right)$ in $I_{r}^{0}$ yields a canonical isomorphism

$$
\begin{equation*}
L_{P}\left(\mathbb{Z}_{p} / p^{r} \mathbb{Z}_{p}\right) \xrightarrow{\sim} I_{r}^{0} / I_{r} . \tag{9}
\end{equation*}
$$

For each $w \in \Sigma_{p}$, one similarly defines $I_{w, r}^{0}$ and $I_{w, r}$ by replacing $P^{+}$by $P_{w}$ and working in $\mathrm{GL}_{n}\left(\mathcal{O}_{w}\right)$ instead of $G\left(\mathbb{Z}_{p}\right)$. Let

$$
I_{r}^{\mathrm{GL}}=\prod_{w \in \Sigma_{p}} I_{w, r} \quad \text { and } \quad I_{r}^{0, \mathrm{GL}}=\prod_{w \in \Sigma_{p}} I_{w, r}^{0},
$$

so that $I_{r}$ and $I_{r}^{0}$ correspond to $\mathbb{Z}_{p}^{\times} \times I_{P, r}^{\mathrm{GL}}$ and $\mathbb{Z}_{p}^{\times} \times I_{P, r}^{0, \mathrm{GL}}$ respectively, via the isomorphisms (3) and (4).

Remark 2.5. Later, we will consider various modules with an action of $G$ and define " $P$-ordinary" submodules. Technically, it would be more accurate to refer to them as $P^{+}$-ordinary submodules. Similarly, the groups defined above could be called (pro-p) $P^{+}$-Iwahori subgroups. In any case, there should not be any confusion between $P$ and $P^{+}$.
2.2.3. Conventions for the opposite unitary group of $G$. Consider the PEL datum $\mathcal{P}=(\mathcal{K}, c, \mathcal{O}, L,\langle\cdot, \cdot\rangle, h)$ of unitary type associated to a finite-dimensional hermitian $\mathcal{K}$-vector space $(V,\langle\cdot, \cdot\rangle)$ as above. Recall that there is a fixed $\mathcal{O} \otimes \mathbb{Z}_{p}$-decomposition $L \otimes \mathbb{Z}_{p}=L^{+} \oplus L^{-}$.

We sometimes write $\mathcal{P}_{1}$ for $\mathcal{P}$ and similarly set $L_{1}:=,\langle\cdot, \cdot\rangle_{1}:=\langle\cdot, \cdot\rangle$ and $h_{1}:=h$. Define

$$
\mathcal{P}_{2}=\left(\mathcal{K}, c, \mathcal{O}, L_{2},\langle\cdot, \cdot\rangle_{2}, h_{2}\right):=(\mathcal{K}, c, \mathcal{O}, L,-\langle\cdot, \cdot\rangle, h \circ \overline{(\cdot)})
$$

which is clearly the datum associated to $V$ but equipped with the opposite Hermitian pairing $-\langle\cdot, \cdot\rangle$. When we wish to distinguish those PEL datum, we write $G_{1}:=G_{\mathcal{P}_{1}}$ and $G_{2}:=G_{\mathcal{P}_{2}}$. One has an obvious canonical identification $G_{1}(\mathbb{A})=G_{2}(\mathbb{A})$.

All of the definitions above can therefore be made with $\mathcal{P}_{2}$ instead of $\mathcal{P}_{1}$. To compare the relevant results on these two groups, we choose the fixed $\mathcal{O} \otimes \mathbb{Z}_{p^{-}}$ decomposition for $L_{2} \otimes \mathbb{Z}_{p}=L_{2}^{+} \oplus L_{2}^{-}$to be $L_{2}^{ \pm}:=L^{\mp}$. Furthermore, the signature of $G_{2}$ at $w \in \Sigma_{p}$ is now $\left(a_{\bar{w}}, b_{\bar{w}}\right)=\left(b_{w}, a_{w}\right)$. Therefore, when working with $G_{2}$, we fix the partition of $a_{\bar{w}}$ to be the partition $d_{\bar{w}}$ of $b_{w}$ chosen above.
Remark 2.6. We often refer to $(V,\langle\cdot, \cdot\rangle)$ simply by $V$ and $(V,-\langle\cdot, \cdot\rangle)$ simply by $-V$. The objects associated to each of them sometimes have subscripts $V$ or $-V$ to
emphasize the relevant PEL datum. This convention will be reminded several times throughout the article to avoid confusion, especially in Section 4.2.
2.3. Unitary Shimura varieties of level $I_{P, r}$ at $p$. The results of Sections 3 and 4 can be obtained while only working with moduli spaces associated to $\mathcal{P}$ over $F$, the reflex field of $\mathcal{P}=\mathcal{P}_{1}$. However, in Section 5, we use these results to compare " $P$ ordinary subspaces" (to be defined later) with $p$-integral spaces of modular forms. Therefore, in this section, we introduce the relevant spaces over $F$ and over $\mathcal{O}_{F} \otimes \mathbb{Z}_{(p)}$ simultaneously, where $\mathcal{O}_{F}$ denotes the ring of integers of $F$.

Remark 2.7. In the $p$-integral case, we assume first that our level $K$ is hyperspecial at $p$, so our treatment here follows [EHLS20, Section 2.2] and introduces the notions relevant to our situation. However, in Section 2.3.2, we introduce level structures at $p$ that are more general than the one considered in [EHLS20].

Let $\square=\{p\}$ or $\emptyset$ and define $S_{\square}=\mathcal{O}_{F} \otimes \mathbb{Z}_{(\square)}$. Let $K^{\square} \subset G\left(\mathbb{A}_{f}^{\square}\right)$ be any open compact subgroup and set

$$
K=\left\{\begin{array}{lr}
K^{\square}, & \text { if } \square=\{0\}, \\
G\left(\mathbb{Z}_{p}\right) K^{\square}, & \text { otherwise } .
\end{array}\right.
$$

Then, one may define the moduli problem $\mathrm{M}_{K, \square}=\mathrm{M}_{K, \square}(\mathcal{P})$ as the functor that assigns to any locally noetherian $S_{\square}$ scheme $T$ the set of equivalence classes of quadruples $\underline{A}=(A, \lambda, \iota, \alpha)$, where
(1) $A$ is an abelian scheme over $A$;
(2) $\lambda: A \rightarrow A^{\vee}$ is a polarization. If $\square=\{p\}$, this polarization is prime-to- $p$;
(3) $\iota: S_{\square} \hookrightarrow \operatorname{End}_{T} A \otimes \mathbb{Z}_{(\square)}$ such that $\iota(b)^{\vee} \circ \lambda=\lambda^{\vee} \circ \iota(\bar{b})$;
(4) $\alpha$ is a $K^{\square}$-level structure, see [EHLS20, Section 2.1];
(5) $\operatorname{Lie}_{T} A$ satisfies the Kottwitz determinant condition defined by $(L \otimes R,\langle\cdot, \cdot\rangle, h)$, see [Lan13, Definition 1.3.4.1];
and two quadruples $(A, \lambda, \iota, \alpha)$ and $\left(A^{\prime}, \lambda^{\prime}, \iota^{\prime}, \alpha^{\prime}\right)$ are equivalent if there exists some prime-to- $\square$ isogeny $f: A \rightarrow A^{\prime}$ such that
(1) $\lambda$ and $f^{\vee} \circ \lambda^{\prime} \circ f$ are equal, up to multiplication by some positive element in $\mathbb{Z}_{(\square)}^{\times} ;$
(2) $\iota^{\prime}(b) \circ f=f \circ \iota(b)$, for all $b \in \mathcal{O}_{F}$;
(3) $\alpha^{\prime}=f \circ \alpha$.

If $K$ is neat (see [Lan13, Definition 1.4.1.8.]), then there exists a smooth, quasiprojective $S_{\square}$-scheme that represents this moduli problem, which we still denote by $\mathrm{M}_{K, \square}$. One readily sees that $\mathrm{M}_{K, \emptyset}$ is canonically isomorphic to the base change of $\mathrm{M}_{K,\{p\}}$ from $\mathcal{O}_{F} \otimes \mathbb{Z}_{(p)}$ to $F$. Therefore, when the base ring $S_{\square}$ is clear from context, we simply write $\mathrm{M}_{K}$ for $\mathrm{M}_{K, \square}$.
2.3.1. Toroidal compactifications. We recall the existence of toroidal compactifications of the moduli spaces above constructed in [Lan13]. When $\square=\{p\}$, these
generalizes the known toroidal compactifications for $\square=\emptyset$. Note that these are associated to smooth projective polyhedral cone decompostions. Since the exact definition of the later plays no role in this article, we do not introduce this notion precisely.

The only properties relevant for us are that given such a polyhedral cone decomposition $\Omega$, there exists a smooth toroidal compactification $\mathrm{M}_{K, \Omega}^{\mathrm{tor}}$ of $\mathrm{M}_{K}$ over $S_{\square}$, for both $\square=\emptyset$ and $\{p\}$, and that there exists a partial ordering on the set of such $\Omega$ 's by refinements. Given two polyhedral cone decompositions $\Omega$ and $\Omega^{\prime}$, if $\Omega^{\prime}$ refines $\Omega$, then there is a canonical proper surjective map $\pi_{\Omega^{\prime}, \Omega}: \mathrm{M}_{K, \Omega^{\prime}}^{\mathrm{tor}} \rightarrow \mathrm{M}_{K, \Omega}^{\mathrm{tor}}$ which restricts to the identity on $\mathrm{M}_{K}$. We denote the tower $\left\{\mathrm{M}_{K, \Omega}^{\text {tor }}\right\}$ by $\mathrm{M}_{K}^{\text {tor }}$. We often refer to the tower as if it were a single scheme and do not emphasize the specific compatible choices of $\Omega$ in some constructions. See [EHLS20, Section 2.4] for more details.
2.3.2. Compactified Shimura varieties of level $K_{P, r}$. Over the reflex field $F$, the moduli space $\mathrm{M}_{K}(\mathcal{P})$ is the union of finitely many copies of the canonical model of the Shimura variety associated to $\left(G, X_{\mathcal{P}}\right)$, where $X_{\mathcal{P}}$ denote the $G(\mathbb{R})$-conjugacy class of $h$, see [Kot92, Section 8] for details.

More precisely, let $V^{(1)}, \ldots, V^{(k)}$ be representatives for the isomorphism classes of all hermitian vector spaces that are locally isomorphic to $V$ at every place of $\mathbb{Q}$. As explained in $\left[\mathrm{CEF}^{+} 16\right.$, Section 2.3.2], it is well-known that there are finitely many such classes, in fact $k=\left|\operatorname{ker}^{1}(\mathbb{Q}, G)\right|$, where

$$
\operatorname{ker}^{1}(\mathbb{Q}, G)=\operatorname{ker}\left(H^{1}(\mathbb{Q}, G) \rightarrow \prod_{v} H^{1}\left(\mathbb{Q}_{v}, G\right)\right)
$$

Then, $\mathrm{M}_{K}=\mathrm{M}_{K, \emptyset}$ is the disjoint union of isomorphic $F$-schemes $\mathrm{M}_{K, V^{(j)}}$ naturally indexed by the $V^{(j)}$. Assume that $V^{(1)}=V$ and denote the scheme-theoretic of $\mathrm{M}_{K, V}$ in $\mathrm{M}_{K, \square}$ by ${ }_{K} \mathrm{Sh}_{\square}(V)$. Again, we often simplify the notation to ${ }_{K} \mathrm{Sh}(V)$ (or even ${ }_{K} \mathrm{Sh}$ ) when the choice of $\square=\emptyset$ or $\{p\}$ is clear from context. In particular, ${ }_{K} \mathrm{Sh}$ is a smooth, quasi-projective $S_{\square}$-scheme. We refer to ${ }_{K}$ Sh as a Shimura variety of level $K$ (associated to $\mathcal{P}$ ) and $\mathrm{M}_{K}$ as a moduli space.

In what follows, we work with $\square=\{p\}$, hence $K=G\left(\mathbb{Z}_{p}\right) K^{p}$ as in the beginning of Section 2.3. We now introduce a more general level structure at $p$. To do so, we first need to introduce covers of $\mathrm{M}_{K}$ and $\mathrm{M}_{K}^{\text {tor }}$.

Let $\underline{\mathcal{A}}=(\mathcal{A}, \lambda, \iota, \alpha)$ be the universal abelian scheme over $\mathrm{M}_{K}$. Using [Lan13, Theorem 6.4.1.1], $\mathcal{A}$ can be extended to a semiabelian scheme over $\mathrm{M}_{K}^{\text {tor }}$ that is part of a degenerating family and which we still denote $\mathcal{A}$. By [Lan13, Theorem 3.4.3.2], there exists a dual semiabelian scheme $\mathcal{A}^{\vee}$ together with homomorphisms $\mathcal{A} \rightarrow \mathcal{A}^{\vee}$, $\mathcal{O}_{F} \otimes \mathbb{Z}_{(p)} \rightarrow \operatorname{End}_{\mathrm{M}_{K}^{\text {tor }}} \mathcal{A}$ and a $K^{(p)}$-level structure on $\mathcal{A}$ that extend $\lambda, \iota$ and $\alpha$ respectively.

Define an $\mathcal{O}_{F} \otimes \mathbb{Z}_{(p)}$-scheme $\overline{\mathrm{M}}_{K_{r}}$ over $\mathrm{M}_{K}^{\text {tor }}$ whose $S$-points classify the $P_{H}^{u}\left(\mathbb{Z}_{p}\right)$ orbits of $\mathcal{O} \otimes \mathbb{Z}_{p}$-injections $\phi: L^{+} \otimes \mu_{p^{r}} \hookrightarrow \mathcal{A}^{\vee}\left[p^{r}\right]_{/ S}$ of group schemes with image
an isotropic subgroup scheme. Let $\mathrm{M}_{K_{r}}$ denote its pullback over $\mathrm{M}_{K}$. We have the commutative diagram

where the vertical arrows are $\mathcal{L}_{r}$-torsors, where $\mathcal{L}_{r}$ denotes $L_{P}\left(\mathbb{Z}_{p} / p^{r} \mathbb{Z}_{p}\right)=L_{H}\left(\mathbb{Z}_{p} / p^{r} \mathbb{Z}_{p}\right)$.
After base change from $\mathcal{O}_{F} \otimes \mathbb{Z}_{(p)}$ to $F$, a choice of basis of $\mathbb{Z}_{p}(1)$ induces a canonical identification between $\mathrm{M}_{K_{r / F}}$ and the moduli space $\left(\mathrm{M}_{I_{r} K^{p}}\right)_{/ F}$. Moreover, the normalization of $\left(\mathrm{M}_{K}^{\text {tor }}\right)_{/ F}$ in $\left.\left(\mathrm{M}_{K_{r}}\right)\right)_{F}$ is $\overline{\mathrm{M}}_{K_{r / F}}$. In other words, given any open compact subgroup $K^{p} \subset G\left(\mathbb{A}_{f}^{p}\right)$, we may define $K_{r}=I_{r} K^{p}$ and there should be no confusion when working over $S_{\square}$, for $\square=\{p\}$ or $\emptyset$. We sometimes write $K_{P, r}$ instead of $K_{r}$ if we want to emphasize its dependence on $P$.

To define modular forms of level $K_{r}$, we only need to work with the components over ${ }_{K}$ Sh. More precisely, for any polyhedral cone decomposition $\Omega$, denote the scheme-theoretic closure of ${ }_{K} \mathrm{Sh}$ in $\mathrm{M}_{K, \Omega}^{\text {tor }}$ by ${ }_{K} \mathrm{Sh}_{\Omega}^{\text {tor }}$. Again, we denote the tower $\left\{_{K} \mathrm{Sh}_{\Omega}^{\text {tor }}\right\}_{\Omega}$ by ${ }_{K} \mathrm{Sh}^{\text {tor }}$ and describe our construction as if this tower was a single scheme. In particular, we have a canonical inclusion (of towers) $s_{K}:{ }_{K} \mathrm{Sh}^{\text {tor }} \hookrightarrow \mathrm{M}_{K}^{\text {tor }}$ in the obvious sense. Its restriction to ${ }_{K} \mathrm{Sh}$ is the natural inclusion ${ }_{K} \mathrm{Sh} \hookrightarrow \mathrm{M}_{K}$ described above, which we denote by $s_{K}$ again.

As discussed in [Lan12, Sections 3-4] and [EHLS20, Section 2.4], this is a smooth toroidal compactification of ${ }_{K}$ Sh. Furthermore, over $F$ (i.e. when $\square=\emptyset$ ), it is equal to the usual toroidal compactification of the canonical model of the Shimura variety associated to ( $G, X_{\mathcal{P}}$ ).

Define ${ }_{K_{r}} \mathrm{Sh}$ (resp. ${ }_{K_{r}} \overline{\mathrm{Sh}}$ ) as the pullback of $\mathrm{M}_{K_{r}}\left(\right.$ resp. $\overline{\mathrm{M}}_{K_{r}}$ ) via $s_{K}$, i.e. we have the commutative diagrams


By abusing notation, we denote all four of the horizontal inclusions by $s_{K}$. All four vertical arrows are covers by $\mathcal{L}_{r}$-torsors.
2.3.3. Complex uniformization. We first recall the description of natural complex structure on $X=X_{\mathcal{P}}$. Let $V_{\mathbb{C}}=L \otimes \mathbb{C}$ with its pure Hodge decomposition $V_{\mathbb{C}}=$ $V^{-1,0} \oplus V^{0,-1}$ of weight -1 , as in section 2.1.1. Let $W=V / V^{0,-1}$, a space defined over the reflex field $F$ of $\mathcal{P}$.

Fix an $S_{\square \text {-submodule }} \Lambda_{0}$ of $W$ such that $\Lambda_{0} \otimes_{S_{\square}} \mathbb{C}=W$ and consider the $S_{\square-}$ module $\Lambda_{0}^{\vee}=\operatorname{Hom}_{\mathbb{Z}_{(p)}}\left(\Lambda_{0}, \mathbb{Z}_{(p)}(1)\right)$. Define $\Lambda=\Lambda_{0} \oplus \Lambda_{0}^{\vee}$ and

$$
\begin{aligned}
\langle\cdot, \cdot\rangle_{c a n}: \Lambda \times \Lambda & \rightarrow \mathbb{Z}_{(p)}(1) \\
\left\langle\left(f_{1}, x_{1}\right),\left(f_{2}, x_{2}\right)\right\rangle_{c a n} & =f_{2}\left(x_{1}\right)-f_{1}\left(x_{2}\right)
\end{aligned}
$$

so that both $\Lambda_{0}$ and $\Lambda_{0}^{\vee}$ are isotropic submodules of $\Lambda$. One has $\langle b x, y\rangle_{c a n}=$ $\langle x, \bar{b} y\rangle_{c a n}$, for $b \in \mathcal{O}_{F}$.
 by

$$
G_{0}(R)=\left\{(g, \nu) \in \mathrm{GL}_{R}\left(\Lambda \otimes_{S_{\square}} R\right) \times R^{\times} \mid\langle g x, g y\rangle_{c a n}=\nu\langle x, y\rangle_{c a n}, x, y \in \Lambda \otimes R\right\},
$$

for any $S_{\square-a l g e b r a ~} R$.
One readily checks that there is an isomorphism $V \cong \Lambda \otimes_{S_{\square}} \mathbb{C}$ of $\mathbb{C}$-vector spaces that identifies $V^{-1,0}$ (resp. $V^{0,-1}$ ) with $\Lambda_{0} \otimes_{S_{\square}} \mathbb{C}\left(\right.$ resp. $\left.\Lambda_{0}^{\vee} \otimes_{S_{\square}} \mathbb{C}\right)$ and the pairing $\langle\cdot, \cdot\rangle$ with $\langle\cdot, \cdot\rangle_{\text {can }}$. In other words, it yields an identification between $G_{/ \mathbb{C}}$ and $G_{0 / \mathbb{C}}$.

Let $H_{0} \subset G_{0}$ be the stabilizer of the polarization $\Lambda=\Lambda_{0} \oplus \Lambda_{0}^{\vee}$. The algebraic representations of $H_{0}$ will describe the cohomological weights of the automorphic representations considered below. The natural projection

$$
H_{0} \rightarrow \mathbb{G}_{\mathrm{m}} \times \mathrm{GL}_{\mathcal{O}_{F} \otimes S_{\square}}\left(\Lambda_{0}\right)
$$

is an isomorphism.
Under the identification above, $H_{0}(\mathbb{C})$ corresponds to $C(\mathbb{C})$, where $C$ is the real algebraic subgroup of $G_{/ \mathbb{R}}$ whose real points $U_{\infty}=C(\mathbb{R})$ is the stabilizer of $h \in X$ under the conjugation action of $G(\mathbb{R})$.

Let $P_{0} \subset G_{0}$ be the parabolic subgroup defined as the stabilizer of $\Lambda_{0}$; its Levi factor is $H_{0}$. Then, the identification above embeds $G(\mathbb{R}) / U_{\infty} \xrightarrow{\sim} X$ as an open subspace of $G_{0}(\mathbb{C}) / P_{0}(\mathbb{C})$, which yields a complex structure on $X$. As discussed in [Kot92, Section 8], the complex analytic space ${ }_{K} \operatorname{Sh}(\mathbb{C})$ is naturally isomorphic to

$$
G(\mathbb{Q}) \backslash X \times G\left(\mathbb{A}_{f}\right) / K
$$

Note that $P_{0 / \mathbb{C}}$ corresponds to $P_{h / \mathbb{C}}$, where $P_{h} \subset G_{/ \mathbb{R}}$ be is the stabilizer of the Hodge filtration on $V=L \otimes \mathbb{R}$ determined by $h$, as explained in Section 2.1.1.

### 2.4. Weight and $p$-type of automorphic vector bundles.

2.4.1. The canonical bundles. In this section, $\square$ can be either $\emptyset$ or $\{p\}$. In both cases, let $K=G\left(\mathbb{Z}_{p}\right) K^{p}$ and for any $r \geq 1$, let $K_{r}=I_{r} K^{p}$. When $\square=\emptyset$, some of the definitions below can be adapted for any level structure at $p$ but these will not be pertinent for our work.

Let $\omega$ be the $\mathcal{O}_{\mathrm{M}_{K}^{\text {tor }}-\text { dual of }} \operatorname{Lie}_{\mathrm{M}_{K}^{\text {tor }}} \mathcal{A}^{\vee}$ over $S_{\square}$. The Kottwitz determinant condition mentioned in the definition of the moduli problem $\mathrm{M}_{K}(\mathcal{P})$ implies that $\omega$ is locally isomorphic to $\Lambda_{0}^{\vee} \otimes_{S_{\square}} \mathcal{O}_{\mathrm{M}_{K}^{\text {tor }}}$ over $\mathcal{O}_{\mathcal{K}} \otimes \mathcal{O}_{\mathrm{M}_{K}^{\text {tor }}}$. Define

$$
\mathcal{E}=\operatorname{Isom}_{\mathcal{O}} \otimes \mathcal{O}_{\mathrm{M}_{K}^{\text {tor }}}\left(\left(\omega, \mathcal{O}_{\mathrm{M}_{K}^{\text {tor }}}(1)\right),\left(\Lambda_{0}^{\vee} \otimes_{S_{\square}} \mathcal{O}_{\mathrm{M}_{K}^{\text {tor }}}, \mathcal{O}_{\mathrm{M}_{K}^{\text {tor }}}(1)\right)\right),
$$

over $\mathrm{M}_{K_{-}}^{\text {tor }}$. The natural structure map is an $H_{0}$-torsor $\pi: \mathcal{E} \rightarrow \mathrm{M}_{K}^{\text {tor }}$. Set $\mathcal{E}_{r}=$ $\mathcal{E} \times_{\mathrm{M}_{K}^{\text {tor }}} \overline{\mathrm{M}}_{K_{r}}$, an $\mathcal{L}_{r}$-torsor of $\mathcal{E}$, so

and denote the structure map $\mathcal{E}_{r} \rightarrow \overline{\mathrm{M}}_{K_{r}}$ by $\pi_{r}$.
Let $\tau$ be a smooth finite-dimensional representation of $L_{P}\left(\mathbb{Z}_{p}\right)$ that factors through $\mathcal{L}_{r}$. Let $M_{\tau}$ denote the associated complex vector space. In fact, there exists a finite ring extension $S_{\square}[\tau]$ of $S_{\square}$ on which $\tau$ is well defined.

Define $\mathcal{E}_{r, \tau}$ as the $S_{\square}[\tau]$-scheme over $\mathcal{E}_{r}$ whose $R$-points are given by

$$
\mathcal{E}_{r, \tau}(R)=\mathcal{E}_{r}(R) \times^{\tau}\left(M_{\tau}\right)_{/ R}:=\left(\mathcal{E}_{r}(R) \times\left(M_{\tau}\right)_{/ R}\right) / \sim^{\tau}
$$

for any $S_{\square}[\tau]$-algebra $R$. The equivalence relation $\sim^{\tau}$ is given by

$$
(\epsilon, m) \sim^{\tau}(g \epsilon, \tau(g) m)
$$

for all $\varepsilon \in \mathcal{E}_{r}, m \in\left(M_{\tau}\right)_{/ R}$ and $g \in L_{H}\left(\mathbb{Z}_{p}\right)$. Let $\pi_{r, \tau}$ be the structure map $\mathcal{E}_{r, \tau} \rightarrow \overline{\mathrm{M}}_{K_{r}}$.
2.4.2. Weights of modular forms. Let $\mathcal{K}^{\prime}$ be the Galois closure of $\mathcal{K}$ and $\mathfrak{p}^{\prime} \subset \mathcal{O}_{\mathcal{K}^{\prime}}$ be the prime above $p$ determined by $\iota_{p}$. Moreover, let

$$
S_{\square}^{0}=S_{\square} \otimes \mathcal{O}_{F,(p)} \mathcal{O}_{\mathcal{K}^{\prime},\left(\mathfrak{p}^{\prime}\right)}= \begin{cases}\mathcal{K}^{\prime}, & \text { if } \square=\emptyset \\ \mathcal{O}_{\mathcal{K}^{\prime},\left(\mathfrak{p}^{\prime}\right)}, & \text { if } \square=\{p\}\end{cases}
$$

Over $S_{\square}^{0}$, we have an isomorphism

$$
\begin{equation*}
H_{0 / S_{\square}^{0}} \xrightarrow{\sim} \mathbb{G}_{\mathrm{m}} \times \prod_{\sigma \in \Sigma_{\mathcal{K}}} \mathrm{GL}_{\mathcal{O} \otimes \otimes_{\mathcal{O}, \sigma} S_{\square}^{0}}\left(\Lambda_{0, \sigma}^{\vee}\right) \cong \mathbb{G}_{\mathrm{m}} \times \prod_{\sigma \in \Sigma_{\mathcal{K}}} \mathrm{GL}_{b_{\sigma}}\left(S_{\square}^{0}\right) \tag{10}
\end{equation*}
$$

Let $B_{H_{0}} \subset H_{0}$ be the Borel subgroup (defined over $S_{\square}^{0}$ ) that corresponds to the product of the lower-triangular Borel subgroups via the isomorphism (10). Let $T_{H_{0}} \subset B_{H_{0}}$ denote its maximal subtorus and let $B_{H_{0}}^{u}$ denote its unipotent radical subgroup.

Given an $S_{\square}^{0}$-algebra $R$, a character $\kappa$ of $T_{H_{0}}$ over $R$ is identified via the isomorphism (10) with a tuple

$$
\kappa=\left(\kappa_{0},\left(\kappa_{\sigma}\right)_{\sigma \in \Sigma_{\mathcal{K}}},\right),
$$

where $\kappa_{0} \in \mathbb{Z}$ and $\kappa_{\sigma}=\left(\kappa_{\sigma, j}\right) \in \mathbb{Z}^{b_{\sigma}}$. Namely, for

$$
t=\left(t_{0},\left(\operatorname{diag}\left(t_{\sigma, i, 1}, \ldots, t_{\sigma, i, b_{\sigma, i}}\right)\right)_{\sigma \in \Sigma_{\mathcal{K}}}\right) \in T_{H_{0}},
$$

one has

$$
\kappa(t)=t_{0}^{\kappa_{0}} \prod_{\sigma \in \Sigma_{\kappa}} \prod_{j=1}^{b_{\sigma}} t_{\sigma, j}^{\kappa_{\sigma, j}}
$$

We say that $\kappa$ is dominant if it is dominant with respect to the opposite Borel $B_{H_{0}}^{\mathrm{op}}$ (of upper-triangular matrices). This is equivalent to $\kappa_{\sigma, j-1} \geq \kappa_{\sigma, j}$ for all $\sigma \in \Sigma_{\mathcal{K}}$, $2 \leq j \leq b_{\sigma}$.

Given a dominant character $\kappa$ of $T_{H_{0}}$ over an $S_{\square}^{0}$-algebra $R$, extend it trivially to $B_{H_{0}}$. Define

$$
W_{\kappa}=W_{\kappa}(R)=\operatorname{Ind}_{B_{H_{0}}}^{H_{0}} \kappa=\left\{\phi: H_{0 / R} \rightarrow \mathbb{G}_{\mathrm{a}} \mid \phi(b h)=\kappa(b) \phi(h), \forall b \in B_{H_{0}}\right\}
$$

with its natural structure as a left $H_{0}$-module via multiplication on the right. Since $H_{0}$ is the Levi factor of $P_{0}$, we inflate it to an irreducible algebraic representation of $P_{0}$.

As explained in [Jan03, Part II. Chapter 2] and [Hid04, Section 8.1.2], if $R$ is flat over $S_{\square}^{0}$, this is an $R$-model for the highest weight representation of $H_{0}$ with respect to $\left(T_{H_{0}}, B_{H_{0}}^{\mathrm{op}}\right)$ of weight $\kappa$.

Now, assume that $\square=\emptyset$ and hence, $R$ is a $\mathcal{K}^{\prime}$-algebra. Via the identification of $P_{0}$ and $P_{h}$ over $\mathbb{C}, W_{\kappa}$ is a representation of $P_{h}$. As explained in [Har86, Section 7.1], it therefore corresponds to an homogeneous $G$-vector bundle over $\check{X}$, the compact dual of $X$. The latter induces an automorphic vector bundle $\omega_{W_{\kappa}}$ on ${ }_{K}$ Sh, for any $K$ as in Section 2.4.1. As explained in [EHLS20, Section 6.1.1], it has a canonical model over some finite field extension $F(\kappa)$ of $F$ contained in $\mathcal{K}^{\prime}$. Its base change to $\mathcal{K}^{\prime}$ has a canonical extension to the toroidal compactification ${ }_{K} \mathrm{Sh}_{\Omega}^{\mathrm{tor}}$ of ${ }_{K} \mathrm{Sh}$, for any polyhedral cone decomposition $\Omega$.

Indeed, the restriction of

$$
\omega_{\kappa}=\omega_{\kappa, \Omega}=s_{K, \Omega}^{*} \pi_{*}\left(\mathcal{O}_{\mathcal{E}}[\kappa]\right)
$$

where $s_{K, \Omega}$ is the canonical inclusion ${ }_{K} \mathrm{Sh}_{\Omega}^{\mathrm{tor}} \hookrightarrow \mathrm{M}_{K, \Omega}^{\mathrm{tor}}$, to ${ }_{K} \mathrm{Sh}$ is canonically isomorphic to $\omega_{W_{\kappa}}$. We denote both by $\omega_{\kappa}$ when no confusion arises.

Furthermore, the subcanonical bundle of $\omega_{W_{\kappa}}$ corresponds to the twist $\omega_{\kappa}\left(-D_{\Omega}\right)$, where $D_{\Omega}$ is the ideal sheaf of the boundaries. In other words, it is the Cartier divisor ${ }_{K} \mathrm{Sh}_{\Omega}^{\text {tor }}-{ }_{K} \mathrm{Sh}$ equipped with its structure of reduced closed subscheme.

The space of modular forms (for $G$ ) of weight $\kappa$ and level $K$ is
where the limit runs over all polyhedral cone decompostion $\Omega$, partially ordered via refinements. Similarly, the space of cusp forms $S_{\kappa}(K ; R)$ is defined as

$$
H^{0}\left({ }_{K} \mathrm{Sh}^{\mathrm{tor}} / R, \omega_{\kappa}^{\mathrm{sub}}\right)=\underset{\Omega}{\lim } H^{0}\left({ }_{K} \operatorname{Sh}_{\Omega}^{\mathrm{tor}} / R, \omega_{\kappa}\left(-D_{\Omega}\right)\right)
$$

2.4.3. $P$-nebentypus. In this chapter, we set $\square=\{p\}$, so let $S^{0}:=S_{\square}^{0}=\mathcal{O}_{\mathcal{K}^{\prime},\left(\mathfrak{p}^{\prime}\right)}$. Fix an $S^{0}$-algebra $R \subset \mathbb{C}$. Observe that the objects from the section above are all well-defined over $S_{\{p\}}^{0}=\mathcal{O}_{\mathcal{K}^{\prime},\left(\mathfrak{p}^{\prime}\right)}$ if we restrict our attention to level subgroups $K$ of the form $K=G\left(\mathbb{Z}_{p}\right) K^{p}$ or $K=K_{r}=I_{r} K^{p}$ for some $r \geq 1$.

As in section 2.4.1, let $\tau$ be a smooth finite-dimensional representation of $L_{P}\left(\mathbb{Z}_{p}\right)$ that factors through $\mathcal{L}_{r}=L_{P}\left(\mathbb{Z}_{p} / p^{r} \mathbb{Z}_{p}\right)$. Let $M_{\tau}$ denote the associated module over a finite ring extension of $\mathcal{O}_{F} \otimes \mathbb{Z}_{(p)}$ contained in $\mathbb{C}$. Enlarging the latter if necessary, we assume that it contains $S^{0}$ and denote it $S^{0}[\tau] \subset \mathbb{C}$.

Define

$$
\omega_{\kappa, r, \tau}=s_{K}^{*}\left(\pi_{r, \tau}\right)_{*}\left(\mathcal{O}_{\mathcal{E}_{r, \tau}}[\kappa]\right)
$$

as a sheaf over ${ }_{K_{r}} \overline{\mathrm{Sh}}$. We denote its restriction to ${ }_{K_{r}}$ Sh by $\omega_{\kappa, r, \tau}$ as well.
Definition 2.8. For any $S_{0}[\tau]$ algebra $R$, a modular form over $R$ on $G$ of weight $\kappa$, level $K_{r}$ and $P$-nebentypus $\tau$ is a global section of $\omega_{\kappa, r, \tau}$ over ${ }_{K_{r}} \overline{\mathrm{Sh}}$. The $R$-module of all such forms is denoted $M_{\kappa}\left(K_{r}, \tau ; R\right)$.

The $R$-module $S_{\kappa}\left(K_{r}, \tau ; R\right)$ of cuspidal forms over $R$ on $G$ of weight $\kappa$, level $K_{r}$ and $P$-nebentypus $\tau$ is similarly defined by replacing $\omega_{\kappa, r, \tau}$ with its twist by the ideal sheaf of the boundaries.

A modular form $f \in M_{\kappa}\left(K_{r}, \tau ; R\right)$ can be interpreted as a functorial rule that assigns to a tuple $(\underline{A}, \varepsilon, \phi) \in \mathcal{E}_{r, \tau}\left(R^{\prime}\right)$, over an $R$-algebra $R^{\prime}$, an element $f(\underline{A}, \epsilon, \phi) \in$ $\left(M_{\tau}\right)_{/ R^{\prime}}$ such that

$$
f(\underline{A}, b \epsilon, \phi \circ l)=\kappa(b) \tau(l) f(\underline{A}, \epsilon, \phi)
$$

for all $b \in B_{H_{0}}\left(R^{\prime}\right)$ and $l \in L_{P}\left(\mathbb{Z}_{p}\right)$.
Remark 2.9. Classically, the nebentypus of a modular form is a finite-order character of the maximal torus $T_{H}\left(\mathbb{Z}_{p}\right)$ of $H$. In our terminology, this is equivalent to a $B$-nebentypus.

One similarly defines $\omega_{\kappa, r}$ as the pullback to ${ }_{K_{r}} \overline{\operatorname{Sh}}$ of $\left(\pi_{r}\right)_{*} \mathcal{O}_{\mathcal{E}_{r}}[\kappa]$ and $\omega_{\kappa, r}^{\text {sub }}$ as its twist by the ideal sheaf of the boundaries. Define

$$
M_{\kappa}\left(K_{r} ; R\right)=H^{0}\left({ }_{K_{r}} \overline{\operatorname{Sh}}_{/ R}, \omega_{r, \kappa}\right) \quad \text { and } \quad S_{\kappa}\left(K_{r} ; R\right)=H^{0}\left({K_{r}}^{\left.\operatorname{Sh}_{/ R}, \omega_{r, \kappa}^{\mathrm{sub}}\right) .}\right.
$$

Since $L_{P}\left(\mathbb{Z}_{p}\right)$ is a compact group, one readily sees that

$$
M_{\kappa}\left(K_{r} ; R\right)=\bigoplus_{\tau} M_{\kappa}\left(K_{r}, \tau ; R\right) \quad \text { and } \quad S_{\kappa}\left(K_{r} ; R\right)=\bigoplus_{\tau} S_{\kappa}\left(K_{r}, \tau ; R\right)
$$

where the direct sum runs over all smooth irreducible representations over $R$ of $L_{P}\left(\mathbb{Z}_{p}\right)$ that factor through $\mathcal{L}_{r}$.
2.5. Weight types of (anti-)holomorphic automorphic representations. Let $G=G_{1}=G U(V)$ be the unitary group (over $\mathbb{Z}$ ) associated to the PEL datum $\mathcal{P}=\mathcal{P}_{1}$. Recall that its signature is a collection of pairs of integers $\left\{\left(a_{\sigma}, b_{\sigma}\right)_{\sigma \in \Sigma_{\mathcal{K}}}\right\}$.

Let $\square=\emptyset$ or $\{p\}$ and fix a neat open compact subgroup $K$ as in Section 2.3. The dimension of ${ }_{K} \operatorname{Sh}(V)$ is equal to the $\mathbb{C}$-dimension of $X_{\mathcal{P}}$, namely

$$
d=\sum_{\sigma \in \Sigma_{\mathcal{K}}} a_{\sigma} b_{\sigma} .
$$

For any $i=0, \ldots, d$, we write
$H^{i}\left(\operatorname{Sh}(V), \omega_{\kappa}\right)=\underset{K}{\lim } H^{i}\left({ }_{K} \operatorname{Sh}^{\mathrm{tor}} / R, \omega_{\kappa}\right)$ and $H^{i}\left(\operatorname{Sh}(V), \omega_{\kappa}^{\mathrm{sub}}\right)=\underset{K}{\lim } H^{i}\left({ }_{K} \mathrm{Sh}^{\mathrm{tor}} / R, \omega_{\kappa}^{\mathrm{sub}}\right)$ and define

$$
H_{!}^{i}\left(\operatorname{Sh}(V), \omega_{\kappa}\right)=\operatorname{Im}\left(H^{i}\left(\operatorname{Sh}(V), \omega_{\kappa}^{\mathrm{sub}}\right) \rightarrow H^{i}\left(\operatorname{Sh}(V), \omega_{\kappa}\right)\right)
$$

as modules over $S_{\square}^{0}$.
2.5.1. Comparison to $\left(\mathfrak{P}_{h}, K_{h}\right)$-cohomology. In this section, we recall some of the results of [EHLS20, Section 6.2] that are relevant for us later, especially in Section 5.

We use the identification of $P_{0}$ (resp. $H_{0}$ ) and $P_{h}$ (resp. $C$ ) over $\mathbb{C}$ without comments. Therefore, we identify modules equipped with actions from these groups (or their Lie algebra) repeatedly. Moreover, we write $K_{h}$ instead of $U_{\infty}$ for the real points of $C$.

Let $\mathfrak{g}=\operatorname{Lie}(G(\mathbb{R}))_{\mathbb{C}}$. The adjoint action of $\operatorname{Ad}(h(\sqrt{-1}))$ induces the HarishChandra decomposition $\mathfrak{g}=\mathfrak{p}_{h}^{-} \oplus \mathfrak{k}_{h} \oplus \mathfrak{p}_{h}^{+}$. The Lie algebra of $P_{h}(\mathbb{C})$ is $\mathfrak{P}_{h}=\mathfrak{p}_{h}^{-} \oplus \mathfrak{k}_{h}$.

Therefore, for any dominant weight $\kappa$ of $T_{H_{0}}$, the highest weight representation $W_{\kappa}$ as a natural structure as a $\left(\mathfrak{P}_{h}, K_{h}\right)$-module. Over $\mathbb{C}$, there is a canonical isomorphism

$$
\begin{equation*}
H_{!}^{i}\left(\operatorname{Sh}(V), \omega_{\kappa}\right) \xrightarrow{\sim} H^{i}\left(\mathfrak{P}_{h}, K_{h} ; \mathcal{A}_{0}(G) \otimes W_{\kappa}\right) \quad(\text { for } i=0 \text { and } d) \tag{11}
\end{equation*}
$$

of $G\left(\mathbb{A}_{f}\right)$-modules, where $\mathcal{A}_{0}(G)$ is the space of cusp forms on $G$.
For any $\phi \in \mathcal{A}_{0}(G)$, let $\bar{\phi}(g)=\overline{\phi(g)}$. As explained in [EHLS20, Section 6.2.1], the map $\phi \mapsto \bar{\phi}$ induces a $c$-semilinear $G\left(\mathbb{A}_{f}\right)$-equivariant isomorphism

$$
c_{B}: H_{!}^{0}\left(\mathfrak{P}_{h}, K_{h} ; \mathcal{A}_{0}(G) \otimes W_{\kappa}\right) \xrightarrow{\sim} H_{!}^{d}\left(\mathfrak{P}_{h}, K_{h} ; \mathcal{A}_{0}(G) \otimes W_{\kappa^{D}}\right) .
$$

Here, $\kappa^{D}$ is again a dominant weight of $T_{H_{0}}$ (depending on $\kappa$ and the signature of $G$ at archimedean places) defined in [EHLS20, Section 6.1.3] but whose exact formula is not relevant for us.

Let $\pi=\pi_{\infty} \otimes \pi_{f}$ be an irreducible $\left(\mathfrak{g}, K_{h}\right) \times G\left(\mathbb{A}_{f}\right)$-subrepresentation of $\mathcal{A}_{0}(G)$. From now on, we refer to such an object as a cuspidal automorphic representations (without mentioning its irreducibility).

Definition 2.10. Let $\pi$ and $\kappa$ be as above and $K$ be any open compact subgroup of $G\left(\mathbb{A}_{f}\right)$. We say that $\pi$ is holomorphic of weight type $(\kappa, K)$ if

$$
\pi_{f}^{K} \neq 0 \quad \text { and } \quad H^{0}\left(\mathfrak{P}_{h}, K_{h} ; \pi_{\infty} \otimes W_{\kappa}\right)
$$

On the other hand, we say that $\pi$ is anti-holomorphic of weight type $(\kappa, K)$ if

$$
\pi_{f}^{K} \neq 0 \quad \text { and } \quad H^{d}\left(\mathfrak{P}_{h}, K_{h} ; \pi_{\infty} \otimes W_{\kappa^{D}}\right) \neq 0
$$

Remark 2.11. As explained in [BHR94], if $\pi$ is holomorphic or anti-holomorphic, then $\pi_{f}$ is defined over some number field $E(\pi)$. Enlarging it if necessary, we always assume it contains $\mathcal{K}^{\prime}$.

Let $\bar{\pi}$ be the image of $\pi$ via the $c$-semilinear map $\phi \mapsto \bar{\phi}$ on $\mathcal{A}_{0}(G)$. The isomorphism $c_{B}$ induces an involution $\pi \mapsto \bar{\pi}$ on the set of cuspidal automorphic representations of $G$. By definition, it interchanges holomorphic and anti-holomorphic representations but preserves weight type.

As explained in [EHLS20, Section 6.5.3], if $\pi$ has weight type $(\kappa, K)$, there is an isomorphism

$$
\bar{\pi} \cong \pi^{\vee} \otimes\|\nu\|^{a(\kappa)}=: \pi^{b}
$$

where $\nu$ is the similitude character on $G$ and

$$
a(\kappa)=2 \kappa_{0}+\sum_{\sigma \in \Sigma_{\mathcal{K}}} \sum_{j=1}^{b_{\sigma}} \kappa_{\sigma, j} .
$$

In the next sections, we consider certain (anti-)holomorphic cuspidal automorphic representations $\pi$ of weight type ( $\kappa, K$ ) whose local factor at $p$ has a non-zero fixed $I_{P, r}$-vector for some $r \gg 0$. In that case, $\pi$ is of weight type ( $\kappa, K_{P, r}$ ) for all $r \gg 0$.

If the representation satisfies further conditions with respect to certain Hecke operators at $p$, we say that such $\pi$ is $P$-ordinary or $P$-anti-ordinary. We compare structures of $P$-ordinary and $P$-anti-ordinary representations using pairs of contragredient representations. Therefore, the involution $\pi \mapsto \pi^{b}$ is more convenient than $\pi \mapsto \bar{\pi}$ to analyze these dual notions.

## 3. Structure theorem for $P$-ordinary representations.

In this section, we finally introduce the notion of " $P$-ordinary" holomorphic automorphic representations on $G=G_{1}$. The main results are Theorems 3.10 and 3.13 .

We obtain direct consequences for the dual notion of $P$-anti-ordinary vectors in the next section. Furthermore, all statements can be adapted for $G_{2}$, the opposite group of $G_{1}$ introduced in Section 2.2.3. We study the theory on $G_{2}$ more carefully in Section 4.2.1.
3.1. $P$-ordinary representations. Given $w \in \Sigma_{p}$ and $1 \leq j \leq n$, let $t_{w, j} \in$ $\mathrm{GL}_{n}\left(\mathcal{O}_{w}\right)$ denote the diagonal matrix

$$
t_{w, j}= \begin{cases}\operatorname{diag}\left(p 1_{j}, 1_{n-j}\right), & \text { if } j \leq a_{w} \\ \operatorname{diag}\left(p 1_{a_{w}}, 1_{n-j}, p 1_{j-a_{w}}\right), & \text { if } j>a_{w}\end{cases}
$$

It corresponds to an element of $G\left(\mathbb{Q}_{p}\right)$ under (3), which we denote $t_{w, j}^{+}$(namely, all its other components are equal to 1$)$. Set

$$
U_{w, j}=K_{r} t_{w, j}^{+} K_{r}
$$

We normalize these operators as follows. Fix an $S^{0}$-algebra $R \subset \mathbb{C}$ as in Section 2.4.3. Given a character $\kappa=\left(\kappa_{0},\left(\kappa_{\sigma}\right)_{\sigma \in \Sigma_{\mathcal{K}}}\right)$ of $T_{H_{0}}$ over $R$, let $\kappa_{p}$ be the character of $T_{P}\left(\mathbb{Z}_{p}\right)=T_{H}\left(\mathbb{Z}_{p}\right)$ such that

$$
\kappa_{p}(t)=\prod_{w \mid p} \prod_{\substack{\sigma \in \Sigma_{\mathcal{K}} \\ \mathfrak{p}_{\sigma}=\mathfrak{p}_{w}}} \prod_{\substack{a_{w}}}^{a_{j=1}} \sigma\left(t_{w, j}\right)^{\kappa_{\sigma c, j}}
$$

where $t=\left(\operatorname{diag}\left(t_{w, 1}, \ldots, t_{w, a_{w}}\right)\right)_{w \mid p}$ via (5).
We also define the $T_{H_{0}}$-character $\kappa_{\text {norm }}=\left(\kappa_{0},\left(\kappa_{\text {norm }, \sigma}\right)_{\sigma \in \Sigma_{\mathcal{K}}}\right)$, where

$$
\begin{equation*}
\kappa_{\text {norm }, \sigma}=\left(\kappa_{\sigma, 1}-b_{\sigma}, \ldots, \kappa_{\sigma, b_{\sigma}}-b_{\sigma}\right) \tag{12}
\end{equation*}
$$

Let $\kappa^{\prime}=\left(\kappa_{\text {norm }}\right)_{p}$, viewed as a character of $T_{P}\left(\mathbb{Z}_{p}\right)$. Then, the $j$-th normalized Hecke operator at $p$ of weight $\kappa$ is defined as

$$
\begin{equation*}
u_{w, j}=u_{w, j, \kappa}:=\left|\kappa^{\prime}\left(t_{w, j}\right)\right|_{p}^{-1} U_{w, j} \tag{13}
\end{equation*}
$$

These operators can be interpreted as correspondences on the Igusa tower associated to $G$ (see [EHLS20, Section 2.9.5], [Hid04, Section 8.3.1] or [SU02]) but this point of view will not be relevant for us in this article.

For $w \in \Sigma_{p}$, recall that we fixed partitions

$$
\mathbf{d}_{w}=\left(n_{w, 1}, \ldots, n_{w, t_{w}}\right) \quad \text { and } \quad \mathbf{d}_{\bar{w}}=\left(n_{\bar{w}, 1}, \ldots, n_{\bar{w}, t_{\bar{w}}}\right)
$$

of $a_{w}$ and $b_{w}$ in Section 2.2.2. Let $r_{w}=t_{w}+t_{\bar{w}}$ and consider

$$
\widetilde{\mathbf{d}}_{w}=\left(\widetilde{\mathbf{d}}_{w, 1}, \ldots, \widetilde{\mathbf{d}}_{w, t_{w}} ; \widetilde{\mathbf{d}}_{w, t_{w}+1}, \ldots, \widetilde{\mathbf{d}}_{w, r_{w}}\right):=\left(n_{w, 1}, \ldots, n_{w, t_{w}} ; n_{\bar{w}, t_{\bar{w}}}, \ldots, n_{\bar{w}, 1}\right)
$$

a partition of $n=a_{w}+b_{w}$. For $j=1, \ldots, r_{w}$, let $D_{w}(j)$ be the partial sum $\sum_{i=1}^{j} \widetilde{\mathbf{d}}_{w, i}$. Furthermore, set

$$
u_{P, p}=u_{P, p, \kappa}:=\prod_{w \in \Sigma_{p}} \prod_{j=1}^{r_{w}} u_{w, D_{w}(j), \kappa}
$$

Definition 3.1. The $P$-ordinary projector of weight $\kappa$ as

$$
e_{P}=e_{P, \kappa}:=\underset{n}{\lim } u_{P, p, \kappa}^{n!}
$$

Let $\pi=\pi_{\infty} \otimes \pi_{f}$ be a holomorphic cuspidal automorphic representation of weight type $\left(\kappa, K_{r}\right)$ for some $r \geq 0$. The double coset operator $U_{w, D_{w}(j)}$ acts on $\pi_{f}^{K_{r}}$ via the action of $G\left(\mathbb{A}_{f}\right)$ on $\pi_{f}$. In fact, writing

$$
\pi_{f}=\pi_{p} \otimes\left(\bigotimes_{l \neq p} \pi_{l}\right)
$$

it acts as the double coset operator $U_{w, D_{w}(j), \kappa}^{\mathrm{GL}}:=I_{P, r} t_{w, D_{w}(j)} I_{P, r}$ on $\pi_{p}^{I_{r}}$. It is well known that the generalized eigenvalues of $u_{w, j, \kappa}$ are $p$-adically integral. Therefore, the $P$-ordinary projector $e_{P}$ is well-defined as an operator on $\pi_{f}^{K_{r}}$ and $\pi_{p}^{I_{r}}$.

Definition 3.2. We say that $\pi$ is $P$-ordinary (at $p$ ) of level $r \geq 0$ if its local factor $\pi_{p}$ contains a non-zero vector $\phi$ fixed by $I_{r}=I_{P, r}$ such that $e_{P} \phi=\phi$. The space $\pi_{p, r}^{P-\text { ord }}=e_{P} \pi_{p}^{I_{P, r}}$ is called the $P$-ordinary subspace of $\pi_{p}$ (or of $\pi$ ) of level $r$. We say that its elements are the $P$-ordinary vectors of $\pi_{p}$ of level $r$.
If $\pi_{p}$ is $P$-ordinary of some level $r$, then it is $P$-ordinary of all levels $r \gg 0$. In particular, $\pi$ has weight type ( $\kappa, K_{r}$ ) for all $r \gg 0$.

Remark 3.3. When $P=B$, a result of Hida (see [Hid98, Corollary 8.3] or [EHLS20, Theorem 6.6.9]) implies that the space of $B$-ordinary vectors (or simply ordinary vectors) is at most 1-dimensional and does not depend on $r$. This is no longer true for general parabolic subgroups $P$. However, Theorem 3.13 yields an analogous result for $P$-ordinary subspaces.

Clearly, $\phi \in \pi_{p}$ is $P$-ordinary if and only if $\phi \in \pi_{p}^{I_{r}}$, for all $r \gg 0$, such that $\phi$ is a simultaneous eigenvector for all operators $u_{w, D_{w}(j)}$ such that each eigenvalue is a $p$-adic unit.

Since $I_{r}$ is normal in $I_{r}^{0}$, the space $\pi_{p}^{I_{r}}$ is stable under the action of $I_{r}^{0} / I_{r} \cong \mathcal{L}_{r}$. Let $\tau$ be an irreducible finite-dimensional smooth representation of $L_{P}\left(\mathbb{Z}_{p}\right)$ that factors through $\mathcal{L}_{r}$. If a $P$-ordinary vector $\phi \in \pi_{p}^{I_{r}}$ lies in the $\tau$-isotypic component of $\pi_{p}^{I_{r}}$, we say that $\phi$ is $(P, \tau)$-ordinary or that it is $P$-ordinary of type $\tau$. Let $\pi_{p, r}^{(P, \tau)}$ denote the subspace consisting of all $(P, \tau)$-ordinary vectors.

One readily sees that any $P$-ordinary vector is the finite sum of $(P, \tau)$-ordinary vectors for finitely many different representations $\tau$ as above. In particular,

$$
\pi_{p, r}^{P-\operatorname{ord}}=\bigoplus_{\tau} \pi_{p, r}^{(P, \tau)}
$$

as $\tau$ runs over all irreducible smooth representations of $L_{P}\left(\mathbb{Z}_{p}\right)$ that factor through $\mathcal{L}_{r}$.

Remark 3.4. In Definition 2.3, one could replace $I_{P, r}$ with the collection of $g \in$ $G\left(\mathbb{Z}_{p}\right)$ such that $g \bmod p^{r}$ is in $\left(\mathbb{Z}_{p} / p^{r} \mathbb{Z}_{p}\right)^{\times} \times S P\left(\mathbb{Z}_{p} / p^{r} \mathbb{Z}_{p}\right)$. Here, $S P$ is the derived subgroup of $P$ or equivalently, it is the product in $P$ over $w \in \Sigma_{p}$ of the subgroups $S P_{w} \subset P_{w}$ consisting of upper-block triangular matrices whose diagonal blocks all have determinant 1 . Let us write the corresponding group by $I_{S P, r}$ momentarily, in which case we have $I_{P, r} \subset I_{S P, r} \subset I_{P, r}^{0}$.

Then, one can define $P$-ordinary representations of $G$ using $I_{S P, r}$ instead of $I_{P, r}$. By doing so, the space of $P$-ordinary vectors decomposes a direct sum over all $P$ nebentypus of $\tau$ that factor through det : $L_{P}\left(\mathbb{Z}_{p}\right) \rightarrow \mathbb{Z}_{p}^{\times}$. Doing so is obviously less general but has the advantage of simplify the theory as only characters of $L_{P}\left(\mathbb{Z}_{p}\right)$ occur as types of $P$-ordinary vectors. On the other hand, systematically developing the more general theory (with $P^{u}$ instead of $S P$ ) has the advantage that any holomorphic cuspidal representation $\pi$ of $G$ is trivially GL( $n$ )-ordinary. We discussed our motivation to study this more general notion in the introduction of this paper.
3.2. Local factors at places $w \mid p$. The identifications (3) and (4) induce the isomorphism

$$
\begin{equation*}
G\left(\mathbb{Q}_{p}\right) \xrightarrow{\sim} \mathbb{Q}_{p}^{\times} \times \prod_{w \in \Sigma_{p}} G_{w}, \tag{14}
\end{equation*}
$$

where $G_{w}=\mathrm{GL}_{n}\left(\mathcal{K}_{w}\right)$.
Consider the groups $I_{w, r}, I_{w, r}^{0}, P_{w} \subset G_{w}$ constructed in Section 2.2.2. Recall that the decompositions (3) and (4) yield identifications

$$
P \xrightarrow{\sim} \prod_{w \in \Sigma_{p}} P_{w} \quad ; \quad I_{r}^{0} \xrightarrow{\sim} \mathbb{Z}_{p}^{\times} \times \prod_{w \in \Sigma_{p}} I_{w, r}^{0} \quad ; \quad I_{r} \xrightarrow{\sim} \mathbb{Z}_{p}^{\times} \times \prod_{w \in \Sigma_{p}} I_{w, r}
$$

Let $\pi$ be a holomorphic cuspidal automorphic representation of $G(\mathbb{A})$ of type ( $\kappa, K_{r}$ ). Recall that the character $\kappa$ of $T_{H_{0}}$ is identifies with a tuple $\left(\kappa_{0},\left(\kappa_{\sigma}\right)_{\sigma \in \Sigma_{\mathcal{K}}}\right)$ such that $\kappa_{0} \in \mathbb{Z}$ and $\kappa_{\sigma} \in \mathbb{Z}^{b_{\sigma}}$.

The above discussion allows one to factor the $p$-component $\pi_{p}$ of $\pi$ as

$$
\begin{equation*}
\pi_{p} \cong \mu_{p} \otimes \bigotimes_{w \in \Sigma_{p}} \pi_{w} \tag{15}
\end{equation*}
$$

where $\mu_{p}$ is a character of $\mathbb{Q}_{p}^{\times}$and $\pi_{w}$ is an irreducible admissible representation of $G_{w}$.

Let $u_{w, D_{w}(j), \kappa}^{\mathrm{GL}}:=\left|\kappa^{\prime}\left(t_{w, j}\right)\right|_{p}^{-1} U_{w, D_{w}(j), \kappa}^{\mathrm{GL}}$, where $\kappa^{\prime}$ related to $\kappa$ as in equation (13). Then, the Hecke operators $u_{w, D_{w}(j), \kappa}$ from Section 3.1 act on

$$
\pi_{p}^{I_{r}} \cong\left(\mu_{p}\right)^{\mathbb{Z}_{p}^{\times}} \otimes \bigotimes_{w \in \Sigma_{p}} \pi_{w}^{I_{w, r}}
$$

via the action of $u_{w, D w(j), \kappa}^{\mathrm{GL}}$ on $\pi_{w}^{I_{w, r}}$. Again, this action is compatible as $r$ increases, hence we do not include it in the notation of the operator and the generalized eigenvalues of $u_{w, D_{w}(j), \kappa}^{\mathrm{GL}}$ are all $p$-adically integral.

For the remainder of Section 3, we assume that $\pi$ is $P$-ordinary and that

$$
\begin{equation*}
\kappa_{\sigma, b_{\sigma}}+\kappa_{\sigma c, a_{\sigma}} \geq n, \forall \sigma \in \Sigma_{\mathcal{K}} . \tag{16}
\end{equation*}
$$

The fact that $\pi$ is $P$-ordinary is equivalent to $\mu_{p}$ being unramified and that, for each $w \in \Sigma_{p}$ and $r \gg 0$, there exists some non-zero $\phi \in \pi_{w}^{I_{w, r}}$ such that

$$
u_{w, D_{w}(j), \kappa}^{\mathrm{GL}} \phi=c_{w, D_{w}(j)} \phi
$$

where is $c_{w, D_{w}(j)}$ a $p$-adic unit, for all $1 \leq j \leq r_{w}$.
In that case, we say that $\pi_{w}$ is $P_{w}$-ordinary and that such a vector $\phi$ is $P_{w^{-}}$ ordinary (of level $r$ ). We denote the subspace of all $P_{w}$-ordinary vectors as $\pi_{w}^{P_{w}}$-ord . Note that $\phi \in \pi_{w}^{I_{r}}$ is $P_{w}$-ordinary if and only if $e_{w} \phi=\phi$, where $e_{w}$ is the $P_{w}$-ordinary projector

$$
e_{w}=\lim _{n \rightarrow \infty}\left(\prod_{j=1}^{r_{w}} u_{w, D_{w}(j)}^{n!}\right)
$$

which has a well-defined action on $\pi_{w}^{I_{w, r}}$.
3.2.1. Explicit computations. To clarify arguments in later proofs, we now describe explicit left coset representatives for $U_{w, D_{w}(j)}^{\mathrm{GL}}$. For simplicity, we only compute the left coset representatives when $j \leq t_{w}$. The same conclusion applies for $j>t_{w}$ but writing down the matrices is simply more cumbersome. In any case, fix $j \leq t_{w}$ and write $i=D_{w}(j)$ (making the dependence on $j$ implicit).

Fix a uniformizer $\varpi \in \mathfrak{p}_{w}$. Given any matrix $X \in I_{w, r}$, write it as

$$
X=\left(\begin{array}{cc}
A & B \\
\varpi^{r} C & D
\end{array}\right)
$$

where $A \in \operatorname{GL}_{i}\left(\mathcal{O}_{w}\right), D \in \operatorname{GL}_{i}\left(\mathcal{O}_{w}\right)$ and $B \in M_{i \times(n-i)}\left(\mathcal{O}_{w}\right)$ and $C \in M_{(n-i) \times i}\left(\mathcal{O}_{w}\right)$.
Fix a set $S_{w}$ of representatives in $\mathcal{O}_{w}$ for $\mathcal{O}_{w} / p \mathcal{O}_{w}$. Let $B^{\prime}, B^{\prime \prime} \in M_{i \times(n-i)}\left(\mathcal{O}_{w}\right)$ be the unique matrices such that $B^{\prime}$ has entries in $S_{w}$ and $B D^{-1}=B^{\prime}+p B^{\prime \prime}$. Then, we have

$$
X=\left(\begin{array}{cc}
1_{j} & B^{\prime} \\
0 & 1_{n-j}
\end{array}\right)\left(\begin{array}{cc}
A-\varpi^{r} B^{\prime} C & p B^{\prime \prime} D \\
\varpi^{r} C^{\prime} & D
\end{array}\right)=: X^{\prime} X^{\prime \prime}
$$

In particular, $t_{w, i}^{-1} X^{\prime \prime} t_{w, i}$ is in $I_{w, r}$. Therefore,

$$
I_{w, r} t_{w, i} I_{w, r}=\bigsqcup_{x \in M_{j}} x t_{w, i} I_{w, r}
$$

where $M_{j} \subset \mathrm{GL}_{n}\left(\mathcal{K}_{w}\right)$ is the subset of matrices $\left(\begin{array}{cc}1_{i} & B \\ 0 & 1_{n-i}\end{array}\right)$ such that the entries of $B$ are in $S_{w}$.

In particular, this set of representative does not depend on $r$ and one obtains the same result by replacing $I_{w, r}$ with $N_{w}=\cap_{r} I_{w, r}=P_{w}^{u}\left(\mathcal{K}_{w}\right) \cap \mathrm{GL}_{n}\left(\mathcal{O}_{w}\right)$. One readily convinces themselves that the calculations above still apply for $t_{w}<j \leq r_{w}$.

Let $V_{w}$ be the $\mathcal{K}_{w}$-vector space associated to $\pi_{w}$. By continuity, its $N_{w}$-invariant subspace $V_{w}^{N_{w}}$ is equal to $\cup_{r} V_{w}^{I_{w, r}}$.
Lemma 3.5. There is a decomposition $V_{w}^{N_{w}}=V_{w, \text { inv }}^{N_{w}} \oplus V_{w, \text { nil }}^{N_{w}}$ such that, for $1 \leq$ $j \leq r_{w}, U_{w, D_{w}(j)}^{\mathrm{GL}}$ is invertible on $V_{w, \text { inv }}^{N_{w}}$ and nilpotent on $V_{w, \text { nil }}^{N_{w}} \cdot$ Moreover, $U_{w, D_{w}(j)}^{\mathrm{GL}}=$ $I_{w, r} t_{w, D_{w}(j)} I_{w, r}$ acts as $\delta_{P_{w}}\left(t_{D_{w}(j)}\right)^{-1} t_{D_{w}(j)}$ on $V_{w, \text { inv }}^{N_{w}}$.
Proof. We keep writing $i=D_{w}(j)$ in this proof and omit the subscript $w$ in what follows.

The first part is a consequence of the explanations in [Hid98, Section 5.2]. Moreover, [Hid98, Proposition 5.1] shows that the natural projection from $V$ to its $P$ Jacquet module $V_{P}$ induces an isomorphism $V_{\mathrm{inv}}^{N} \cong V_{P}$ that is equivariant for the action of all the $U_{i}^{\mathrm{GL}}$ operators.

From our explicit computations above, it is clear that $U_{i}^{\text {GL }}$ acts on $V_{P}$ via $\left|M_{j}\right| t_{i}$, where $\left|M_{j}\right|$ is the cardinality of $M_{j}$. To see this, simply note that given any $x \in M_{j}$,
$t_{i}^{-1} x t_{i} \in P_{w}^{u}\left(\mathcal{K}_{w}\right)$ fixes $V_{P}$. Therefore, the result follows since $M_{j}$ contains exactly $|p|_{w}^{-i(n-i)}=\delta_{P}\left(t_{i}\right)^{-1}$ elements.

It is clear from Lemma 3.5 that any $P_{w}$-ordinary vector $\phi \in V_{w}^{N_{w}}$ lies in $V_{w, \text { inv }}^{N_{w}}$ and

$$
\begin{equation*}
\pi_{w}\left(t_{w, D_{w}(j)}\right)(\phi)=\left|\kappa^{\prime}\left(t_{w, D_{w}(j)}\right)\right|_{p} \delta_{P_{w}}\left(t_{w, D_{w}(j)}\right) c_{w, D_{w}(j)} \phi, \tag{17}
\end{equation*}
$$

where $c_{w, D_{w}(j)}$ is its $u_{w, D_{w}(j)}^{\mathrm{GL}}$-eigenvalue (a $p$-adic unit). In particular, $\phi$ is a simultaneous eigenvector under the action of $\pi_{w}$ for all matrices $t_{w, D_{w}(j)}$.
3.2.2. Bernstein-Zelevinsky geometric lemma for $P_{w}$-ordinary representations. In Section 3.3, we obtain results about the structure of the $P_{w}$-ordinary subspace of $\pi_{w}$ via its relation to its $P_{w}$-Jacquet module, see the proof of Lemma 3.5. To understand further the $P_{w}$-Jacquet module of $\pi_{w}$, we use a version of the Bernstein-Zelevinsky geometric lemma (see [Ren10, Section VI.5.1] or [Cas95, Theorem 6.3.5]) that is adapted to our setting, see Lemma 3.7. However, we first need to introduce some notation.

Lemma 3.6. Let $\pi_{w}$ be a $P_{w}$-ordinary representation of $G_{w}$. There exists a parabolic subgroup $Q_{w} \subset P_{w}$ of $G_{w}$ and a supercuspidal representation $\sigma_{w}$ of $Q$ such that $\pi_{w} \subset \iota_{Q_{w}}^{G_{w}} \sigma_{w}$.
Proof. The following is a minor modification of the proof of Jacquet's theorem [Cas95, Theorem 5.1.2]. Moreover, we omit the subscript $w$ to lighten the notation.

The fact that $\pi$ is $P$-ordinary implies that $\mathrm{r}_{P}^{G} \pi \neq 0$. By [Cas95, Theorem 3.3.1], the latter is both admissible and finitely generated so it admits an irreducible admissible quotient $\tau$ as a representation of $L$.

By Frobenius reciprocity [Cas95, Theorem 2.4.1] and the irreducibility of $\pi$, it follows that $\pi \subset \iota_{P}^{G} \tau$. Then, it is a theorem of Jacquet [Cas95, Theorem 5.1.2] that there exists a parabolic $Q_{L} \subset L$ and a supercuspidal representation $\sigma$ of its Levi factor such that $\tau \subset \iota_{Q_{L}}^{L} \sigma$. By transitivity of parabolic induction, the result follows.

Fix an embedding $\pi_{w} \hookrightarrow \iota_{Q_{w}}^{G_{w}} \sigma_{w}$ with the notation as in Lemma 3.6. Let $M_{w}$ and $Q_{w}^{u}$ denote the Levi factor and unipotent radical of $Q_{w}$.

Moreover, let $B_{w}$ denote the Borel subgroup of $G_{w}$ corresponding to the trivial partitions, as in Remark 2.2. Let $T_{w}$ denote the Levi factor of $B_{w}$. In particular, $T_{w}$ is the maximal torus of $G_{w}$.

Let $W$ be the Weil group of $G_{w}$ with respect to ( $B_{w}, T_{w}$ ) and consider

$$
W\left(P_{w}, Q_{w}\right)=\left\{x \in W \mid x^{-1}\left(L_{w} \cap B_{w}\right) x \subset B_{w}, x\left(M_{w} \cap B_{w}\right) x^{-1} \subset B_{w}\right\}
$$

According to [Ren10, Section V.4.7], for each $x \in W\left(P_{w}, Q_{w}\right), x P_{w} x^{-1} \cap M_{w}$ is a parabolic subgroup of $M_{w}$ with Levi factor equal to $x L_{w} x^{-1} \cap M_{w}$. Similarly, the Levi factor of the parabolic subgroup $L_{w} \cap x^{-1} Q_{w} x \subset L_{w}$ is $L_{w} \cap x^{-1} M_{w} x$.

Denote the natural conjugation-by-x functor that sends a representation of $x L x^{-1} \cap$ $M_{w}$ to a representation of $L_{w} \cap x^{-1} M_{w} x$ by $(\cdot)^{x}$. Moreover, let $W\left(L_{w}, M_{w}\right)$ be the subset of $x \in W\left(P_{w}, Q_{w}\right)$ such that $x L_{w} x^{-1} \cap M_{w}=M_{w}$, and so $L_{w} \cap x^{-1} M_{w} x=$ $x^{-1} M_{w} x$. Note that this does not imply that $L_{w} \cap x^{-1} Q_{w} x$ is equal to $x^{-1} Q_{w} x$ but rather that its Levi subgroup is $x^{-1} M_{w} x$.

The following is a version of [Cas95, Theorem 6.3.5] that is adapted to our setting and notation.

Lemma 3.7. Let $Q_{w} \subset P_{w}$ denote standard parabolic subgroups of $G_{w}$ as above and let $\sigma_{w}$ be an irreducible supercuspidal representation of $M_{w}$.

There exists a filtration, indexed by $W\left(L_{w}, M_{w}\right)$, of the $L_{w}$-representation $\mathrm{r}_{P_{w}}^{G_{w}} \iota_{Q_{w}}^{G_{w}} \sigma_{w}$ such that the subquotient corresponding to $x \in W_{L_{w}}$ is isomorphic to $\iota_{L_{w} \cap x^{-1} Q_{w} x}^{L_{w}} \sigma_{w}^{x}$ and the one corresponding to $x=1$ is a subrepresentation.

Proof. In this proof, we drop the subscript $w$ to lighten the notation.
The Bernstein-Zelevinsky geometric lemma (see [Ren10, Section VI.5.1]) states that there exits a filtration of $\mathrm{r}_{P}^{G} \iota_{Q}^{G} \sigma$ such that the corresponding graded pieces are isomorphic to

$$
\iota_{L \cap x^{-1} Q x}^{L}\left(\mathrm{r}_{x P x^{-1} \cap M}^{M} \sigma\right)^{x}
$$

as $x$ runs over all elements of $W(P, Q)$. Moreover, one can order the filtration so that the factor corresponding to $\sigma$ (i.e. the graded piece corresponding to $x=1$ ) is a subrepresentation of $\mathrm{r}_{P}^{G} \iota_{Q}^{G} \sigma$.

Since $\sigma$ is supercuspidal, the graded piece corresponding to $x \in W(P, Q)$ is nonzero if and only if $x L x^{-1} \cap M=M$, i.e. $x \in W(L, M)$. For such an $x$, the graded piece is clearly isomorphic to $\iota_{L \cap x^{-1} Q x}^{L} \sigma^{x}$.
3.3. Main Theorems. For simplicity, we assume that $\pi_{p}$ satisfies the following hypothesis:

HYPOTHESIS 3.8. The parabolic subgroup $Q_{w}$ for $\pi_{w}$ from Lemma 3.6 is equal to $P_{w}$ for all $w \in \Sigma_{p}$. In particular $\sigma_{w}$ is a supercuspidal representation of $L_{w}$.

Remark 3.9. This hypothesis is certainly restrictive in our context. For instance, if $\pi_{p}$ is $B$-ordinary, then Lemma 3.6 implies that all local factors $\pi_{w}$ lie in a principal series. Furthermore, if $\pi_{p}$ is $B$-ordinary (i.e. ordinary in the usual sense) then it follows immediately from our definitions that it is also $P$-ordinary. Therefore, the case $Q_{w} \neq P_{w}$ can certainly occurs.

One can argue that this is not a major issue since in the situation above, if $\pi_{p}$ is $B$-ordinary than there is little interest in considering its structure as a $P$-ordinary representation. One only obtains less information this way. However, if $\pi_{p}$ is a general $P$-ordinary representation whose local factors $\pi_{w}$ lie in a principal series, it is not necessarily true that $\pi_{p}$ is also $B$-ordinary. In general, if $\pi_{p}$ is $P$-ordinary and the supercuspidal support of all $\pi_{w}$ is $Q_{w}$, then $\pi_{p}$ might not be $Q$-ordinary, where $Q=\prod_{w} Q_{w}$. Therefore, the hypothesis above restricts us to study certain
$P$-ordinary representations that are not $Q$-ordinary with respect to any smaller parabolic $B \subset Q \subsetneq P$.

In subsequent work, the author plans to generalize the theory and results below for any parabolic subgroup $Q_{w} \subset P_{w}$ using the theory of covers of types developed in [BK98, BK99] and typical representations as in [Lat21].

Theorem 3.10. Let $\pi$ be a $P$-ordinary representation as above such that its weight $\kappa$ satisfies Inequality (16). Let $\pi_{w} \subset \iota_{P_{w}}^{G_{w}} \sigma_{w}$ be its component at $w \in \Sigma_{p}$ as above, a $P_{w}$-ordinary representation.
(i) For $r \gg 0$, let $\phi, \phi^{\prime} \in \pi_{w}^{I_{r}}$ be $P_{w^{\prime}}$-ordinary vectors. Let $\varphi$ and $\varphi^{\prime}$ be their respective image in $\iota_{P_{w}}^{G_{w}} \sigma_{w}$. If $\phi \neq \phi^{\prime}$, then $\varphi(1) \neq \varphi^{\prime}(1)$.
(ii) For $r \gg 0$, let $\phi \in \pi_{w}^{I_{r}}$ be a simultaneous eigenvector for the $u_{w, D_{w}(j)^{-}}$ operators that is not $P_{w}$-ordinary. Let $\varphi$ be its image in $\iota_{P_{w}}^{G_{w}} \sigma_{w}$. Then, $\varphi(1)=0$.
(iii) Let $\tau_{w}$ be a smooth irreducible representation of $L_{w}\left(\mathcal{O}_{w}\right)$. Assume there exists an embedding $\tau_{w} \hookrightarrow \sigma_{w}$ over $L_{w}\left(\mathcal{O}_{w}\right)$. Let $X_{w}$ be the vector space associated to $\tau_{w}$, viewed as a subspace of the one associated to $\sigma_{w}$.

Then, given $\alpha \in X_{w}$, there exists some $r \gg 0$ such that $\tau_{w}$ factors through $L_{w}\left(\mathcal{O}_{w} / \mathfrak{p}_{w}^{r} \mathcal{O}_{w}\right)$ and some (necessarily unique) $P_{w}$-ordinary $\phi_{r, \alpha} \in \pi_{w}^{I_{r}}$ such that $\varphi_{r, \alpha}(1)=\alpha$, where $\varphi_{r, \alpha}$ is the image of $\phi_{r, \alpha}$ in $\iota_{P_{w}}^{G_{w}} \sigma_{w}$. Furthermore, the support of $\varphi_{r, \alpha}$ contains $P_{w} I_{w, r}$. The map $\alpha \mapsto \phi_{r, \alpha}$ yields an embedding of $L_{w}\left(\mathcal{O}_{w}\right)$-representations

$$
\tau_{w} \hookrightarrow \pi_{w, r}^{P_{w}-\text { ord }}
$$

Proof. This proof is inspired by the one of [EHLS20, Lemma 8.3.2] which is itself inspired by arguments in [Hid98, Section 5]. By abuse of notation, we will always write $L$ when we mean $L\left(\mathcal{K}_{w}\right)$. However, we still write $L\left(\mathcal{O}_{w}\right)$ when referring to its maximal compact subgroup. From now on, we omit the subscript $w$ in this proof.

As explained above, the space of $P$-ordinary vector is contained in $V_{\mathrm{inv}}^{N}$ and $\mathrm{pr}_{P}$ : $V \rightarrow V_{P}$ induces an isomorphism on $V_{\mathrm{inv}}^{N} \xrightarrow{\sim} V_{P}$ which is equivariant for the action of $L(\mathcal{O})$ and the $u_{D(j)}^{\mathrm{GL}}$-operators. Let $s_{P}: V_{P} \rightarrow V_{\text {inv }}^{N}$ denote its inverse.

Consider the natural inclusion $V \hookrightarrow \iota_{P}^{G} \sigma$ and the corresponding embedding $V_{P} \hookrightarrow$ $\left(\iota_{P}^{G} \sigma\right)_{P}$ as representations of $L$, using the fact that the $P$-Jacquet module functor is exact. Note here that we are using the unnormalized version of the $P$-Jacquet functor.

Consider the filtration indexed by $W(L, L)$ of $\left(\iota_{P}^{G} \sigma\right)_{P}$ from Lemma 3.7. We use a version with unnormalized $P$-Jacquet functor, hence the graded piece corresponding to $x \in W(L, L)$ is isomorphic to $\sigma^{x} \delta_{P}^{1 / 2}$.

First, we claim that $\mathrm{pr}_{P}$ maps any simultaneous eigenvector for the $u_{D(j)}$-operators whose eigenvalues are all $p$-adic units inside that subrepresentation.

One readily checks that $x \in W(P, P)$ is in $W(L, L)$ if and only if it simply permutes the $\mathrm{GL}_{n_{k}}\left(\mathcal{K}_{w}\right)$-blocks of $L$ of the same size. In particular, exactly one
such $x \in W(L, L)$ acts trivially on the center $Z(L)$ of $L$, namely $x=1$, while any other $1 \neq x \in W(L, L)$ stabilizes but acts non-trivially on $Z(L)$.

The operator $u_{D(j)}^{\mathrm{GL}}$ acts on $\sigma^{x} \delta_{P}^{1 / 2}$ via multiplication by

$$
\beta_{x}\left(s_{j}\right)=\left|\kappa^{\prime}\left(s_{j}\right)\right|_{p}^{-1} \delta_{P}^{-1 / 2}\left(s_{j}\right) \omega_{\sigma}^{x}\left(s_{j}\right)
$$

where $s_{j}=t_{D(j)}$ and $\omega_{\sigma}: Z(L) \rightarrow \mathbb{C}^{\times}$is the central character of $\sigma$.
These $\beta_{x}$ define characters of $Z(L)$. The $P$-ordinarity assumption implies that $\beta_{1}\left(s_{j}\right)$ is a $p$-adic unit for all $1 \leq j \leq t+r$ and therefore $\beta_{1}(s)$ is a $p$-adic unit for all $s \in Z(L)$. We claim that given any $x \in W(L, L)$, the values of $\beta_{x}$ on $Z(L)$ are all $p$-adic units if and only if $x=1$.

By recalling that $\delta_{P}$ and $\delta_{B}$ agree on $Z(L)$ and proceeding exactly as in the proof of [EHLS20, Lemma 8.3.2], one uses Inequality (16) to show that

$$
\theta=\left|\kappa^{\prime}\right|^{-1} \delta_{P}^{-1 / 2}
$$

is a regular character of $Z(L)$ and $\beta_{x}$ satisfies the above property if and only if $\theta^{x}=\theta$. By regularity, this only occurs when $x=1$.

The argument above shows that under the natural map

$$
\begin{equation*}
V_{\mathrm{inv}}^{N} \hookrightarrow V \rightarrow V_{P} \hookrightarrow\left(\iota_{P}^{G} \sigma\right)_{P}, \tag{18}
\end{equation*}
$$

the subspace of $P$-ordinary vector of $V$ injects into the subrepresentation $\sigma \delta_{P}^{1 / 2}$ of $\left(\iota_{P}^{G} \sigma\right)_{P}$.
This map is exactly the composition of $s_{P}: V_{\text {inv }}^{N} \xrightarrow{\sim} V_{P}$ with the map $i: V_{P} \rightarrow$ $\sigma \delta_{P}^{1 / 2}$ corresponding under the Frobenius reciprocity to the inclusion $v \mapsto f_{v}$ of $V$ into $\iota_{P}^{G} \sigma$. In other words, this map is $v \mapsto f_{v}(1)$. Therefore, a $P$-ordinary vector $v \in V^{N}$ is uniquely determined by $f_{v}(1)$. This shows part (i).

For part (ii), pick a simultaneous eigenvector $v \in V_{\text {inv }}^{N}$ for the $u_{D(j)}^{\mathrm{GL}}$-operators that is not $P$-ordinary. Then, as above, the map $i \circ s_{P}: V_{\mathrm{inv}}^{N} \rightarrow \sigma \delta_{P}^{1 / 2}$ maps $v$ to $f_{v}(1)$. By equivariance of the action of the $u_{D(j)}^{\mathrm{GL}}$-operators on both sides, we must have $f_{v}(1)=0$.

To show part (iii), consider $\alpha$ as an element of the vector space associated to $\sigma$, which is also the one associated to $\sigma \delta_{P}^{1 / 2} \subset V_{P}$. Let $\phi=s_{P}(\alpha) \in V_{\text {inv }}^{N}$. In particular, $\phi \in \pi^{I_{r}}$ for some $r \gg 0$. We may assume that $r$ is sufficiently large so that $\tau$ factors through $L\left(\mathcal{O} / \mathfrak{p}^{r} \mathcal{O}\right)$.

Finally, since $\operatorname{pr}_{P}$ is equivariant under the action of the $u_{D(j)}^{\mathrm{GL}}$-operators and these act on $\operatorname{pr}_{P}(\phi)=\alpha$ via multiplication by the $p$-adic unit $\beta\left(s_{j}\right)$, one concludes that $\phi$ is $P$-ordinary. Proceeding as in the proof of part (i), we obtain $\varphi(1)=\operatorname{pr}_{P} \phi=\alpha$, where $\varphi \in \iota_{P}^{G} \sigma$ is the function corresponding to $\phi$.

Therefore, $\phi_{r, \alpha}:=\phi$ is the desired vector, necessarily unique by part (i). The last statement holds because $s_{P}$ is $L\left(\mathcal{O}_{w}\right)$-equivariant.

Remark 3.11. As a consequence of the proof for part (i) above, we see that $\pi_{w}$ is $P_{w^{\prime}}$-ordinary (of level $r \gg 0$ ) if and only if

$$
\begin{equation*}
\beta(s)=\left|\kappa^{\prime}(s)\right|_{p}^{-1} \delta_{P_{w}}^{-1 / 2}(s) \omega_{\sigma}(s) \tag{19}
\end{equation*}
$$

is a $p$-adic unit for all $s \in Z\left(L_{w}\left(\mathcal{K}_{w}\right)\right)$. In other words, not all supercuspidal representation $\sigma_{w}$ can occur. Furthermore, when $\pi_{w}$ is $P_{w}$-ordinary (of level $r \gg 0$ ), the $u_{w, D_{w}(j), \kappa^{-}}^{\mathrm{GL}}$-eigenvalue of all the $P_{w^{-}}$-ordinary vectors is $\beta\left(t_{w, D_{w}(j)}\right)$.

Remark 3.12. We now view $\tau_{w}$ as as a representation of $I_{w, r}^{0}$ via the identity $I_{w, r}^{0} / I_{w, r}=L_{w}\left(\mathcal{O}_{w} / \mathfrak{P}_{w}^{r} \mathcal{O}_{w}\right)$. Clearly, the embedding constructed in (iii) of Theorem 3.10 is an embedding of $I_{w, r}^{0}$. This shows that $\pi_{w}$ contains a cover of $\tau_{w}$ from $L_{w}$ to $\mathrm{GL}_{n}\left(\mathcal{O}_{w}\right)$, in the sense of [BK98, BK99], in its subspace of $P_{w}$-ordinary vectors. In fact, the above theorem shows that this cover is exactly the space of $P_{w}$-ordinary vectors of type $\tau_{w}$, i.e. the $\tau_{w}$-isotypic subspace $\pi_{w, r}^{P_{w}-\text { ord }}\left[\tau_{w}\right]$ for all $r \gg 0$.

Consider the BK-type $\left(L_{w}\left(\mathcal{O}_{w}\right), \tau_{w}\right)$ of the supercuspidal representation $\sigma_{w}$, as defined in Section 1.2.2. Let $\tau$ be the representation of $L_{P}\left(\mathbb{Z}_{p}\right)$ corresponding to $\otimes_{w \in \Sigma_{p}} \tau_{w}$ under the natural isomorphism $L_{P}=\prod_{w \in \Sigma p} L_{w}$ induced by the identification (14). We refer to $\tau$ as the BK-type of $\pi_{p}$.

Theorem 3.13. Let $\pi$ be a holomorphic $P$-ordinary representation of weight type $(\kappa, K)$ such that Inequality (16) holds. Let $\tau$ be the BK-type of $\pi_{p}$. Then,

$$
\operatorname{Hom}_{L_{P}\left(\mathbb{Z}_{p}\right)}\left(\tau, \pi_{p, r}^{P-\text { ord }}\right)
$$

is 1-dimensional for all $r \gg 0$. In other words, the space $\pi_{p}^{(P, \tau)}=\pi_{p, r}^{(P, \tau)}$ of P-ordinary vectors of type $\tau$ is independent of $r \gg 0$ and

$$
\operatorname{dim}\left(\pi_{p}^{(P, \tau)}\right)=\operatorname{dim} \tau
$$

Proof. Fix $w \in \Sigma_{p}$ and consider $\pi_{w, r}^{P_{w}-\text { ord }}=e_{w} \pi_{w}^{I_{w, r}}$ for $r \gg 0$. By Theorem 3.10 (iii), there is a natural isomorphism

$$
\operatorname{Hom}_{L_{w}\left(\mathcal{O}_{w}\right)}\left(\tau_{w}, \sigma_{w}\right)=\operatorname{Hom}_{L_{w}\left(\mathcal{O}_{w}\right)}\left(\tau_{w}, \pi_{w, r}^{P_{w}-\operatorname{ord}}\left[\tau_{w}\right]\right),
$$

where $\tau_{w}$ is any smooth irreducible representation of $L_{w}\left(\mathcal{O}_{w}\right)$. From [BK98, Proposition 5.6], we know that the BK-type $\tau_{w}$ of $\pi_{w}$ has multiplicity one in $\sigma_{w}$. Therefore, the result follows by applying the above to $\tau_{w}=\tau_{w}$.

## 4. $P$-anti-ordinary representations and opposite unitary groups.

In this section, we first define the dual notion of $P$-anti-ordinary representations and analyze the structure of $P$-anti-ordinary subspaces using our results above. Then, we again follow the material of [EHLS20, Section 6.2] to compare the $P$ -(anti-)ordinary representations on $G=G_{1}$ and its opposite unitary group $G_{2}$

The results on $G_{1}$ directly apply to $G_{2}$ simply by replacing $P$ with its opposite parabolic $P^{\mathrm{op}}$. However, using standard intertwining operators, one obtains results
with respect to $P$ once more. Our results are greatly inspired by [EHLS20, Sections 8.3-8.4].

Moreover, as explained in the introduction of this paper, our motivation is to use the results here for explicit calculations of zeta integrals in upcoming work of the author.
4.1. $P$-anti-ordinary representations on $G_{1}$. Let $\pi$ be an anti-holomorphic cuspidal representation on $G=G_{1}$ of weight type ( $\kappa, K_{r}$ ). For each $w \in \Sigma_{p}$ and $1 \leq j \leq n$, let $t_{w, j}^{-}=t_{w, j}^{-1} \in G\left(\mathbb{Q}_{p}\right)$, where $t_{w, j}$ is the element constructed in Section 3.1. Proceeding as in that section, we define

$$
U_{w, j}^{-} ; u_{w, j, \kappa}^{-} ; u_{P, p, \kappa}^{-} ; e_{P, \kappa}^{-}
$$

by replacing $t_{w, j}^{+}$by $t_{w, j}^{-}$in the definitions of $U_{w, j}, u_{w, j, \kappa}, u_{P, p, \kappa}$ and $e_{P, \kappa}$. We also consider the partition $\widetilde{\mathbf{d}}_{w}$ of $n$ of length $r_{w}$ as well as its partial sums $D_{w}(j)$ for $1 \leq j \leq r_{w}$.

As in Section 3.1, the generalized eigenvalues of the action of $u_{w, D_{w}(j), \kappa}^{-}$on $\pi_{f}^{K_{r}}$ are all $p$-adically integral. Therefore, the $P$-anti-ordinary projector $e_{P, \kappa}^{-}$has a welldefined action on $\pi_{f}^{K_{r}}$. We say that $\pi$ is $P$-anti-ordinary (of level $r$ ) if $e_{P, \kappa}^{-}\left(\pi_{f}^{K_{r}}\right) \neq 0$.

Remark 4.1. Note that the action of $U_{w, j}^{-}$(and therefore all the other operators as well) does depend on $r$. However, by abuse of notation, we do not include $r$ in the already long list of subscripts.

By definition, for each $w \in \Sigma_{p}, 1 \leq j \leq r_{w}$ and $r \geq 0$, the operator $U_{w, j}^{-}$acts on

$$
\pi_{f}^{K_{r}}=\pi_{p}^{I_{r}} \otimes\left(\bigotimes_{l \neq p} \pi_{l}\right)^{K^{p}}
$$

via its action on $\pi_{p}^{I_{r}}$. Furthermore, by writing $\pi_{p} \cong \mu_{p} \otimes \bigotimes_{w \in \Sigma_{p}} \pi_{w}$ using isomorphism (15), its action on $\pi_{p}^{I_{r}}=\bigotimes_{w \in \Sigma_{p}} \pi_{w}^{I_{w}, r}$ is induced by the action of the double coset operator $U_{w, D_{w}(j)}^{\mathrm{GL},-}=I_{w, r} t_{w, r}^{-} I_{w, r}$ on $\pi_{w}^{I_{w, r}}$.

Let $u_{w, D_{w}(j)}^{\mathrm{GL},-}=\left|\kappa^{\prime}\left(t_{w, j}\right)\right|_{p} U_{w, D_{w}(j)}^{\mathrm{GL},-}$, where $\kappa^{\prime}$ related to $\kappa$ as in equation (13), and

$$
e_{w}^{-}=\lim _{m \rightarrow \infty}\left(\prod_{w \in \Sigma_{p}} \prod_{j=1}^{r_{w}} u_{w, D_{w}(j), \kappa}^{\mathrm{GL},-}\right)^{m!}
$$

It follows from the discussion above that the generalized eigenvalues of $u_{w, D_{w}(j)}^{\mathrm{GL},-}$ are all $p$-adically integral and $e_{w}^{-}$defines a projector on $\pi_{w}^{I_{w, r}}$.

One readily sees that $\pi$ is $P$-anti-ordinary (at $p$ ) over level $r$ if $\mu_{p}$ is unramified and each $\pi_{w}$ is $P_{w}$-anti-ordinary of level $r$, in the sense that $e_{w}^{-} \pi_{w}^{I_{w, r}} \neq 0$.

Lemma 4.2. Let $\pi_{w}$ as above. Then, the representation $\pi_{w}$ is $P_{w}$-anti-ordinary of some level $r \geq 0$ if and only if its contragredient $\pi_{w}^{\vee}$ is $P_{w}$-ordinary of level $r$. In that case, $\pi_{w}$ is $P$-anti-ordinary of all level $r \gg 0$.

Proof. This is a simple generalization of [EHLS20, Lemma 8.3 .6 (i)]. The proof goes through verbatim by replacing the pro- $p$ Iwahori subgroup (also denoted $I_{w, r}$ ) by $I_{P_{w}, w, r}$ and only considering the Hecke operators $u_{w, D_{w}(j)}^{\mathrm{GL},-}$ and $u_{w, D_{w}(j)}^{\mathrm{GL}}$, for $1 \leq j \leq$ $r_{w}$. The key part is that all these operators commute with one another.
4.1.1. Conventions on contragredient pairings. In what follows, given any representation $\rho$, we denote its contragredient representation by $\rho^{\vee}$. For instance, let $\sigma_{w}$ be an admissible irreducible supercuspidal representation of $L_{w}\left(\mathcal{K}_{w}\right)$ and $\sigma_{w}^{\vee}$ be its contragredient, also an admissible irreducible supercuspidal representation of $L_{w}\left(\mathcal{K}_{w}\right)$.

Let $\langle\cdot, \cdot\rangle_{\sigma_{w}}: \sigma_{w} \times \sigma_{w}^{\vee} \rightarrow \mathbb{C}$ be the tautological pairing on a pair of contragredient representations. Define

$$
\begin{gathered}
\langle\cdot, \cdot\rangle_{w}: \iota_{P_{w}}^{G_{w}} \sigma_{w} \times \iota_{P_{w}}^{G_{w}} \sigma_{w}^{\vee} \rightarrow \mathbb{C} \\
\left\langle\varphi, \varphi^{\vee}\right\rangle_{w}=\int_{G_{w}\left(\mathcal{O}_{w}\right)}\left\langle\varphi(k), \varphi^{\vee}(k)\right\rangle_{\sigma_{w}} d k
\end{gathered}
$$

a perfect $G_{w}\left(\mathcal{K}_{w}\right)$-equivariant pairing. Here $d k$ is the Haar measure on $G_{w}\left(\mathcal{O}_{w}\right)$ that such that $\operatorname{vol}\left(G_{w}\left(\mathcal{O}_{w}\right)\right)=1$ with respect to $d k$. Then $\langle\cdot, \cdot\rangle_{w}$ naturally identifies $\iota_{P_{w}}^{G_{w}} \sigma_{w}^{\vee}$ as the contragredient of $\iota_{P_{w}}^{G_{w}} \sigma_{w}$.

Let $\pi_{w}$ be a the constituent at $w \in \Sigma_{p}$ of $\pi_{p}$ as above. From now on, we assume $\pi_{w}$ is the unique irreducible quotient $\iota_{P_{w}}^{G_{w}} \sigma_{w} \rightarrow \pi_{w}$. Equivalently, $\pi_{w}^{\vee}$ is the unique irreducible subrepresentation $\pi_{w}^{\vee} \hookrightarrow \iota_{P_{w}}^{G_{w}^{w}} \sigma_{w}^{\vee}$, see Remark 3.9. If one restricts the second argument of $\langle\cdot, \cdot\rangle_{w}$ to $\pi_{w}^{\vee}$, then the first argument factors through $\pi_{w}$. In other words, $\langle\cdot, \cdot\rangle_{w}$ induces the tautological pairing $\langle\cdot, \cdot\rangle_{\pi_{w}}: \pi_{w} \times \pi_{w}^{\vee} \rightarrow \mathbb{C}$ and

$$
\left\langle\phi, \phi^{\vee}\right\rangle_{\pi_{w}}=\int_{G_{w}\left(\mathcal{O}_{w}\right)}\left\langle\varphi(k), \varphi^{\vee}(k)\right\rangle_{\sigma_{w}} d k, \quad \forall \phi \in \pi_{w}, \phi^{\vee} \in \pi_{w}^{\vee}
$$

where $\varphi$ is any lift of $\phi$ and $\varphi^{\vee}$ is the image of $\phi^{\vee}$.
Let $\left(\tau_{w}, X_{w}\right)$ be the BK-type of $\sigma_{w}$, a representation of $L_{w}\left(\mathcal{O}_{w}\right)$. Then, its contragredient $\left(\tau_{w}^{\vee}, X_{w}^{\vee}\right)$ is the BK-type of $\sigma_{w}^{\vee}$. One can find $L_{w}\left(\mathcal{O}_{w}\right)$-embeddings $\tau_{w} \hookrightarrow \sigma_{w}$ and $\tau_{w}^{\vee} \hookrightarrow \sigma_{w}^{\vee}$ (both unique up to scalar) such that for all $\alpha \in X_{w}, \alpha^{\vee} \in X_{w}^{\vee}$,

$$
\left\langle\alpha, \alpha^{\vee}\right\rangle_{\sigma_{w}}=\left\langle\alpha, \alpha^{\vee}\right\rangle_{\tau_{w}}
$$

More generally, upon restriction of $\sigma_{w}$ and $\sigma_{w}^{\vee}$ to representations of $L_{w}\left(\mathcal{O}_{w}\right)$, there are a direct sum decomposition

$$
\sigma_{w}=\bigoplus_{\tau_{w}} \sigma_{w}\left[\tau_{w}\right] \quad \text { and } \quad \sigma_{w}^{\vee}=\bigoplus_{\tau_{w}} \sigma_{w}^{\vee}\left[\tau_{w}\right]
$$

where $\tau_{w}$ runs over all smooth irreducible representations of $L_{w}\left(\mathcal{O}_{w}\right)$ and the square brackets $[\cdot]$ denote isotypic subspaces. The restriction of $\langle\cdot, \cdot\rangle_{\sigma_{w}}$ to $\sigma_{w}\left[\tau_{w}\right] \times \sigma_{w}^{\vee}\left[\tau_{w}^{\prime}\right]$
is identically zero if $\tau_{w}^{\prime} \not \approx \tau_{w}^{\vee}$. On the other hand, its restriction to $\sigma_{w}\left[\tau_{w}\right] \times \sigma_{w}^{\vee}\left[\tau_{w}^{\vee}\right]$ is a perfect $L_{w}\left(\mathcal{O}_{w}\right)$-invariant pairings.
4.1.2. Structure theorem for P-anti-ordinary representations. Since $\pi_{w}^{I_{w, r}}$ is stable under the action of $I_{w, r}^{0} / I_{w, r} \cong L_{w}\left(\mathcal{O}_{w} / \mathfrak{p}_{w}^{r} \mathcal{O}_{w}\right)$, it decomposes as a direct sum of isotypic subspaces over all irreducible representations of $L_{w}\left(\mathcal{O}_{w} / \mathfrak{p}_{w}^{r} \mathcal{O}_{w}\right)$. Given such a representation $\tau_{w}$, we say that $\phi \in \pi_{w}^{I_{w, r}}$ is $P_{w^{-}}$-anti-ordinary of type $\tau_{w}$ if it is $P_{w^{-}}$ anti-ordinary and it lies in the isotypic subspace $\pi_{w}^{I_{w, r}}\left[\tau_{w}\right]$.

Theorem 4.3. Let $w \in \Sigma_{p}$ and $\pi_{w}$ be a constituent of $\pi$ as above. Assume that the weight $\kappa$ of $\pi$ satisfies Inequality (16). Assume that $\pi_{w}$ is $P_{w}$-anti-ordinary of level $r \gg 0$ and is the unique irreducible quotient $\iota_{P_{w}}^{G_{w}} \sigma_{w} \rightarrow \pi_{w}$ as above. Assume that the BK-type $\left(\tau_{w}, X_{w}\right)$ of $\pi_{w}$ factors through $L_{w}\left(\mathcal{O}_{w} / \mathfrak{p}_{w}^{r} \mathcal{O}_{w}\right)$. Given any $\alpha \in$ $X_{w}$, let $\varphi_{w, r}^{P_{w}^{w}-\text { a.ord }} \in \iota_{P_{w}}^{G_{w}} \sigma_{w}$ be the unique vector with support $P_{w} I_{w, r}$ such that $\varphi_{w, r}^{P_{w}-\text { a.ord }}(1)=\alpha$ and $\varphi_{w, r}^{P_{w}}$-a.ord is fixed by $I_{w, r}$.

The image $\phi_{w, r}^{P_{w}-\text { a.ord }} \in \pi_{w}^{I_{w, r}}$ of $\varphi_{w, r}^{P_{w}-\text { a.ord }}$ is $P_{w}$-anti-ordinary of level $r$ for any $r$ such that $\tau_{w}$ factors through $L_{w}\left(\mathcal{O}_{w} / \mathfrak{p}_{w}^{r} \mathcal{O}_{w}\right)$. It satisfies:
(i) Let $\phi^{\vee} \in \pi_{w}^{\vee, I_{w, r}}$ and denote its image in $\iota_{P_{w}}^{G_{w}} \sigma_{w}$ by $\varphi^{\vee}$. Then,

$$
\left\langle\phi_{w, r}^{P_{w}-\text { a.ord }}, \phi^{\vee}\right\rangle_{\pi_{w}}=\operatorname{vol}\left(I_{w, r}^{0}\right)\left\langle\alpha, \varphi^{\vee}(1)\right\rangle_{\sigma_{w}}
$$

In particular, $\left\langle\phi_{w, r}^{P_{w}-\text { a.ord }}, \phi\right\rangle_{\pi_{w}} \neq 0$ if and ony if $\phi^{\vee}$ is $P_{w}$-ordinary and the component of $\varphi^{\vee}(1)$ in $\sigma_{w}^{\vee}\left[\tau_{w}^{\vee}\right]$ is non-zero.
(ii) The vector $\phi_{w, r}^{P_{w}-\text { a.ord }}$ lies in the $\tau_{w}$-isotypic space of $\pi_{w}^{I_{w, r}}$. Moreover, any other $P_{w}$-anti-ordinary vector of type $\tau_{w}$ is obtained as above for some other choice of $\alpha^{\prime} \in X_{w}$.
(iii) One can pick different choices of $\alpha$ for each $r^{\prime} \geq r$ so that

$$
\sum_{\gamma \in I_{w, r} /\left(I_{w, r^{\prime}}^{0} \cap I_{w, r}\right)} \pi_{w}(\gamma) \phi_{w, r^{\prime}}^{P_{w}-\text { a.ord }}=\phi_{w, r}^{P_{w}-\text { a.ord }}
$$

Proof. Write $\phi_{w, r}$ and $\varphi_{w, r}$ instead of $\phi_{w, r}^{P_{w}-\text { a.ord }}$ and $\varphi_{w, r}^{P_{w}-\text { a.ord }}$ respectively. We first show that property (i) holds. By Lemma 4.2, $\pi_{w}^{\vee}$ is $P_{w}$-ordinary of level $r$. Write

$$
\pi_{w}^{\vee, I_{w, r}}=\bigoplus_{a=1}^{A} V_{a}
$$

where each $V_{a}$ is a simultaneous generalized eigenspace for the Hecke operators $u_{w, D_{w}(j)}^{\mathrm{GL}}$.

From the proof of Theorem 3.10 and the remark that follow, exactly one $V_{a}$ has generalized eigenvalues that are all $p$-adic units. We may assume that this holds true for $V_{1}$. The exact eigenvalue of $u_{w, D_{w}(j)}^{\mathrm{GL}}$ is given by Equation (19), denote it $\beta_{w, D_{w}(j)}$. For $1<a \leq A$, at least one generalized eigenvalue for $V_{a}$ is not a $p$-adic unit.

Given $\phi^{\vee} \in \pi_{w}^{\vee, I_{w, r}}$, write it as a sum

$$
\phi^{\vee}=\sum_{a=1}^{A} \phi_{a}^{\vee},
$$

with $\phi_{a}^{\vee} \in V_{a}$. Let $\varphi_{a}^{\vee}$ denote the images of $\phi_{a}^{\vee}$ in $\iota_{P_{w}}^{G_{w}} \sigma_{w}^{\vee}$. Then,

$$
\left\langle\phi_{w, r}, \phi^{\vee}\right\rangle_{\pi_{w}}=\sum_{a=1}^{A}\left\langle\phi_{w, r}, \phi_{a}^{\vee}\right\rangle_{\pi_{w}}=\sum_{a=1}^{A} \int_{G_{w}\left(\mathcal{O}_{w}\right)}\left\langle\varphi_{w, r}(k), \varphi_{a}^{\vee}(k)\right\rangle_{\sigma_{w}} d k
$$

Recall that the support of $\varphi_{w, r}$ is $P_{w} I_{w, r}$. Also, the intersection of $P_{w} I_{w, r}$ with $G_{w}\left(\mathcal{O}_{w}\right)$ is equal to $I_{w, r}^{0}$ and by Theorem 3.10 (ii), $\varphi_{a}^{\vee}\left(I_{w, r}^{0}\right)=0$ for all $a \neq 1$. Therefore,

$$
\left\langle\phi_{w, r}, \phi^{\vee}\right\rangle_{\pi_{w}}=\int_{I_{w, r}^{0}}\left\langle\varphi_{w, r}(k), \varphi_{1}^{\vee}(k)\right\rangle_{\sigma_{w}} d k
$$

Since $I_{w, r}^{0}=L_{w}\left(\mathcal{O}_{w}\right) I_{w, r}$ and $\varphi_{w, r}^{P}{ }_{w}^{P-\text { a.ord }}, \varphi_{1}^{\vee}$ are both fixed by $I_{w, r}$, one obtains

$$
\left\langle\phi_{w, r}, \phi^{\vee}\right\rangle_{\pi_{w}}=\int_{I_{w, r}^{0}}\left\langle\varphi_{w, r}(1), \varphi_{1}^{\vee}(1)\right\rangle_{\sigma_{w}} d k=\operatorname{vol}\left(I_{w, r}^{0}\right)\left\langle\alpha, \varphi_{1}^{\vee}(1)\right\rangle_{\sigma_{w}} .
$$

The desired relation holds by noting that $\varphi_{1}^{\vee}(1)=\varphi^{\vee}(1)$. The second part of (i) follows immediately from the discussion about isotypic subspaces at the end of Section 4.1.1.

As a consequence of property (i), we immediately obtain $\left\langle\phi_{w, r}, V_{a}\right\rangle_{\pi_{w}}=0$ for all $a>1$. Furthermore, for all $\phi^{\vee} \in V_{1}$, we have

$$
\left\langle u_{w, D_{w}(j)}^{\mathrm{GL},-} \phi_{w, r}, \phi^{\vee}\right\rangle_{\pi_{w}}=\left\langle\phi_{w, r}, u_{w, D_{w}(j)}^{\mathrm{GL}} \phi^{\vee}\right\rangle_{\pi_{w}}=\beta_{w, D_{w}(j)}\left\langle\phi_{w, r}, \phi^{\vee}\right\rangle_{\pi_{w}} .
$$

By combining these two facts, we obtain

$$
\left\langle u_{w, D_{w}(j)}^{\mathrm{GL},-} \phi_{w, r}, \phi^{\vee}\right\rangle_{\pi_{w}}=\beta_{w, D_{w}(j)}\left\langle\phi_{w, r}, \phi^{\vee}\right\rangle_{\pi_{w}} .
$$

for all $\phi^{\vee}$ in $\pi_{w}^{\vee, I_{w, r}}$. In other words, $\phi_{w, r}$ is $P_{w}$-anti-ordinary.
Furthermore, note that the argument above implies that the subspace of $P_{w}$-antiordinary vectors of type $\tau_{w}$ in $\pi_{w}^{I_{w, r}}$ is dual to the subspace of $P_{w}$-ordinary vectors of type $\tau_{w}^{\vee}$. From Theorem 3.10, they both have dimension $\operatorname{dim} \tau_{w}=\operatorname{dim} \tau_{w}^{\vee}$. Since the space generated by the action of $L_{w}\left(\mathcal{O}_{w} / \mathfrak{p}_{w}^{r} \mathcal{O}_{w}\right)$ on $\phi_{w, r}$ is of dimension $\operatorname{dim} \tau_{w}$ and consists of $P_{w}$-anti-ordinary vectors of type $\tau_{w}$. Given $l \in L_{w}\left(\mathcal{O}_{w} / \mathfrak{p}_{w}^{r} \mathcal{O}_{w}\right)$, one readily sees that $\pi_{w}(l) \phi_{w, r}$ is the $P_{w}$-anti-ordinary vector obtained by picking $\alpha^{\prime}=\tau_{w}(l) \alpha$ in $X_{w}$ instead of $\alpha$. This proves the second sentence of part (ii).

Finally, part (iii) and the first statement of part (ii) follow immediately from the fact that the analogous properties hold for $\varphi_{w, r}$.

Keeping the assumption and notation of Lemma 4.3, fix a vector $\alpha \in X$. Using Lemma 4.2, $\pi_{w}^{\vee} \hookrightarrow \iota_{P_{w}}^{G_{w}} \sigma_{w}^{\vee}$ is $P_{w}$-ordinary. Let $\left(\tau_{w}^{\vee}, X^{\vee}\right)$ be the BK-type of $\pi_{w}^{\vee}$ and
fix any $\alpha^{\vee} \in X^{\vee}$ such that $\left\langle\alpha, \alpha^{\vee}\right\rangle_{\tau_{w}}=1$. Let $\phi_{w, r}^{\vee, P_{w} \text {-ord }}$ be the $P_{w^{-}}$-ordinary vector associated to $\alpha^{\vee}$ obtained from Theorem 3.10 (iii).

In fact, as $r$ increases, one may pick compatible choices of $\alpha$ so that property (iii) of Theorem 4.3 holds and compatible choices of $\alpha^{\vee}$ such that $\left\langle\alpha, \alpha^{\vee}\right\rangle_{\tau_{w}}=1$ for all $r \gg 0$. Then, as a consequence of Theorem 4.3 (i),

$$
\frac{\left\langle\phi_{w, r}^{P_{w}-\text { a.ord }}, \phi_{w, r}^{\vee, P_{w}-\text { ord }}\right\rangle_{w}}{\operatorname{vol}\left(I_{w, r}^{0}\right)}=\left\langle\alpha, \alpha^{\vee}\right\rangle_{\sigma_{w}}=\left\langle\alpha, \alpha^{\vee}\right\rangle_{\tau_{w}}=1
$$

is independent of $r \gg 0$.
Furthermore, one readily obtains a result analogous to Theorem 3.13 from Theorem 4.3. Let $\tau=\bigotimes_{w \in \Sigma_{p}} \tau_{w}$ be the BK-type of $\pi_{p}$, using the identification (14), as explained ahead of Theorem 3.13.

Corollary 4.4. Let $\pi$ be an anti-holomorphic cuspidal representation of $G$ of weight type $\left(\kappa, K_{r}\right)$ for some $r \gg 0$. Suppose $\kappa$ satisfies Inequality (16). Then, $\pi$ is $P$-anti-ordinary if and only if $\pi^{b}$ is $P$-ordinary. Let $\tau=\bigotimes_{w \in \Sigma_{p}} \tau_{w}$ be the BK-type of $\pi$.

There exists a unique (up to the action of $\left.L_{P}\left(\mathbb{Z}_{p}\right)\right) P$-anti-ordinary vector $\phi_{r}^{P-\text { a.ord }}$ of level $r$ and type $\tau$ in $\pi_{p}^{I_{P, r}}$. Furthermore, there exists $P_{w}$-ordinary vectors $\phi_{w, r}^{P_{w}-\text { a.ord }}$ of level $r$ and type $\tau_{w}$ as in Theorem 4.3 such that, under the identification $\pi_{p}=$ $\mu_{p} \otimes \bigotimes_{w \in \Sigma_{p}} \pi_{w}, \phi_{r}^{P-\text { a.ord }}=\bigotimes_{w \in \Sigma_{p}} \phi_{w, r}^{P_{w}-\text { a.ord }}$.
4.2. $P$-(anti-)ordinary representations on $G_{2}$. In this section we compare the theory of $P$-(anti-)ordinary representations on $G_{1}$ and $G_{2}$, where $G_{i}$ is the unitary group associated to the PEL datum $\mathcal{P}_{i}$ introduced in Section 2.2.3. We add a subscript $V($ resp. $-V)$ in our notation whenever we want to emphasize that we are working with $G_{1}\left(\operatorname{resp} . G_{2}\right)$.
4.2.1. Comparison between representations of $G_{1}$ and $G_{2}$. Note that there is a canonical identification $G_{1}(\mathbb{A})=G_{2}(\mathbb{A})$. Furthermore, the identification from isomorphism (3) remains the same for both $G_{1}$ and $G_{2}$. However, the opposite choices of $\mathcal{O}_{\mathcal{K}} \otimes \mathbb{Z}_{p}$-lattices $L_{1}^{ \pm}=L_{2}^{\mp}$ introduce many changes in the notation.

For instance, under the identification $G_{1}(\mathbb{A})=G_{2}(\mathbb{A})$, the group $H_{0,-V}=H_{0}$ for $G_{1}$ corresponds to $H_{0,-V}$ (by switching the roles of $\Lambda_{0}$ and $\Lambda_{0}^{\vee}$.) However, the identification from isomorphism (10) interchanges the role of $\sigma \in \Sigma_{\mathcal{K}}$ and $\sigma c$ (where $c$ denotes complex conjugation).

Given a dominant weight $\kappa$ of $T_{1}:=T_{H_{0}, V}$, it is identified with a tuple $\left(\kappa_{0},\left(\kappa_{\sigma}\right)_{\sigma}\right)$ where $\kappa_{0} \in \mathbb{Z}$ and $\kappa_{\sigma} \in \mathbb{Z}^{b_{\sigma}}$. The torus $T_{2}:=T_{H_{0},-V}$ is equal to $T_{1}$ but the corresponding isomorphism (10) for $G_{2}$ identifies $\kappa$ with $\left(\kappa_{0},\left(\kappa_{\sigma c}\right)_{\sigma}\right)$. We denote the latter by $\kappa^{b}$. In particular, $\kappa_{\sigma c} \in \mathbb{Z}^{a_{\sigma}}=\mathbb{Z}^{b_{\sigma c}}$ and $\kappa^{b}$ is dominant with respect to $B_{H_{0},-V}^{\mathrm{op}}$.

As explained in [EHLS20, Sections 6.2.1-6.2.2], if $\pi$ is a cuspidal (anti-)holomorphic automorphic representation for $G_{1}$ of weight $\kappa$, then $\pi^{b}=\pi^{\vee} \otimes\|\nu\|^{a(\kappa)}$ (as in Section
2.5.1) is naturally a cuspidal (anti-)holomorphic automorphic representation for $G_{2}$ of weight $\kappa$.

Furthermore, by choosing the same partitions $\mathbf{d}_{w}$ introduced in Section 2.2.2, the parabolic subgroup $P_{w} \subset \operatorname{GL}_{n}\left(\mathcal{O}_{w}\right)$ for $G_{1}$ corresponding to $w \in \Sigma_{p}$ is replaced by the opposite parabolic subgroups, which in our case is simply its transpose ${ }^{t} P_{w} \subset$ $\mathrm{GL}_{n}\left(\mathcal{O}_{w}\right)$, when working with $G_{2}$. Similarly, $P$ is replaced by ${ }^{t} P$ and the (pro-p) $P$-Iwahori subgroup of level $r$ is replaced by the (pro- $p)^{t} P$-Iwahori subgroup of level $r$.

In particular, if $\pi_{p} \cong \mu_{p} \otimes \bigotimes_{w \in \Sigma_{p}} \pi_{w}$ is the identification obtained from (14) for $G_{1}$, the corresponding factorization on $G_{2}$ induces

$$
\pi_{p}^{b} \cong \mu_{p}^{b} \otimes \bigotimes_{w \in \Sigma_{p}} \pi_{w}^{b}
$$

where $\pi_{w}^{b}=\pi_{w}^{\vee}$ and $\mu_{p}^{b}=\mu_{p}^{-1}|\nu|_{p}^{a(\kappa)}$.
4.2.2. Holomorphic and ${ }^{t} P$-ordinary representations for $G_{2}$. We keep the notation of Section 4.2.1. The discussion above shows that $\pi_{w}$ is $P_{w}$-ordinary of level $r \gg 0$ if and only if $\pi_{w}^{b}$ is ${ }^{t} P_{w}$-ordinary of level $r \gg 0$. Note that, adapting our definitions in Section 3.1 from $G_{1}$ to $G_{2}$, the latter notion requires to change $P_{w}$ for ${ }^{t} P_{w}$ and the double coset operators $U_{w, j}^{\mathrm{GL}}$ for $U_{w, j}^{b, \mathrm{GL}}={ }^{t} I_{w, r} t_{w, j}^{-1} I_{w, r}$.

We assume that $\pi_{w}$ is $P_{w}$-ordinary of level $r \gg 0$, that $\pi_{w}$ is the unique irreducible subrepresentation of $\iota_{P_{w}}^{G_{w}} \sigma_{w}$ for some admissible irreducible supercuspidal representation $\sigma_{w}$, and $\kappa$ satisfies Inequality (16). The analogue of Theorem 3.10 is the following.

Lemma 4.5. Using the notation above, let $\left(\tau_{w}, X_{w}\right)$ be the BK-type of $\pi_{w}$.
(i) The unique irreducible quotient of $\iota_{P_{w}}^{G_{w}} \sigma_{w}^{\vee}$ is isomorphic to $\pi_{w}^{b}$.
(ii) Let $\left(\tau_{w}^{\vee}, X_{w}^{\vee}\right)$ be the contragredient of $\left(\tau_{w}, X_{w}\right)$, the BK-type of $\sigma_{w}^{\vee}$. Consider $X_{w}^{\vee}$ as a subspace of the vector space associated to $\sigma_{w}^{\vee}$, via a fix embedding (unique up to scalar) $\tau_{w}^{\vee} \hookrightarrow \sigma_{w}^{\vee}$.

For any $\alpha^{\vee} \in X_{w}^{\vee}$, let $\varphi_{w}^{b} \in \iota_{P_{w}}^{G_{w}} \sigma_{w}^{\vee}$ be the unique function with support $P_{w}{ }^{t} I_{w, r}($ for all $r \gg 0)$ such that $\varphi_{w}^{b}(1)=\alpha^{\vee}$ and $\varphi_{w}^{b}$ is fixed by ${ }^{t} I_{w, r}$ (for all $r \gg 0$ ). Let $\phi_{w}^{b}$ denote its image in $\pi_{w}^{b}$.

Then, $\phi_{w}^{b}$ is ${ }^{t} P_{w^{-}}$-ordinary of type $\tau_{w}^{\vee}$ of level $r \gg 0$. This induces a natural isomorphism between $\tau_{w}^{\vee}$ and the subspace of ${ }^{t} P_{w}$-ordinary vectors of type $\tau_{w}^{\vee}$ of level $r \gg 0$. In particular, the latter is independent of $r \gg 0$ and has dimension $\operatorname{dim} \tau_{w}^{\vee}=\operatorname{dim} \tau_{w}$.

Proof. Consider the composition of $\pi_{w} \hookrightarrow \iota_{P_{w}}^{G_{w}} \sigma_{w}$ with the map (of vector spaces)

$$
\begin{aligned}
\iota_{P_{w}}^{G_{w}} \sigma_{w} & \rightarrow \iota_{t}^{G_{w}} P_{w} \sigma_{w}^{\vee} \\
\phi & \mapsto \phi^{\vee}(g):=\phi\left({ }^{t} g^{-1}\right)
\end{aligned}
$$

Its image is $\pi_{w}^{b}=\pi_{w}^{\vee}$ and realizes $\pi_{w}^{b}$ as the unique irreducible subrepresentation of $\iota_{t_{P_{w}}}^{G_{w}} \sigma_{w}^{\vee}$. In particular, all the consequences of Theorem 3.10 hold for $\pi_{w}^{b}$ by replacing $P_{w}$ by ${ }^{t} P_{w}$ and $\sigma_{w}^{\vee}$ by $\sigma_{w}^{\vee}$.

Given $\alpha^{\vee} \in X_{w}^{\vee}$ as above, let $\phi_{w}^{\vee} \in \pi_{w}^{b, I_{w, r}}$ and $\varphi_{w}^{\vee} \in \iota_{t_{P_{w}}}^{G_{w}} \sigma_{w}^{\vee}$ be the vectors obtained from Theorem 3.10 (iii) associated to $\alpha^{\vee}$. In particular, $\phi_{w}^{\vee}$ is a ${ }^{t} P_{w^{-}}$ ordinary vector of type $\tau_{w}^{\vee}$ and the subspace generated by the action of $L_{w}\left(\mathcal{O}_{w}\right)$ on $\phi_{w}^{\vee}$ is exactly of all ${ }^{t} P_{w}$-ordinary vectors of type $\tau_{w}^{\vee}$. In particular, the latter is independent of $r \gg 0$ and isomorphic to $\tau_{w}^{\vee}$ over $L_{w}\left(\mathcal{O}_{w}\right)$.

Now, consider the standard intertwining operator $\iota_{P_{w}}^{G_{w}} \sigma_{w}^{\vee} \xrightarrow{\sim} \iota_{t_{P_{w}}}^{G_{w}} \sigma_{w}^{\vee}$. It identifies $\pi_{w}^{b}$ as the unique irreducible quotient of $\iota_{t_{P_{w}}}^{G_{w}} \sigma_{w}^{\vee}$. Furthermore, the vector $\varphi_{w}^{\vee} \in$ $\iota_{t_{P_{w}}}^{G_{w}} \sigma_{w}^{\vee}$ exactly corresponds to the vector $\varphi_{w}^{b} \in \iota_{P_{w}}^{G_{w}} \sigma_{w}^{\vee}$ described above. Then, $\phi_{w}^{b}=\phi_{w}^{\vee}$ is the desired vector and this concludes the proof.
4.2.3. Anti-holomorphic and ${ }^{t} P$-anti-ordinary representations for $G_{2}$. Going back to the discussion of Section 4.2.1, we know that $\pi_{w}$ is $P_{w}$-anti-ordinary of level $r \gg 0$ (for $G_{1}$ ) if and only if $\pi_{w}^{b}$ is ${ }^{t} P_{w}$-anti-ordinary of level $r \gg 0$ (for $G_{2}$ ). Again, adapting our definitions in Section 3.1 from $G_{1}$ to $G_{2}$, the latter notion requires to change $P_{w}$ for ${ }^{t} P_{w}$ and the double coset operators $U_{w, j}^{\mathrm{GL},-}$ for $U_{w, j}^{\mathrm{b}, \mathrm{GL},-}=$ ${ }^{t} I_{w, r} t_{w, j}{ }^{t} I_{w, r}$.

We assume that $\pi_{w}$ is $P_{w}$-anti-ordinary of level $r \gg 0$, that $\pi_{w}$ is the unique irreducible quotient of $\iota_{P_{w}}^{G_{w}} \sigma_{w}$ for some admissible irreducible supercuspidal representation $\sigma_{w}$, and $\kappa$ satisfies Inequality (16). The analogue of Theorem 4.3 is the following.

Lemma 4.6. Using the notation above, let $\left(\tau_{w}, X_{w}\right)$ be the BK-type of $\pi_{w}$.
(i) The unique irreducible subrepresentation of $\iota_{P_{w}}^{G_{w}} \sigma_{w}^{\vee}$ is isomorphic to $\pi_{w}^{b}$.
(ii) Let $\left(\tau_{w}^{\vee}, X_{w}^{\vee}\right)$ be the contragredient of $\left(\tau_{w}, X_{w}\right)$, the BK-type of $\sigma_{w}^{\vee}$. Consider $X_{w}^{\vee}$ as a subspace of the vector space associated to $\sigma_{w}^{\vee}$, via a fix embedding (unique up to scalar) $\tau_{w}^{\vee} \hookrightarrow \sigma_{w}^{\vee}$.

For each $r \gg 0$ and $\alpha \in X_{w}^{\vee}$, there exists some unique ${ }^{t} P_{w}$-anti-ordinary $\phi_{w, r}^{b} \in \pi_{w}^{I_{r}}$ of type $\tau_{w}^{\vee}$ and level $r$ such that $\varphi_{w, r}^{b}(1)=\alpha$, where $\varphi_{w, r}^{b}$ is the image of $\phi_{w, r}^{b}$ in $\iota_{P_{w}}^{G_{w}} \sigma_{w}^{\vee}$, and the support of $\phi_{w, r}^{b}$ contains $P_{w}{ }^{t} I_{w, r}$.
(iii) For $r^{\prime}>r \gg 0$, one can choose $\alpha, \alpha^{\prime} \in X_{w}^{\vee}$ such that the vectors $\phi_{w, r}^{b}$ and $\phi_{w, r^{\prime}}^{b}$ corresponding to $\alpha$ and $\alpha^{\prime}$ respectively satisfy

$$
\sum_{\gamma \in^{t} I_{w, r} /\left(I^{t} I_{w, r^{\prime}}^{0} \cap^{t} I_{w, r}\right)} \pi_{w}^{b}(\gamma) \phi_{w, r^{\prime}}^{b}=\phi_{w, r}^{b}
$$

Proof. As in the proof of Lemma 4.5, the map

$$
\begin{aligned}
\iota_{t_{P_{w}}}^{G_{w}} \sigma_{w}^{\vee} & \rightarrow \iota_{P_{w}}^{G_{w}} \sigma_{w} \\
\phi & \mapsto \phi^{\vee}(g):=\phi\left({ }^{t} g^{-1}\right),
\end{aligned}
$$

realizes $\pi_{w}^{b}=\pi_{w}^{\vee}$ as the unique irreducible quotient of $\iota_{t_{P_{w}}}^{G_{w}} \sigma_{w}^{\vee}$.
In particular, all the consequences of Theorem 4.3 hold for $\pi_{w}^{b}$ by replacing $P_{w}$ by ${ }^{t} P_{w}$ and $\sigma_{w}$ by $\sigma_{w}^{\vee}$. Given $\alpha \in X_{w}^{\vee}$ as above, let $\varphi_{w, r}^{\prime} \in \iota_{t_{P}}^{G_{w}} \sigma_{w}^{\vee}$ be the vectors obtained from Theorem 4.3 associated to $\alpha$.

Furthermore, consider the standard intertwining operator $\iota_{t}^{G_{w}} \sigma_{w}^{\vee} \xrightarrow{\sim} \iota_{P_{w}}^{G_{w}} \sigma_{w}^{\vee}$. Its image is both the unique irreducible quotient of $\iota_{t_{P_{w}}}^{G_{w}} \sigma_{w}^{\vee}$, namely $\pi_{w}^{b}$, and the unique irreducible subrepresentation of $\iota_{P_{w}}^{G_{w}} \sigma_{w}^{\vee}$. This proves part (i).

To conclude, let $\phi_{w, r}^{b}$ (resp. $\varphi_{w, r}^{b}$ ) be the image of $\varphi_{w, r}^{\prime}$ in $\pi_{w}^{\vee}\left(\right.$ resp. $\left.\iota_{P_{w}}^{G_{w}} \sigma_{w}^{\vee}\right)$ via this intertwining operator. The fact that $\phi_{w, r}^{b}$ is ${ }^{t} P_{w}$-anti-ordinary of type $\tau_{w}^{\vee}$ and level $r$ follows from Theorem 4.3 (ii). Similarly, part (iii) follows from Theorem 4.3 (iii) (upon making the appropriate adjustement between $G_{1}$ and $G_{2}$ ). The properties of $\varphi_{w, r}^{\prime}$ are obtained from an easy computation using the definition of $\varphi_{w, r}^{\prime}$ and the exact formula for the intertwining operator above.

Remark 4.7. In Theorem 4.3, Lemma 4.5 and Lemma 4.6, more general statement can be made for any type. However, for applications to computations of zeta integrals in forthcoming work of the author, [Mar23], the results above only involving the BKtype of a fixed representation are sufficient.

## 5. COMPARISON OF $P$-(ANTI-)ORDINARY MODULAR AND AUTOMORPHIC FORMS.

In this section, we work with $G=G_{1}$ and we use the same notation as in Section 3.1 without comments. The material here adapts some of the theory of [EHLS20, Section 6.6] for any parabolic subgroup $P$ as in Section 2.2.2.

In particular, we identify integral spaces of $P$-ordinary cusp forms of level $K_{r}$ with a fixed weight $\kappa$ and $P$-nebentypus $\tau$ as lattices inside certain holomorphic $P$-ordinary cuspidal automorphic representations $\pi$ of weight type ( $\kappa, K_{r}$ ) whose BK-type is $\tau$. Using characters of Hecke algebra associated to $\pi$ one can study congruences between such $P$-ordinary cusp forms modulo $p$.
5.1. Hecke algebras. Let $\kappa$ be a dominant character of $T_{H_{0}}$ and $\tau$ be an irreducible smooth representation of $L_{P}\left(\mathbb{Z}_{p}\right)$. Fix $r \gg 0$ such that $\tau$ factors through $L_{P}\left(\mathbb{Z}_{p} / p^{r} \mathbb{Z}_{p}\right)$ and let $K=K_{r}=K^{p} I_{r} \subset G\left(\mathbb{A}_{f}\right)$ be a neat compact open level subgroup. Let $R \subset \mathbb{C}$ be an $S^{0}[\tau]$-algebra.
5.1.1. Hecke algebras on cusp forms. As in [EHLS20, Section 2.6.8], for all $g \in$ $G\left(\mathbb{A}_{f}^{p}\right)$, the double coset operator $T_{r}(g)=\left[K_{r} g K_{r}\right]$ naturally acts as an endomorphism of $M_{\kappa}\left(K_{r} ; R\right)$. The subspace of cusp forms and the subspace of $P$-nebentypus
$\tau$ are both stable under the action of $T_{r}$. The material of [EHLS20] only considers the case where $P$ is a Borel subgroup but the same arguments and formulas remain valid in our case using our moduli interpretation of $\mathcal{E}_{r, \tau}$ from Section 2.4.3. This is because $T_{r}(g)$ only acts on the PEL datum of a given point and not on its $p$-level structure.

Furthermore, assume that $R$ is a $p$-adic domain. In that case, the arguments of Hida [Hid04, 8.3.1] show that the Hecke operator $u_{w, D_{w}(j)}=u_{w, D_{w}(j), \kappa}$ also acts as an endomorphism of $M_{\kappa}\left(K_{r} ; R\right)$, see also [EHLS20, Sections 2.6.9, 2.9.5]. Again, the action of $u_{w, D_{w}(j)}$ stabilizes the subspace of cusp forms and the subspace of forms with $P$-nebentypus $\tau$.

We now construct the Hecke algebra (of level $K_{r}$ ) generated by all Hecke operators at unramified places and at $p$. More precisely, let $l \neq p$ be any prime of $\mathbb{Q}$ and consider the set $\mathcal{P}_{l}$ of all primes of $\mathcal{K}^{+}$above $l$. Write $\mathcal{P}_{l}=\mathcal{P}_{l, 1} \coprod \mathcal{P}_{l, 2}$, where $\mathcal{P}_{l, 1}$ is the subset of such primes that split in $\mathcal{K}$ and $\mathcal{P}_{l, 2}$ is the complement. Therefore, one naturally has an identification

$$
G\left(\mathbb{Q}_{l}\right)=\prod_{v \in \mathcal{P}_{l, 1}} \mathrm{GL}_{n}\left(\mathcal{K}_{v}^{+}\right) \times G_{l, 2}
$$

where $G_{l, 2}$ is the subgroup of elements $\left(\left(x_{w}\right), t\right) \in \prod_{w \in \mathcal{P}_{2}} \mathrm{GL}_{n}\left(\mathcal{K}_{w}\right) \times \mathbb{Q}_{l}^{\times}$such that each $x_{w}$ preserve the Hermitian form on $V \times_{\mathcal{K}} \times \mathcal{K}_{w}$ with the same similitude factor $t$. In particular $K_{l} \subset G\left(\mathbb{Q}_{l}\right)$ is a product of local factors over all places in $\mathcal{P}_{l}$. Let $S_{l}=S_{l}\left(K^{l}\right)$ be the subset of $\mathcal{P}_{l}$ consisting of all places for which the local factor of $K_{l}$ is not the maximal hyperspecial subgroup. Let $S_{l, i}=S_{l} \cap P P_{l, i}$ and define

$$
G\left(\mathbb{Q}_{l}\right)^{S_{l}}= \begin{cases}\prod_{v \in \mathcal{P}_{l, 1} \backslash S_{l, 1}} \mathrm{GL}_{n}\left(\mathcal{K}_{v}^{+}\right) \times G_{l, 2}, & \text { if } S_{l, 2}=\emptyset \\ \prod_{v \in \mathcal{P}_{l, 1} \backslash S_{l, 1}} \mathrm{GL}_{n}\left(\mathcal{K}_{v}^{+}\right), & \text {otherwise }\end{cases}
$$

Finally, let $S=S\left(K^{p}\right)=\bigcup_{l \neq p} S_{l}\left(K^{l}\right)$ and define

$$
G\left(\mathbb{A}_{f}^{S}\right)=\prod_{l \neq p} G\left(\mathbb{Q}_{l}\right)^{S_{l}}
$$

Let $\mathbf{T}_{K_{r}, \kappa, R}$ be the $R$-subalgebra of $\operatorname{End}_{\mathbb{C}}\left(S_{\kappa}\left(K_{r} ; \mathbb{C}\right)\right)$ generated by the operators $T(g)=T_{r}(g)$ for all $g \in G\left(\mathbb{A}_{f}\right)^{S}$ and $u_{w, D_{w}(j)}$ for all $w \in \Sigma_{p}, 1 \leq j \leq r_{w}$. Similarly, one defines $\mathbf{T}_{K_{r}, \kappa, \tau, R}$ as the quotient algebra obtained by restricting each operator to an endomorphism of $S_{\kappa}\left(K_{r}, \tau ; \mathbb{C}\right)$.
5.1.2. Serre duality and Hecke algebras on anti-ordinary cusp forms. Going back to $G=G_{1}$, the space of anti-holomorphic cuspidal forms of weight $\kappa$ and level $K_{r}$ is defined as

$$
H_{\kappa}^{d}\left(K_{r} ; \mathbb{C}\right):=H_{!}^{d}\left(K_{r} \mathrm{Sh}, \omega_{\kappa, r}\right)
$$

and its subspace of $P$-nebentypus $\tau$ is

$$
H_{\kappa}^{d}\left(K_{r}, \tau ; \mathbb{C}\right):=H_{!}^{d}\left({ }_{K_{r}} \mathrm{Sh}, \omega_{\kappa, r, \tau}\right)
$$

One can define an $R$-integral structure on these spaces by considering the integral models of ${ }_{K}$ Sh. However, we instead follow [EHLS20, Section 6.4.2] and define its integral structure via duality from a normalized Serre duality pairing.

By definition of $\kappa^{D}$, one can construct a canonical perfect pairing

$$
\langle\cdot, \cdot\rangle_{\kappa, K_{r}}^{\mathrm{Ser}}:=H_{!}^{0}\left({ }_{K_{r}} \operatorname{Sh}(V), \omega_{\kappa, r}\right) \otimes H_{!}^{d}\left({ }_{K_{r}} \operatorname{Sh}(V), \omega_{\kappa^{D}, r}\right) \rightarrow \mathbb{C}
$$

Let $\operatorname{vol}\left(I_{r}^{0}\right)$ be the volume of $K_{r}^{0}=K^{p} I_{r}^{0}$ with respect to the Tamagawa measure $d g$ from [EHLS20, Section 6.3]. We define $\langle\cdot, \cdot\rangle_{\kappa, K_{r}}$ as the normalized Serre pairing

$$
\begin{gathered}
H_{!}^{0}\left({ }_{K_{r}} \operatorname{Sh}(V), \omega_{\kappa, r}\right) \otimes H_{!}^{d}\left({K_{r}}_{r} \operatorname{Sh}(V), \omega_{\kappa^{D}, r}\right) \rightarrow \mathbb{C} \\
\langle\cdot, \cdot\rangle_{\kappa, K_{r}}:=\frac{1}{\operatorname{vol}\left(I_{r}^{0}\right)}\langle\cdot \cdot \cdot \cdot\rangle_{\kappa, K_{r}}^{\mathrm{Ser}}
\end{gathered}
$$

This identifies $H_{\kappa}^{d}\left(K_{r} ; \mathbb{C}\right)$ as the dual of $S_{\kappa}\left(K_{r} ; \mathbb{C}\right)$, and via this identification we define

$$
H_{\kappa}^{d}\left(K_{r} ; R\right):=\operatorname{Hom}_{R}\left(S_{\kappa}\left(K_{r} ; R\right), R\right)
$$

Similarly, $H_{\kappa}^{d}\left(K_{r}, \tau ; R\right)$ is defined by replacing $S_{\kappa}\left(K_{r} ; R\right)$ with $S_{\kappa}\left(K_{r}, \tau^{\vee} ; R\right)$. Then, one defines the $R$-Hecke algebra $\mathbf{T}_{K_{r}, \kappa, R}^{d}$ by proceeding as in the definition of $\mathbf{T}_{K_{r}, \kappa, R}^{d}$ but replacing $S_{\kappa}\left(K_{r} ; R\right)$ with $H_{\kappa}^{d}\left(K_{r} ; R\right)$ and $u_{w, D_{w}(j)}$ by $u_{w, D_{w}(j)}^{-}$. Upon restriction to $H_{\kappa}^{d}\left(K_{r} ; R\right)$, one obtains the quotient algebra $\mathbf{T}_{K_{r}, \kappa, \tau, R}^{d}$.

Lemma 5.1. Let $R \subset \mathbb{C}$ be an $S_{0}$-algebra as above. There exists a unique $R$ algebra isomorphism $\mathbf{T}_{K_{r}, \kappa, R} \xrightarrow{\sim} \mathbf{T}_{K_{r}, \kappa^{D}, R}^{d}$ such that $u_{w, D_{w}(j)}$ is mapped to $u_{w, D_{w}(j)}^{-}$ and $T(g)$ to $\|\nu(g)\|^{a(\kappa)} \cdot T\left(g^{-1}\right)$. If $R$ is an $S_{0}[\tau]$-algebra, it induces an isomorphism of $R$-algebra $\mathbf{T}_{K_{r}, \kappa, \tau, R} \xrightarrow{\sim} \mathbf{T}_{K_{r}, \kappa^{D}, \tau, R}^{d}$.

Proof. The proof is exactly the same as the one of Lemma 6.6.1 (i) in [EHLS20]. It is an immediate consequence of Serre duality.
5.1.3. Automorphic representations as Hecke modules. In what follows, for all the Hecke algebras $\mathbf{T}_{\mathbf{0}}$, let $\mathbf{T}_{\bullet}^{?}, p$ denote the $R$-subalgebra generated only by the operators $T(g)$ for $g \in G\left(\mathbb{A}_{f}^{S}\right)$. Moreover, we omit the subscript $R$ when it $R=S^{0}$ (or $S^{0}[\tau]$ ). We also use the notation from Section 2.5.1 without comments.

Let $\pi$ be a holomorphic cuspidal automorphic representation of $G$ of weight type $\left(\kappa, K_{r}\right)$. Recall that it is defined over some number field $E(\pi)$ containing $\mathcal{K}^{\prime}$, see Remark 2.11. Recall the definition of $S=S\left(K^{p}\right)$ above and consider the factorization

$$
\pi=\pi_{\infty} \otimes \pi_{f} \quad ; \quad \pi_{f}=\pi_{p} \otimes \pi_{S} \otimes \pi_{f}^{S}
$$

By definition, $K^{S}$ is the factor of $K^{p}$ over all places of $\mathcal{K}^{+}$where $K^{p}$ contains an hyperspecial maximal subgroup. In particular, $\left(\pi_{f}^{S}\right)^{K^{S}}$ is a 1 -dimensional space spanned by an $E(\pi)$-rational spherical vector. The natural action of $T(g)$ for all $g \in G\left(\mathbb{A}_{f}^{S}\right)$ on $\pi_{f}^{K_{r}}$ is through its action as a character on $\pi_{f}^{K^{S}}$. In other words, this defines a character $\lambda_{\pi}^{p}$ of $\mathbf{T}_{K_{r}, \kappa}^{p}$. Although this definition technically depends on $r$
these homomorphisms are compatible as $r$ increases in the obvious sense, hence we do not include it in the notation of $\lambda_{\pi}^{p}$.

Now, fix a choice of $E(\pi)$-rational spherical vector in $\pi_{f}^{S}$ and a choice of basis for the 1-dimensional $H^{0}\left(\mathfrak{P}_{h}, K_{h} ; \pi_{\infty} \otimes W_{\kappa}\right)$. Let $S_{\kappa}\left(K_{r}, \mathbb{C}\right)(\pi)$ be the $\lambda_{\pi}^{p}$-isotypic subspace of $S_{\kappa}\left(K_{r}, \mathbb{C}\right)$ as a $\mathbf{T}_{K_{r}, \kappa}^{p}$-module. Then, the isomorphism (11) induces an embedding

$$
j_{\pi}: \pi_{S}^{K_{S}} \otimes \pi_{p}^{I_{r}} \hookrightarrow S_{\kappa}\left(K_{r}, \mathbb{C}\right)(\pi)
$$

of $\mathbf{T}_{K_{r}, \kappa}^{p}$-module.
HYPOTHESIS 5.2 (Multiplicity one). We say that $\pi$ satisfies the multiplicity one hypothesis (for $\pi$ ) if for any holomorphic cuspidal $\pi^{\prime} \neq \pi$ of type ( $\kappa, K_{r}$ ), the characters $\lambda_{\pi^{\prime}}^{p}$ and $\lambda_{\pi}^{p}$ are distinct.

One immediately obtains that if $\pi$ satisfies the multiplicity one hypothesis, then the embedding $j_{\pi}$ is in fact an isomorphism.
5.2. $P$-ordinary case. In this section, we extend the study of the isomorphism $j_{\pi}$ by also considering the action of the Hecke operator at $p$. To do so, we assume that $R \subset \mathbb{C}$ is the localization of a finite $S^{0}$-algebra (or $S^{0}[\tau]$-algebra when considering a fixed $P$-nebentypus $\tau$ ) at the maximal ideal determined by $\operatorname{incl}_{p}$ or that $\iota_{p}(R)$ is $p$-adically complete (in the latter case, we say that $R$ is a $p$-adic algebra).

If $R$ is a $p$-adic algebra, the $P$-ordinary projector $e_{P, \kappa}=e_{\kappa}$ defined in Section 3.1 has a well-defined action on $\mathbf{T}_{K_{r}, \kappa, R}$ and we set $\mathbf{T}_{K_{r}, \kappa, R}^{P-\text { ord }}:=e_{\kappa} \mathbf{T}_{K_{r}, \kappa, R}$. Similarly, let $\mathbf{T}_{K_{r}, \kappa, \tau, R}^{P-\text { ord }}:=e_{\kappa} \mathbf{T}_{K_{r}, \kappa, \tau, R}$. These are equal to the quotient algebras obtained from $\mathbf{T}_{K_{r}, \kappa, R}$ and $\mathbf{T}_{K_{r}, \kappa, \tau, R}$ upon restriction of the operators to the (stable) subspaces $S_{\kappa}^{P-\operatorname{ord}}\left(K_{r} ; R\right):=e_{\kappa} S_{\kappa}\left(K_{r} ; R\right)$ and $S_{\kappa}^{P-\text { ord }}\left(K_{r}, \tau ; R\right):=e_{\kappa} S_{\kappa}\left(K_{r}, \tau ; R\right)$.

Similarly, when $R$ is not $p$-adic, we can define the latter spaces as the intersection of $S_{\kappa}\left(K_{r} ; R\right)$ and $S_{\kappa}\left(K_{r}, \tau ; R\right)$ with the $P$-ordinary spaces over the ( $p$-adic) completion of $\operatorname{incl}_{p}(R)$.

Assume the holomorphic representation $\pi$ from Section 5.1.1 is $P$-ordinary at $p$. Assume that $\pi_{p}$ satisfies the Hypothesis 3.8 on supercuspidal support as in Section 3.3. Therefore it has a well-defined BK-type $\tau$. Let $\pi_{p}^{(P, \tau)}$ be the subspace of $P$ ordinary vectors in $\pi_{p}^{I_{r}}$ of type $\tau$, as in Theorem 3.13.

The Hecke algebra $\mathbf{T}_{K_{r}, \kappa, R}$ acts on $\pi_{p}^{(P, \tau)} \otimes \pi^{p, K^{p}}$ via a character $\lambda_{\pi}$ that extends $\lambda_{\pi}^{p}$. Clearly, the character $\lambda_{\pi}$ factors through $\mathbf{T}_{K_{r}, \kappa, \tau, R}^{P-\text { ord }}$. Let $E\left(\lambda_{\pi}\right)$ be the finite extension of $E(\pi)$ generated by the values of $\lambda_{\pi}$ and let $R\left(\lambda_{\pi}\right)$ be the localization of the ring of integers of $E\left(\lambda_{\pi}\right)$ at the maximal ideal determined by incl $_{p}$. One readily sees that $\lambda_{\pi}$ is $R\left(\lambda_{\pi}\right)$-valued.

Let $\bar{\lambda}_{\pi}$ be the reduction of $\lambda_{\pi}$ modulo the maximal ideal of $R\left(\lambda_{\pi}\right)$, viewed as a character valued in $\overline{\mathbb{Z}}_{(p)}$. Denote its kernel by $\mathfrak{m}_{\pi}$ and let

$$
\mathcal{S}\left(K_{r}, \kappa, \tau, \pi\right)=\left\{\begin{array}{c}
\text { ordinary holomorphic cuspidal } \pi^{\prime} \text { of weight type }\left(\kappa, K_{r}\right), \\
\text { satisfying Hypothesis } 3.8 \text { with BK type } \tau, \text { such that } \bar{\lambda}_{\pi}=\bar{\lambda}_{\pi^{\prime}}
\end{array}\right\}
$$

Clearly, the condition $\bar{\lambda}_{\pi}=\bar{\lambda}_{\pi^{\prime}}$ is equivalent to $\mathfrak{m}_{\pi}=\mathfrak{m}_{\pi^{\prime}}$.
Lemma 5.3. Let $\pi$ be a holomorphic $P$-ordinary cuspidal automorphic form of weight type ( $\kappa, K_{r}$ ) and BK-type $\tau$ as above. Suppose that $\pi$ satisfies the multiplicity one Hypothesis 5.2. Let $R \subset \mathbb{C}$ be the localization of a finite extension of $R\left(\lambda_{\pi}\right)$ or the $p$-adic completion of such a ring. Let $E=R\left[\frac{1}{p}\right]$.
(i) Let $S_{\kappa}^{P-o r d}\left(K_{r}, \tau ; E\right)\left[\lambda_{\pi}\right]=e_{\kappa} S_{\kappa}\left(K_{r}, \tau ; E\right)\left[\lambda_{\pi}\right]$, where [ $\left.\lambda_{\pi}\right]$ denotes $\lambda_{\pi}$-isotypic component. Then, $j_{\pi}$ restricts to an isomorphim

$$
j_{\pi}: \pi_{p}^{(P, \tau)} \otimes \pi_{S}^{K_{S}} \xrightarrow{\sim} S_{\kappa}^{P-\text { ord }}\left(K_{r}, \tau ; E\right)\left[\lambda_{\pi}\right] \otimes_{E} \mathbb{C}
$$

(ii) Let $S_{\kappa}^{P-\operatorname{ord}}\left(K_{r}, \tau ; R\right)_{\pi}$ be the localization of $S_{\kappa}^{P-\operatorname{ord}}\left(K_{r}, \tau ; R\right)$ at $\mathfrak{m}_{\pi}$ and

$$
S_{\kappa}^{P-\text { ord }}\left(K_{r}, \tau ; R\right)[\pi]:=S_{\kappa}^{P-\text { ord }}\left(K_{r}, \tau ; R\right)_{\pi} \cap S_{\kappa}^{P-\text { ord }}\left(K_{r}, \tau ; E\right)\left[\lambda_{\pi}\right]
$$

Then, $j_{\pi}$ identifies $S_{\kappa}^{P-o r d}\left(K_{r}, \tau ; R\right)[\pi]$ as an $R$-lattice in $\pi_{p}^{(P, \tau)} \otimes \pi_{S}^{K_{S}}$. Similarly, $S_{\kappa}^{P-o r d}\left(K_{r}, \tau ; R\right)_{\pi}$ is identified with an $R$-lattice in

$$
\bigoplus_{\pi^{\prime} \in \mathcal{S}\left(K_{r}, \kappa, \tau, \pi\right)}\left(\pi_{p}^{\prime}\right)^{(P, \tau)} \otimes\left(\pi_{S}^{\prime}\right)^{K_{S}}
$$

$$
\text { via } \oplus_{\pi^{\prime}} j_{\pi^{\prime}}
$$

5.3. $P$-anti-ordinary case. In this section, we carry a similar analysis as in the previous section for anti-holomorphic and $P$-anti-ordinary representations.

Assume that $R \subset \mathbb{C}$ is as in the beginning of Section 5.2. Then, one can define $H_{\kappa}^{d, P-\text { a.ord }}\left(K_{r} ; R\right)$ and $H_{\kappa}^{d, P-\text { a.ord }}\left(K_{r}, \tau ; R\right)$ by replacing $S_{\kappa}\left(K_{r} ; R\right)$ and $S_{\kappa}\left(K_{r}, \tau ; R\right)$ with $H_{\kappa}^{d}\left(K_{r} ; R\right)$ and $H_{\kappa}^{d}\left(K_{r}, \tau ; R\right)$ respectively, and $e_{\kappa}$ by $e_{\kappa}^{-}$(see Section 4.1). Restriction of the operators in $\mathbf{T}_{K_{r}, \kappa, R}^{d}$ to these P-anti-ordinary subspaces yields $\mathbf{T}_{K_{r}, \kappa, R}^{d, P-\text { a.ord }}:=e_{\kappa} \mathbf{T}_{K_{r}, \kappa, R}^{d}$ and $\mathbf{T}_{K_{r}, \kappa_{,}, \tau, R}^{d, P-\text { a.ord }}:=e_{\kappa} \mathbf{T}_{K_{r}, \kappa, \tau, R}^{d}$ as quotient $R$-algebras. The following is obvious from the definitions.

Lemma 5.4. For $R$ as above, the isomorphisms of Lemma 5.1 induce $R$-algebra isomorphisms

$$
\mathbf{T}_{K_{r}, \kappa, R}^{P-\text { ord }} \xrightarrow{\sim} \mathbf{T}_{K_{r}, \kappa^{D}, R}^{d, P-\text { a.ord }} \quad \text { and } \quad \mathbf{T}_{K_{r}, \kappa, \tau, R}^{P-\text { ord }} \xrightarrow{\sim} \mathbf{T}_{K_{r}, \kappa^{D}, \tau^{\nu}, R}^{d, P-\text { a.ord }}
$$

Proceeding as in the previous sections, let $\pi$ be a holomorphic cuspidal automorphic representation of weight type $\left(\kappa, K_{r}\right)$. Then, $\pi^{b}$ is anti-holomorphic of type $\left(\kappa, K_{r}\right)$.

Again, the choice of an $E(\pi)$-rational spherical vector in $\pi_{f}^{b, S}$ and a choice of basis for the 1-dimensional $H^{d}\left(\mathfrak{P}_{h}, K_{h} ; \pi_{\infty}^{b} \otimes W_{\kappa^{D}}\right)$ induces an inclusion

$$
j_{\pi^{b}}^{\vee}: \pi_{S}^{\mathrm{b}, K_{S}} \otimes \pi_{p}^{\mathrm{b}, I_{r}} \hookrightarrow H_{\kappa^{d}}^{d}\left(K_{r} ; \mathbb{C}\right)
$$

Furthermore, if we assume that $\pi$ is $P$-ordinary and satisfies Hypothesis 3.8 , hence has a well-defined BK-type $\tau$. In that case, $\pi^{b}$ is $P$-anti-ordinary and determines a character $\lambda_{\pi^{b}}$ of $\mathbf{T}_{K_{r}, \kappa^{D}, \tau^{\vee}}^{d, P-\text { a.ord }}$ as well as a maximal ideal $\mathfrak{m}_{\pi^{b}}$. Via the isomorphism
$\mathbf{T}_{K_{r}, \kappa, \tau, R}^{P-\text { ord }} \xrightarrow{\sim} \mathbf{T}_{K_{r}, \kappa^{D}, \tau^{\vee}, R}^{d, P-\text { a.ord }}$, we have $\lambda_{\pi^{b}}=\lambda_{\pi}$ and $\mathfrak{m}_{\pi}=\mathfrak{m}_{\pi^{b}}$. Let $\pi_{p, r}^{b,\left(P, \tau^{\vee}\right)}$ denote the subspace of $\pi_{p}^{b, I_{r}}$ of $P$-anti-ordinary vector of level $r$ and type $\tau^{\vee}$ (see Corollary 4.4).

Lemma 5.5. Let $\pi, \kappa, K_{r}, \tau, R$ and $E$ be as in Lemma 5.3. Let $H_{\kappa^{D}}^{d, P-\text { a.ord }}\left(K_{r}, \tau^{\vee} ; R\right)_{\pi}$ be the localization of $H_{\kappa^{D}}^{d, P-\text { a.ord }}\left(K_{r}, \tau^{\vee} ; R\right)$ at $\mathfrak{m}_{\pi}$ and let

$$
H_{\kappa^{D}}^{d, P-\text { a.ord }}\left(K_{r}, \tau^{\vee} ; R\right)[\pi]:=H_{\kappa^{D}}^{d, P-\text { a.ord }}\left(K_{r}, \tau^{\vee} ; R\right)_{\pi} \cap H_{\kappa^{D}}^{d, P-\text { a.ord }}\left(K_{r}, \tau^{\vee} ; E\right)\left[\lambda_{\pi}\right]
$$

where $\left[\lambda_{p} i\right]$ denotes $\lambda_{\pi}$-isotypic subspace again. Then, if $\pi$ satisfies the multiplicity one Hypothesis 5.2,
(i) The inclusion $j_{\pi^{b}}^{\vee}$ restricts to an isomorphism

$$
\pi_{S}^{b, K_{S}} \otimes \pi_{p, r}^{b,\left(P, \tau^{\vee}\right)} \hookrightarrow H_{\kappa^{d}, P-\mathrm{a} . \text { ord }}^{d}\left(K_{r}, \tau ; E\right)\left[\lambda_{\pi}\right] \otimes_{E} \mathbb{C}
$$

(ii) The map $j_{\pi^{b}}^{\vee}$ identifies $H_{\kappa^{D}}^{d, P-\text { a.ord }}\left(K_{r}, \tau^{\vee} ; R\right)[\pi]$ with an $R$-lattice in $\pi_{S}^{b, K_{S}} \otimes$ $\pi_{p, r}^{b,\left(P, \tau^{\vee}\right)}$. Furthermore, $H_{\kappa^{D}}^{d, P-\text { a.ord }}\left(K_{r}, \tau^{\vee} ; R\right)_{\pi}$ is identified with an $R$-lattice in

$$
\bigoplus_{\pi^{\prime} \in \mathcal{S}\left(K_{r}, \kappa, \tau, \pi\right)}\left(\pi_{S}^{\prime}\right)^{b, K_{S}} \otimes\left(\pi_{p, r}^{\prime}\right)^{b,\left(P, \tau^{\vee}\right)}
$$

$$
\text { via } \oplus_{\pi^{\prime}} j_{\left(\pi^{\prime}\right)^{b}}^{\vee}
$$

(iii) The normalized Serre duality pairing induces a perfect $\mathbf{T}_{K_{r}, \kappa, \tau, R}^{P-\text { ord }}$-equivariant pairings

$$
\begin{gathered}
S_{\kappa}^{P-\text { ord }}\left(K_{r}, \tau ; R\right)[\pi] \otimes_{R} H_{\kappa^{D}}^{d, P-\text { a.ord }}\left(K_{r}, \tau^{\vee} ; R\right)[\pi] \rightarrow R \text { and } \\
S_{\kappa}^{P-\text { ord }}\left(K_{r}, \tau ; R\right)_{\pi} \otimes_{R} H_{\kappa^{D}}^{d, P-\text { a.ord }}\left(K_{r}, \tau^{\vee} ; R\right)_{\pi} \rightarrow R
\end{gathered}
$$
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