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p-ADIC L-FUNCTIONS FOR P -ORDINARY HIDA FAMILIES ON

UNITARY GROUPS

DAVID MARCIL

Abstract. We construct a p-adic L-function for P -ordinary Hida families of
cuspidal automorphic representations on a unitary group G. The main new idea
of our work is to incorporate the theory of Schneider-Zink types for the Levi
quotient of P , to allow for the possibility of higher ramification at primes dividing
p, into the study of (p-adic) modular forms and automorphic representations on
G. For instance, we describe the local structure of such a P -ordinary automorphic
representation π at p using these types, allowing us to analyze the geometry of
P -ordinary Hida families. Furthermore, these types play a crucial role in the
construction of certain Siegel Eisenstein series designed to be compatible with
such Hida families in two specific ways : Their Fourier coefficients can be p-
adically interpolated into a p-adic Eisenstein measure on d+ 1 variables and, via
the doubling method of Garrett and Piatetski–Shapiro-Rallis, the corresponding
zeta integrals yield special values of standard L-functions. Here, d is the rank of
the Levi quotient of P . Lastly, the doubling method is reinterpreted algebraically
as a pairing between modular forms on G, whose nebentype are types, and viewed
as the evaluation of our p-adic L-function at classical points of a P -ordinary Hida
family.
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Introduction

In [HLS06], Michael Harris, Jian-Shu Li and Christopher Skinner initiated a
project to construct a p-adic L-function for ordinary Hida families on a unitary
group of arbitrary signature. In [EHLS20], together with Ellen Eischen, they com-
pleted this project p-adic L-function for ordinary families on unitary groups. This
required the development of several technical results on p-adic differential operators,
accomplished in great part by Eischen in [Eis12], to obtain a more general Eisen-
stein measure [Eis15] than the one originally constructed in [HLS06]. Fundamental
properties of their p-adic L-function for families are obtained by carefully comput-
ing local zeta integrals related to the doubling method [GPSR87] as well as local
coefficients of Siegel Eisenstein series [Eis15]. The most technical calculations are
for local factors at places above the fixed prime p. Moreover, a theorem of Hida in
[Hid98] establishing the uniqueness (up to scalar) of ordinary vectors plays a crucial
role in their analysis.

In this article, we generalize the many steps involved in their construction to
construct a p-adic L-function for a P -ordinary Hida family on G. Here, P is a
parabolic subgroup of a product of general linear groups related to G. When P
corresponds to (a product of) upper triangular Borel subgroups, the notion of π
being “P -ordinary” coincides with the usual notion of being “ordinary” studied in
[EHLS20].

One advantage of working with P -ordinary families is that they are substantially
more general than ordinary families. In particular, every cuspidal automorphic rep-
resentation lies in a P -ordinary family for some choice of P . However, the dimension
of families is inverse proportional to the size of the chosen parabolic P . Namely, if d
is the rank of the center of the Levi of P , then a P -ordinary family is d-dimensional.

In this paper, we therefore construct a (d+1)-variable p-adic L-function on a P -
ordinary Hida family associated to a P -ordinary automorphic representation. Here
the extra variable corresponds to the cyclotomic variable.
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Note that our work actually considers (anti-holomorphic) P -anti-ordinary au-
tomorphic representations, however we discuss the technicalities of this notion in
details later in this paper.

Structure of this paper. In Part I, we introduce the necessary setup to discuss the
geometry, representation theory and the complex analysis related to (P -ordinary)
automorphic representations.

The fundamental difference between working with a representation π that is P -
ordinary (at p) instead of ordinary representation is the necessity to consider lo-
cal finite-dimensional representations, i.e. types, instead of characters to study the
structure at p of π. Therefore, in Section 1, we discuss some of the work of Bushnell-
Kutzko [BK93, BK98, BK99] and Schneider-Zink [SZ99] to study smooth represen-
tations of local p-adic groups via types. we generalize this theorem of Hida to
construct a canonical finite-dimensional subspace in the space of P -ordinary vectors
for a P -ordinary representation π on a unitary group G.

In Section 2, we study the geometry of the Shimura varieties associated to general
unitary groups and vector bundles associated to a weight and a type. The automor-
phic representations of interest in this paper have a non-trivial contribution in the
cohomology groups of such bundles. In particular, we introduce Iwahori subgroups
I0P,r and pro-p-Iwahori subgroup IP,r, that depend on P , and whose quotient is a

product of general linear group (and not a torus). The center of this quotient plays
an important role to parameterize P -ordinary Hida families. Furthermore, a type
(or a P -nebentypus) is a smooth representation of I0P,r that factors through IP,r.

In Section 3, we introduce the notion of a P -ordinary representation π, namely
a representation that is ordinary with respect to some parabolic subgroup P of G.
The main goal is to explain how, for our purpose, their theory is encapsulated by
the information of a weight κ, a level Kr and a P -nebentypus τ . The weight holds
archimedean information on π∞, the level holds information about ramified places
and p, and τ holds information about πp. We refer to the datum (κ,Kr, τ) has the
P -weight-level-type of π.

In Section 4, we briefly recall the functors necessary to compare automorphic
representations between the various unitary groups involved in the doubling method.
Most of this work is well-established in [EHLS20], however one needs to make minor
modifications to consider the P -ordinary setting when comparing level subgroups
on different unitary groups.

In Section 5, we introduce p-adic modular forms with respect to the choice of
parabolic P . To the best of the author’s knowledge, this material has yet to be
discussed in the literature when working with unitary groups.

We introduce two variations of such p-adic forms: scalar-valued ones and vector-
valued ones. The first case, i.e. the scalar-valued case, is relatively similar to
the usual notion of p-adic modular forms, as discussed in [Hid04] and [EHLS20].
However, the global sections on the Igusa tower considered are not fixed by a the
unipotent radical subgroup of a Borel but rather by the unipotent radical of P .
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This allows us to study the smooth action of the Levi of P on this space of p-adic
L-functions and decompose it as a direct sum over types.

The second case, i.e. the vector-valued case, considers global sections over the
Igusa tower of a non-trivial vector bundle. The vector bundles involved are closely
related to the P -nebentypus introduced in the previous sections. After introducing
the relevant notation, we then discuss some of the “standard” results of Hida theory,
i.e. density, classicality and the vertical control theorem, in the P -ordinary setting.
Note that some of these conjectures are later stated in Section 8.

As the goal of this paper is not to establish “P -ordinary Hida theory”, we simply
leave the necessary results as conjectures and the author plans to revisit each of
these conjectures in a subsequent paper to complete the theory developped in this
section.

In Part II, we dedicate Section 6 to study of the local representation theory at p
of P -ordinary (and P -anti-ordinary) representations. The goal is to generalize the
theorem of Hida mentioned above in the introduction to the P -ordinary setting and
interpret it in various settings necessary for applications with the doubling method
in later sections.

We obtain the uniqueness (up to scalar) of an embedding of certain “Schneider-
Zink types” (discussed in Section 1) inside the space of P -ordinary vectors of a
P -ordinary representations. In other words, although P -ordinary vectors are not
unique (up to scalar) as in the ordinary case, we can construct a canonical sub-
space associated to a type whose dimension equals the dimension of this type. This
represents the first main accomplishment of this paper.

In later section, it becomes clear that the construction of our p-adic L-function
does not depend on the choice of a P -ordinary vector in this subspace associated to
a type but only on the unique (up to scalar) embedding of that type.

Note that to obtain this result, we impose a certain hypothesis on the supercus-
pidal support of the P -ordinary representations involved. The author expects that
this hypothesis is completely superficial and can be removed. We use it to simplify
the analysis of the filtration obtained by the Bernstein-Zelevinsky geometric lemma
of local representations involved. However, the results and the remainder of the pa-
per are phrased with as little dependency as possible to this hypothesis. The author
plans to revisit this issue in a later paper to explain how the results of Section 6
should still holds without this hypothesis.

We discuss in Sections 7-8 the relation between such subspaces of P -ordinary vec-
tors and analogous subspaces of P -ordinary modular forms and how these subspaces
vary nicely over a d-dimensional P -ordinary family of representations over a weight
space associated to P . Here, d is the rank of the center of the Levi of P , as men-
tioned in the introduction above. This requires the study of certain Hecke algebras
of infinite level at p associated to a weight and P -nebentypus. In particular, this
analysis demonstrates that the P -nebentypus cuts out a branch of an infinite di-
mensional p-adic space containing such a P -ordinary family. The p-adic L-function
constructed in this paper is a function on such a branch.
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In Part III, we present all the necessary computations construct our p-adic L-
function using the doubling method of Garrett and Piatetski–Shapiro-Rallis. This
first requires the construction in Section 9 of certain Siegel Eisenstein series depend-
ing on various inputs, most importantly on the P -weight-level-type of a P -ordinary
representation as well as a Hecke character.

To accomplish this, we build the Eisenstein series from local Siegel-Weil sections,
one for every place of Q. In the literature, such local sections have been well studied,
especially at archimedean places and at unramified places. However our construction
of local sections at p in Section 9.2 is considerably more involved and represents the
core of the computations that follow.

The main goal for this task consists of finding a local section (at p), given a fixed
type τ , whose contribution to local zeta integrals yields the right Euler factors at p of
L-functions, see Theorem 10.6, and whose contribution to the Fourier coefficients of
the corresponding Eisenstein series fit in a p-adic measure, see Proposition 11.2. Our
construction generalizes the already complicated machinery developed in [EHLS20,
Section 4.3.1] (where τ is only allowed to be a character). However, the author hopes
that the systematic use of types helps to simplify the exposition to some extent.

In Section 10, we then compute the local zeta integrals associated to the factor-
ization of doubling method integral between the Siegel Eisenstein series constructed
in the previous section and the test vectors constructed in Section 7.

This yields the second main accomplishment of this paper, briefly mentioned
above, namely the calculations of local zeta integrals at p in the P -ordinary setting.
Our approach owes a great deal to the precise details explained in [EHLS20, Section
4.3.6]. Nonetheless, our analysis requires to resolve many issues related to the di-
mension of the types. In particular, the “ordinary characters” involved in loc.cit are
replaced by P -nebentypes. The main novelty of our work is to use matrix coefficients
of these P -nebentypus to compute the necessary integrals explicitly and relate them
to special values of standard L-functions.

Then, in Section 11, we p-adically interpolate the Siegel Eisenstein series previ-
ously constructed to obtain an Eisenstein measure which generalizes an analogous
construction in [EFMV18]. The latter is also a generalization of analogous Eisen-
stein measure in various papers of Eischen and ultimately finds its roots in the
seminal work of Katz [Kat78]. Our approach is to p-adically interpolate the Fourier
coefficient of Eisenstein series. Inspired by the computations presented in [Eis15],
the third main accomplishment of this paper is the explicit computation of local
Fourier coefficients at p of our Siegel Eisenstein series, generalizing one of the main
results in loc.cit. Once more, the use of matrix coefficients leads to simple formulae
for local Fourier coefficients.

Lastly, in Part IV, we reinterpret the Eisenstein measure constructed in previous
sections as an element L of a certain Hecke algebra tensored with an Iwasawa algebra
(related to the cyclotomic variable). This follows an approach, adapted to the P -
ordinary setting, parallel to the one discussed in [EHLS20, Section 7.4]. We interpret
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the results of previous sections algebraically to interpolate special values of standard
L-functions as the evaluation of L at classical points of a P -ordinary Hida family.

Main result. The main result of this paper is Theorem 12.6 which can be summarized
as follows.

Theorem. For a general unitary group G associated to a Hermitian vector space
over a CM field K, fix a parabolic subgroup P of G(Zp) as in Section 2.2.2.

Let π be an (anti-)holomorphic, P -(anti-)ordinary cuspidal automorphic form on
a general unitary group G(A). Let (κ,Kr , τ) be its P -(anti-)weight-level-type, where
τ is a certain (fixed) Schneider-Zink type of π. Assume that the “standard conjec-
tures of P -ordinary Hida theory” hold and that π satisfy various other standard
hypotheses discussed in Sections 6 and 8.

Let T = Tπ,[κ,τ ] be the P -ordinary Hecke algebra associated to π as in Section
8.4.1, which only depends on κ and τ up to “P -parallel shifts” as discussed in
Sections 2.3.2 and 2.5.2 respectively.

Let ΛXp denote the Zp-Iwasawa algebra of the ray class group Xp of conductor
p∞ over K.

Given test vectors ϕ ∈ Îπ, ϕ
♭ ∈ Îπ♭ as in Section 8.4.4, there exists a unique

element

L(Eis[κ,τ ], P -ord;ϕ⊗ ϕ♭) ∈ ΛXp,R⊗̂Tπ
satisfying the following property :

Let χ = || · ||n−k2 χu : Xp → R× be the p-adic shift of a Hecke character as in
Section 11.2.5. Let π′ ∈ S(Kp, π) be a classical point of the P -ordinary Hida family
Tπ as in Section 8.4.2. Let λπ′ be the Hecke character of T associated to π′ as in
Sections 8.2–8.3.

Then, L(Eis[κ,τ ], P -ord;ϕ⊗ ϕ♭) is mapped under the character χ⊗ λπ′ to

c(π′, χ)Ωπ′,χ(ϕ,ϕ
♭)Lp

(
k − n+ 1

2
, P -ord, π′, χu

)

× L∞

(
k − n+ 1

2
;χu, κ

′

)
IS
LS(k−n+1

2 , π′, χu)

Pπ′,χ
,

where Pπ′,χ = Q−1
π′,χ. Here, c(π′, χ), Ωπ′,χ and Qπ′,χ are algebraic numbers related

to periods and congruence ideals associated to π discussed in Section 12.2. Further-
more, Lp, L∞, and LS are various Euler factors associated to standard L-functions
discussed in Section 10. An explicit formula for Lp, one of the main accomplishment
of this paper, is given in Theorems 10.6–10.7. On the other hand, IS is a constant
volume factor fixed to “simplify” the theory at ramified places.

Additional comments. As mentioned above, the author plans to establish the neces-
sary results of P -ordinary theory on unitary groups in a subsequent paper. Similar
results have been obtained and used when working with symplectic groups, for in-
stance see [Pil12] and [LR20]. However, in both cases, their work only considers
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a version of P -ordinary representations where all types involved are 1-dimensional.
More precisely, the pro-p-Iwahori subgroup considered are larger than the one in-
volved in this paper. Nonetheless, the geometry of the Igusa tower (and the rele-
vant vector bundles) is relatively unaffected by the dimension of the types involved.
Therefore, the author plans to adapt the proofs of [Pil12] to unitary groups to prove
the conjectures discussed in Section 5.

Acknowledgments. I thank my advisor Michael Harris who suggested that I look
at the work of [EHLS20] and adapt it to the P -ordinary setting for my doctoral
thesis. His countless insights and comments greatly helped me to obtain the results
of this article. His encouragements and endless support helped me tremendously to
complete this project. I also thank Ellen Eischen, Zheng Liu, Christopher Skinner
and Eric Urban for many helpful conversations about their work and the various
complexities related to Hida theory and p-adic L-functions.

Part I. P -(anti-)ordinary theory on unitary groups.

1. Notation and conventions.

Let Q ⊂ C be the algebraic closure of Q in C. For any number field F ⊂ Q, let
ΣF denote its set of complex embeddings Hom(F,C) = Hom(F,Q).

Throughout this article, we fix a CM field K ⊂ Q with ring of integers O =
OK. Let K+ be the maximal real subfield of K and denote its ring of integers as
O+ = OK+ . Let c ∈ Gal(K/K+) denote complex conjugation, the unique nontrivial
automorphism. Given a place w of K, we usually denote c(w) as w̄.

Given a representation ρ of some group G, we always denote its contragredient
representation by ρ∨. We write 〈·, ·〉ρ for the tautological pairing between ρ and ρ∨.

We denote the kernel Z.(2πi) ⊂ C of the exponential map exp : C→ C× by Z(1).
Given any commutative ring R, we set R(1) := R⊗ Z(1).

Given a map R → R′ of commutative rings and an R-module M , we write MR′

for the base change M ⊗R R′ of M to R′.
Let M be an R-module endowed with an action of some group G. For any

representation τ of G, we denote the τ -isotypic component of M by M [τ ]. We say
that τ occurs in M if M [τ ] 6= 0.

1.1. CM types and local places. Fix an integer prime p that is unramified in K.
Throughout this paper, we assume the following :

HYPOTHESIS 1.1. Each place v+ of K+ above p totally splits as v+ = ww̄ in
K, for some place w of K.

Fix an algebraic closure Qp of Qp and an embedding inclp : Q →֒ Qp. Define

Z(p) = {z ∈ Q : νp(inclp(z)) ≥ 0} ,

where νp is the canonical extension to Qp of the normalized p-adic valuation on Qp.
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Let Cp be the completion of Qp. The map inclp yields an isomorphism between

its valuation ring OCp and the completion of Z(p) which extends to an isomorphism

ι : C
∼−→ Cp. In particular, C is viewed as an algebra over Zp (or even Z(p)) via ι.

Fix an embedding ι∞ : Q →֒ C such that inclp = ι◦ι∞. Identify Q with its images

ι∞(Q) ⊂ C and inclp(Q) ⊂ Cp.
Given σ ∈ ΣK, the embedding inclp ◦ σ determines a prime ideal pσ of ΣK. There

may be several embeddings inducing the same prime ideal. Similarly, given a place
w of K, let pw denote the corresponding prime ideal of O.

Under Hypotesis 1.1, for each place v+ of K+ above p, there are exactly two
primes of O above v+. Fix a set Σp containing exactly one of these prime ideals for
each place v+ | p. Moreover, let

(1) Σ = {σ ∈ ΣK | pσ ∈ Σp} ,
a CM type of K, see [Kat78, p.202].

1.2. Local theory of types for smooth representations. Let F be a non-
archimedean local field. Denote its ring of integers by OF , and set G = GLn(F ) and
G = GLn(OF ).
1.2.1. Parabolic inductions. For any parabolic subgroup P of G, let P u be its unipo-
tent radical and L = P/P u, its Levi factor. Let δP : P → C× denote its modulus
character.

Recall that δP factors through L. Moreover, if P is the standard parabolic sub-
group associated to the partition n = n1 + . . .+ ns, one has

(2) δP (l) =
∏

k=1,...,s

|det(lk)|−
∑
i<k ni+

∑
j>k nj

for any l = (l1, . . . , ls) in L =
∏s
k=1GLnk(F ).

Given a smooth representation σ of L, we often consider σ as a representation of
P without comments. Let IndGP σ denote the classical parabolic induction functor
from P to G. Similarly, we let

ιGP σ = IndGP (σ ⊗ δ
1/2
P )

denote the normalized parabolic induction functor.
In our work (especially Sections 6 and 7.2), we prefer to work with the normal-

ized version but the main calculations of Section 10.1 can entirely be done with
unnormalized parabolic induction as well.

1.2.2. Supercuspidal support. A theorem of Jacquet (see [Cas95, Theorem 5.1.2])
implies that given any irreducible representation π of G, one may find a parabolic
subgroup P of G with Levi subgroup L and a supercuspidal representation σ of L
such that π ⊂ ιGP σ.

The pair (L, σ) is uniquely determined by π, up to G-conjugacy and one refers to
this conjugacy class as the supercuspidal support of π.
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Consider two pairs (L, σ) and (L′, σ′) consisting of a Levi subgroup of G and one
of its supercuspidal representation. One says that they are G-inertially equivalent
if there exists some g ∈ G such that L′ = g−1Lg and some unramified character
ψ of L′ such that gσ ∼= σ′ ⊗ ψ, where gσ(x) = σ(gxg−1). We write [L, σ]G for the
G-inertial equivalence class of (L, σ).

For such an equivalence class s, let Reps(G) denote the full subcategory of Rep(G)
whose objects are the representations such that all their irreducible subquotients
have inertial equivalence class s. The Bernstein-Zelevinsky geometric lemma, see
[Ren10, subsection VI.5.1], implies that ιGP σ ∈ Reps(G), where s = [L, σ]G.

Definition 1.2 ([BK98]). Let J be a compact open subgroup of G and τ be an
irreducible represention of J . Let Repτ (G) denote the full subcategory of Rep(G)
whose objects are the representations generated over G by their τ -isotypic subspace.
We say that (J, τ) is an s-type if Repτ (G) = Reps(G).

The work of Bushnell-Kutzko in [BK99] constructs a type for every supercuspidal
support. In fact, [BK98] and [BK99] establish the core theory of using types to
study the category of smooth complex representations of G. However, the fact that
the compact group J acting on a given type need not be maximal is inconvenient
for the calculus in Section 10.1. Therefore, we prefer to work with Schneider-Zink
types, which are refinements of Bushnell-Kutzko types, see [SZ99].

1.2.3. Schneider-Zink types. Using the local Langlands correspondence, the types in-
troduced by Schneider and Zink refines the ones of Bushnell-Kutzko by also studying
the monodromy and the associated Weil-Deligne representations of a given smooth
representation of G.

Although we do not need the full depth of this point of view for our purposes, we
use [BC09, Theorem 6.5.3] which imply that for each admissible irreducible repre-
sentation σ of G, there exists a smooth irreducible representation τ of G such that τ
has multiplicity one in σ|G . The other properties of τ provided by [BC09, Theorem
6.5.3] (see also [HLLM23, Theorem 2.5.4]) play no role in our work and we omit
them.

Remark 1.3. We later use types (or more precisely, their inertial equivalence
class) to construct “branches P -ordinary Hida families” associated to some particular
automorphic representations, see Definition 8.20. As mentioned above, we strictly
use their multiplicity one property. However, it could be interesting to see how the
additional properties of these types can be used to study these Hida families.

Remark 1.4. These Schneider-Zink types are essentially constructed by studying
irreducible components of IndGJ τ

′, where (J, τ ′) is some Bushnell-Kutzko type for
the supercuspidal support of σ.

Note that the above does not mention anything about the uniqueness of such
a representation τ of G. Therefore, for later purposes, we fix a choice of such a



p-ADIC L-FUNCTIONS FOR P -ORDINARY FAMILIES 11

representation τ = τσ for each σ and refer to it as our fixed choice of Schneider-Zink
type for σ. We also say that τ is the (chosen) SZ-type of σ.

Remark 1.5. We choose them compatibly so that for given an unramified char-
acter ψ of G, the SZ-types of σ and σ ⊗ ψ satisfy τσ⊗ψ = τσ ⊗ ψ. We also choose
them so that τσ∨ = (τσ)

∨.

2. Modular forms on unitary groups with P -Iwahoric level at p.

Let V be an n-dimensional K-vector space, equipped with a non-degenerate Her-
mitian pairing 〈·, ·〉V with respect to the quadratic imaginary extension K/K+ fixed
in the previous section.

2.1. Unitary PEL datum. Let δ ∈ O be totally imaginary and prime to p. Define
〈·, ·〉 = trK/Q(δ〈·, ·〉V ). This choice of δ and our Hypothesis 1.1 ensure the existence
of an O-lattice L ⊂ V such that the restriction of 〈·, ·〉 to L is integral and yields a
perfect pairing on L⊗ Zp.

For each σ ∈ ΣK, let Vσ denote V ⊗K,σ C. Fix a C-basis diagonalizing the pairing
〈·, ·〉. We assume that the basis is chosen so that the corresponding diagonal matrix
is diag(1, . . . , 1,−1, . . . ,−1) with aσ entries equal to 1 and bσ = n−aσ entries equal
to −1. Fixing such a basis, let hσ : C→ EndR(Vσ) be hσ = diag(z1aσ , z̄1bσ ).

Let h =
∏
σ∈Σ hσ : C→ EndK+⊗R(V ⊗ R), using the canonical identification

∏

σ∈Σ

EndR(Vσ) = EndK+⊗R(V ⊗ R)

provided by our fixed choice of CM type Σ of K. The signature of h is defined as
the collection of pairs {(aσ, bσ)}σ∈ΣK .

The signature of h is naturally related to the pure Hodge structure of weight −1
on VC = L⊗ C determined by h. Namely, we have VC = V −1,0 ⊕ V 0,−1 where h(z)
acts as z on V −1,0 and as z̄ on V 0,−1. By definition, the complex dimension of
V −1,0 ⊗O⊗C,σ C is equal to aσ if σ ∈ Σ and bσ if σ ∈ ΣK \ Σ.

Throughout this paper, we assume the following two hypothesis :

HYPOTHESIS 2.1 (Standard hypothesis). We assume that h is standard, as
defined in [EHLS20, Section 2.3.2]. Namely, there is a K-basis of V that simultane-
ously diagonalizes the matrix associated to 〈·, ·〉V as well as the image of hσ (with
respect to the induced basis of V ⊗K,σ C), for each σ ∈ Σ .

HYPOTHESIS 2.2 (Ordinary hypothesis). For all embeddings σ, σ′ ∈ ΣK, if
pσ = pσ′ , then aσ = aσ′ .

Using the second hypothesis, given a place w of K above p, we can define (aw, bw) :=
(aσ , bσ), where σ ∈ ΣK is any embedding such that pσ = pw.

The tuple

P = (K, c,O, L, 2π
√
−1〈·, ·〉, h)
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is a PEL datum of unitary type, as defined in [EHLS20, Section 2.1-2.2]. One can
associate a group scheme G = GP over Z to P whose R-points are

(3) G(R) = {(g, ν) ∈ GLO⊗R(L⊗R)×R× | 〈gx, gy〉 = ν〈x, y〉,∀x, y ∈ L⊗R},

for any commutative ring R. We define the signature of G as the signature of the
underlying homomorphism h.

Note that G/Q is a reductive group. Moreover, our assumptions on p imply that
G/Zp is smooth and G(Zp) is a hyperspecial maximal compact of G(Qp).

Remark 2.3. Here and in what follows, we only introduce the relevant theory
for a PEL datum P as above associated to a single Hermitian vector space. In
later sections, we also need to consider more general PEL data (and the associated
objects) obtained from a pair of Hermitian vector spaces, see P3 in Section 4.1.
The necessary modifications to construct the relevant objects for such PEL data
are obvious, hence we do not address them explicitly to lighten our notation. See
[EHLS20, Section 2] for precise details on the theory of unitary PEL data associated
to any (finite) number of Hermitian vectors spaces over K.

2.1.1. Unitary moduli spaces. Let F = FP be the reflex field of the PEL datum P
introduced above, as defined in [Lan13, 1.2.5.4]. Let OF be its ring of integers and
let Sp = OF ⊗ Z(p).

Remark 2.4. In later sections, we work with models of Shimura varieties that are
integral away-from-p. The existence of such integral models over Sp is obtained by
restricting our attention to level subgroups at p satisfying certain conditions, see
Sections 2.4 and 2.5.

One may remove these conditions and consider more general level subgroups by
working over F instead. For more details about the differences (and similarities)
between working over Sp or F , see [EHLS20, Section 2]. We prefer (and need) to
work with models over Sp as we only work with with level subgroups at p satisfying
the conditions briefly mentioned above.

Let Kp ⊂ G(Apf ) be any open compact subgroup and set K = G(Zp)K
p. Define

the moduli problem MK = MK(P) as the functor that assigns, to any locally noe-
therian Sp-scheme T , the set of equivalence classes of quadruples A = (A,λ, ι, αKp),
where

(i) A is an abelian scheme over T ;
(ii) λ : A→ A∨ is a prime-to-p polarization;
(iii) ι : Sp →֒ EndT A⊗ Z(p) such that ι(b)∨ ◦ λ = λ∨ ◦ ι(b);
(iv) αKp is a Kp-level structure, in the sense of [EHLS20, Section 2.1]. Namely,

α is a rule that assigns, to each connected component T ◦ of T , an isomor-
phism

αt : L⊗Apf
∼−→ H1(At,A

p
f )
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over OK ⊗ Apf such that the Kp-orbit αKp is π1(T, t)-stable (where t is an

arbitrary geometric point of T ◦). Furthermore, it identifies the pairing 〈·, ·〉
with a Ap,×f -multiple of the symplectic pairing on H1(At,A

p
f ) induced by

the Weil pairing and the polarization λ;
(v) LieT A satisfies the Kottwitz determinant condition defined by (L⊗R, 〈·, ·〉, h),

see [Lan13, Definition 1.3.4.1];

and two quadruples (A,λ, ι, α) and (A′, λ′, ι′, α′) are equivalent if there exists some
prime-to-p isogeny f : A→ A′ such that

(i) λ and f∨ ◦ λ′ ◦ f are equal, up to multiplication by some positive element
in Z×

(p);

(ii) ι′(b) ◦ f = f ◦ ι(b), for all b ∈ OK;
(iii) α′Kp = f ◦ αKp.

When Kp is clear from context, we often denote the orbit αKp simply by α.
Furthermore, for a generalization (over F instead of Sp) of this moduli problem for
all open compact subgroups K ⊂ G(Af ), see [EHLS20, Section 2.1].

In this article, we always assume that K is neat, in the sense of [Lan13, Defi-
nition 1.4.1.8.]. Then, [Lan13, Corollary 7.2.3.10] implies that there is a smooth,
quasi-projective Sp-scheme that represents this moduli problem MK . By abuse of
notation, we denote this scheme by MK again. If K ′ = G(Zp)K ′,p ⊂ K, there is a
natural homomorphism MK ′ → MK induced by the “forgetful map” αK ′,p 7→ αKp.
Similarly, given g ∈ G(Apf ), there is a canonical map [g] : MgKg−1 → MK induced

by the functor (A,λ, ι, α) 7→ (A,λ, ι, αg).

2.1.2. Toroidal compactifications. We now briefly recall the existence of toroidal
compactifications of the moduli spaces above constructed in [Lan13]. These are
associated to smooth projective polyhedral cone decompostions, a notion whose exact
definition plays no role later in this article. Hence, we do not introduce this notion
precisely.

The only properties relevant for this paper are that given such a polyhedral cone
decomposition Ω, there exists a smooth toroidal compactification Mtor

K,Ω of MK over
Sp, and that there exists a partial ordering on the set of such Ω’s by refinements.

Given two polyhedral cone decompositions Ω and Ω′, if Ω′ refines Ω, then there
is a canonical proper surjective map πΩ′,Ω : Mtor

K,Ω′ → Mtor
K,Ω which restricts to the

identity on MK . We denote the tower {Mtor
K,Ω}Ω by Mtor

K .

Remark 2.5. We often refer to the tower as if it were a single scheme and do
not emphasize the specific compatible choices of Ω in some constructions. This is
essentially justified by the Köecher’s principle in many cases, see Remark 2.17. See
[EHLS20, Section 2.4] for more details.

Furthermore, if K ′ ⊂ K, the map MK → MK ′ extends canonically to maps
Mtor
K,Ω → Mtor

K ′,Ω, for each Ω, and hence to a map Mtor
K → Mtor

K ′ . Similarly, the maps
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[g] : MgKg−1 → MK also extend canonically to maps [g] : Mtor
gKg−1 → Mtor

K , for all

g ∈ G(Apf ). Hence, G(A
p
f ) acts on the tower (of towers) {Mtor

G(Zp)Kp}Kp⊂G(Apf )
.

2.2. Structure of G over Zp.

2.2.1. Comparison to general linear groups. For each prime w | p of K, denote the
localization of K at w by Kw and its ring of integers by Ow.

The factorization O ⊗ Zp =
∏
w|pOw, over primes w | p, yields a decomposition

L ⊗ Zp =
∏
w|pLw. Using Hypothesis 1.1, we fix identifications Kw = Kw̄ and

Ow = Ow̄. We consider both Lw and Lw̄ as Ow-lattices.
The above factorization of L⊗ Zp corresponds to

(4) GLO⊗Zp(L⊗ Zp)
∼−→
∏

w|p

GLOw(Lw), g 7→ (gw)w|p ,

a canonical Zp-isomorphism. From the above, one obtains the identification

(5) G/Zp
∼−→ Gm×

∏

w∈Σp

GLOw(Lw), (g, ν) 7→ (ν, (gw)w∈Σp) .

Furthermore, our assumption above on the pairing 〈·, ·〉 implies that for each w | p,
there is an Ow-decomposition of Lw = L+

w ⊕ L−
w such that

(i) rankOw L
+
w = aw and rankOw L

−
w = bw;

(ii) Upon restricting 〈·, ·〉 to Lw × Lw, the annihilator of L±
w is L±

w . Hence, one

has a perfect pairing L+
w ⊕ L−

w → Zp(1), again denoted 〈·, ·〉.
Fix dual Ow-bases (with respect to the perfect pairing above) for L+

w and L−
w .

They yield isomorphisms

(6) GLaw(Ow) GLOw(L
+
w) GLOw(L

−
w) GLbw(Ow)∼ dual ∼

such that the composition is the adjoint map A 7→ A∗ =
t
A on GLaw(Ow) =

GLbw(Ow). Furthermore, this induces an identification GLOw(Lw) = GLn(Ow) such
that the obvious map

(7) GLOw(L
+
w)×GLOw(L

−
w) →֒ GLOw(Lw)

is simply the diagonal embedding of block matrices.
Let L± =

∏
w|pL

±
w and let H := GLO⊗Zp(L

+). The identification (6) above

induces a canonical isomorphism

(8) H ∼=
∏

w|p

GLaw(Ow) =
∏

w∈Σp

GLaw(Ow)×GLbw(Ow)

Remark 2.6. Here, we view H as an algebraic group over O ⊗ Zp. Namely, for
any algebra S over O ⊗ Zp, we have H(S) = GLS(L

+ ⊗O⊗Zp S). This technically

leads to the confusion in notation since H(O ⊗ Zp) is equal to the set GLO⊗Zp(L
+)
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(also denoted H above). However, we keep this convention of denoting an algebraic
group by its set of points over its base ring, ignoring this minor abuse in notation.

For instance, the algebraic group denoted GLaw(Ow) above technically stands for
GL(aw)/Ow . We use such a convention in many instance in what follows without
comments. The only exception is for Gm which we refrain from denoting GL1(Ow)
or O×

w .

2.2.2. Parabolic subgroups of G over Zp. For w | p, let

(9) dw = (nw,1, . . . , nw,tw)

be a partition of aw = bw. Let Pdw ⊂ GLaw(Ow) denote the standard parabolic
subgroup corresponding to dw. Define PH ⊂ H as the Zp-parabolic that corresponds
to the products of all the Pdw via the isomorphism (8). We denote the unipotent
radical of PH by P uH and its maximal subtorus by TH .

We identify the elements of the Levi factor LH = PH/P
u
H of PH with collections

of block-diagonal matrices, with respect to the partitions dw, via (8). In other
words, we embed Ldw := GLnw,1(Ow)× . . .GLnw,t(Ow) in GLaw(Ow) diagonally and
identify LH with

∏
w|pLdw .

Define detdw : Ldw → (Gm)
tw as the homomorphism taking determinant of each

GL-block of Ldw individually (in the obvious order). Let SLdw ⊂ Ldw denote the
kernel of detdw and identify SLH =

∏
w|p SLdw as a subgroup of H via (8). We

define SPH as the product SLH ·P uH in PH and identify PH/SPH with
∏
w|p(Gm)

tw .

Note that the center ZLH of LH is also canonically isomorphic to
∏
w|p(Gm)

tw . The

identity map between these two copies of
∏
w|p(Gm)

tw yields an identification that

sends an element g = (gw)w|p ∈ PH/SPH such that detdw(gw) = (gw,1, . . . , gw,tw)
with

(diag(gw,1, . . . , gw,1; gw,2, . . . , gw,2; . . . ; gw,tw , . . . , gw,tw))w∈|p ∈ ZLH ,

where the entry gw,i appears nw,i-times.

Remark 2.7. We use this identification later to view a character χ of ZLH as a
character of PH that factors through

∏
w|p detdw .

We can write such a character χ as a product
∏
w|p χw via the canonical identi-

fication ZLH =
∏
w|p(Gm)

tw . Then, the corresponding character χ′ of PH/SPH =∏
w|p(Gm)

tw is

χ′ =
∏

w|p

χw ◦ detdw .

In particular, the reader should keep in mind that the restriction of χ′ to ZLH is
not χ. Nonetheless, by abuse of notation, we often denote χ′ as χ again. We remind
the reader of this convention when necessary to avoid confusion.
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Let P+ ⊂ G/Zp be the parabolic subgroup that stabilizes L+ and such that

(10) P+
։ Gm×PH ⊂ Gm×H

is surjective, where the map to the first factor is the similitude character ν and the
map to the second factor is projection to H.

For w ∈ Σp, let Pw be the parabolic subgroup of GLOw(Lw) given by

(11) Pw =

{(
A B
0 D

)
∈ GLn(Ow) | A ∈ Pdw ,D ∈ P op

dw

}
,

via the isomorphisms (6) and (7).
We identify P =

∏
w∈Σp

Pw as a subgroup of G/Zp via (5). Our choices of bases

above imply that under the isomorphisms (5) and (6), P+ corresponds to

(12) P+ ∼−−→ Gm×P .

This induces an isomorphism LH ∼= LP := P/P u, where P u is the unipotent
radical of P . We again identify LP as the subgroup of P consisting of collections
of block-diagonal matrices (the sizes of the blocks are determined by the partitions
dw).

Let SLP ⊂ LP be the subgroup corresponding to SLH via this isomorphism LH ∼=
LP and let SP = SLP · P . Proceeding as above, we obtain a natural identification
between the center ZLP of LP and the quotient P/SP .

Remark 2.8. The trivial partition of aw is (1, . . . , 1) (of length tw = aw). If the
partitions fixed above are all trivial, we write Bw, B and B+ instead of Pw, P and
P+. In this case, LB = B/Bu is equal to ZLB and identified with the maximal torus
subgroup of

∏
w∈Σp

GLn(Ow)

Definition 2.9. We define the P -Iwahori subgroup of G of level r ≥ 0 as

I0r = I0P,r :=
{
g ∈ G(Zp) | g mod pr ∈ P+(Zp/p

rZp)
}

and the pro-p P -Iwahori subgroup Ir = IP,r of G of level r as

Ir = IP,r :=
{
g ∈ G(Zp) | g mod pr ∈ (Zp/p

rZp)
× × P u(Zp/prZp)

}
.

Remark 2.10. We refrain from referring to I0r as a parahoric subgroup of G. This
terminology is usually reserved for stabilizers of points in Bruhat-Tits building. We
make no attempt here to introduce our construction from the point of view of these
combinatorial and geometric structures.

The inclusion of LP (Zp) in I
0
r yields a canonical isomorphism

(13) LP (Zp/p
rZp)

∼−→ I0r /Ir .
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For each w ∈ Σp, one similarly defines I0w,r and Iw,r by replacing P+ by Pw and
working in GLn(Ow) instead of G(Zp). Let

(14) IGL
r =

∏

w∈Σp

Iw,r and I0,GL
r =

∏

w∈Σp

I0w,r ,

so that Ir and I0r correspond to Z×
p × IGL

P,r and Z×
p × I0,GL

P,r respectively, via the

isomorphisms (5) and (6).
In subsequent sections, we study certain P -ordinary Hecke operators at p associ-

ated to the parabolic subgroups introduced above. Therefore, for later purposes, let
us define the following matrices :

Given w ∈ Σp and 1 ≤ j ≤ n, let tw,j ∈ GLn(Ow) denote the diagonal matrix

(15) tw,j =

{
diag(p1j , 1n−j), if j ≤ aw
diag(p1aw , 1n−j , p1j−aw), if j > aw

It corresponds to an element of G(Qp) under (5) and (7), which we denote t+w,j
(namely, all its other components are equal to 1). We set t−w,j = (t+w,j)

−1.
Furthermore, let rw = tw + tw and consider

d̃w =
(
d̃w,1, . . . , d̃w,tw ; d̃w,tw+1, . . . , d̃w,rw

)
:= (nw,1, . . . , nw,tw ;nw,tw , . . . , nw,1) ,

a partition of n = aw+bw. For j = 1, . . . , rw, let Dw(j) be the partial sum
∑j

i=1 d̃w,i.
We define

(16) t±P,p =
∏

w∈Σp

rw∏

j=1

t±w,Dw(j)

By construction, t±P,p lies in the center ZLP (Qp) of LP (Qp).

Remark 2.11. The reader should not confuse tw and tw,i (or tw,Dw(j)). The former
is only ever used to denote an integer while the latter denotes an n× n-matrix over
Ow.

2.3. Structure of G over C. Consider the pure Hodge decomposition VC = L⊗C =
V −1,0⊕V 0,−1 of weight −1, as in Section 2.1, for the O-lattice L associated to P. By
definition of the reflex field of P, the graded pieceW = V/V 0,−1 of the corresponding
Hodge filtration is defined over F .

Fix an Sp-submodule Λ0 of W that is stable under the O-action and such that
Λ0⊗Sp C =W . The module Λ∨

0 = HomZ(p)
(Λ0,Z(p)(1)) has a natural O⊗Sp-action

via

(b⊗ s)f(x) = f(bsx) ,

for all b ∈ O and s ∈ Sp.
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Define Λ = Λ0 ⊕ Λ∨
0 and

〈·, ·〉can : Λ× Λ→ Z(p)(1)

〈(f1, x1), (f2, x2)〉can = f2(x1)− f1(x2)

so that both Λ0 and Λ∨
0 are isotropic submodules of Λ. One has 〈bx, y〉can =

〈x, by〉can, for b ∈ O.
The pair (Λ, 〈·, ·〉can) induces an Sp-group scheme G0 whose R-points are given

by

G0(R) =
{
(g, ν) ∈ GLR(Λ⊗S�

R)×R× | 〈gx, gy〉can = ν〈x, y〉can, x, y ∈ Λ⊗R
}
,

for any Sp-algebra R. Let P0 ⊂ G0 denote the parabolic subgroup that stabilizes
Λ0.

One readily checks that there is an isomorphism V ∼= Λ⊗Sp C of C-vector spaces

that identifies V −1,0 (resp. V 0,−1) with Λ0 ⊗Sp C (resp. Λ∨
0 ⊗Sp C) and the pairing

〈·, ·〉 with 〈·, ·〉can. In other words, it yields an identification between G/C and G0/C.
Clearly, it identifies P0(C) with Ph(C), where Ph is the stabilizer of the Hodge
filtration on L⊗ R.

Remark 2.12. The advantage to introduce Λ0 is that it is well-defined over Sp,
as opposed to V −1,0. This is necessary to later view classical algebraic weights
p-adically, see Section 2.3.3.

Let H0 ⊂ G0 be the stabilizer of the polarization Λ = Λ0 ⊕ Λ∨
0 . The natural

projection

(17) H0 → Gm×GLSp(Λ
∨
0 )

is an isomorphism, and the isomorphism between G/C and G0/C above identifies
H0(C) with C(C), where C/R is the centralizer of h under the conjugation action of
G/R. We recall the classification of the algebraic representations of H0 in the next
section to later describe cohomological weights of automorphic representations.

2.3.1. Algebraic weights. Let K′ be the Galois closure of K and p′ ⊂ OK′ be the
prime above p determined by inclp. From [Lan13, Corollary 1.2.5.6], K′ contains F .
Therefore, we can view S0 := OK′,(p′) as an algebra over Sp = OF,(p).

By definition of K′, we have O ⊗ S0 =
∏
σ∈ΣK

S0. This naturally induces de-

compositions Λ0 ⊗ S0 =
∏
σ∈ΣK

Λ0,σ and Λ∨
0 ⊗ S0 =

∏
σ∈ΣK

Λ∨
0,σ. Moreover, the

identification (17) yields an isomorphism

(18) H0/S0

∼−→ Gm×
∏

σ∈ΣK

GLO⊗O,σS0(Λ
∨
0,σ) .

Since S0 is a PID, one readily sees that Λ0,σ (resp. Λ∨
0,σ) is a free S0-module of

rank aσ (resp. bσ). Furthermore, for each σ ∈ ΣK, the pairing 〈·, ·〉can identifies
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Λ∨
0,σc with HomZ(p)

(Λ0,σ,Z(p)(1)). Fix dual bases for Λ0,σ and Λ∨
0,σc, so that (18)

induces an identification

(19) H0 /S0

∼−→ Gm×
∏

σ∈ΣK

GLbσ(S0) .

Let BH0 ⊂ H0 /S0
be the Borel subgroup that corresponds to the product of the

lower-triangular Borel subgroups via the isomorphism (19). Let TH0 ⊂ BH0 denote
its maximal subtorus and let Bu

H0
denote its unipotent radical subgroup.

Given an S0-algebra R, a character κ of TH0 over R is identified via the isomor-
phism (19) with a tuple

κ = (κ0, (κσ)σ∈ΣK
) ,

where κ0 ∈ Z and κσ = (κσ,j) ∈ Zbσ . Namely, for

t = (t0, (diag(tσ,i,1, . . . , tσ,i,bσ,i))σ∈ΣK
) ∈ TH0 ,

one has

(20) κ(t) = tκ00
∏

σ∈ΣK

bσ∏

j=1

t
κσ,j
σ,j .

We refer to κ as a weight. We say that κ is dominant if κσ,j−1 ≥ κσ,j for all
σ ∈ ΣK, 1 < j ≤ bσ, or equivalently if it is dominant with respect to the opposite
Borel Bop

H0
(of upper-triangular matrices).

We say that κ is regular if κσ,j−1 > κσ,j for all σ ∈ ΣK, 1 < j ≤ bσ. Furthermore,
we say that κ is very regular if κ is regular and κσ,bσ ≫ 0 for each σ.

Remark 2.13. Note that we do not include an explicit lower bound in the def-
inition of very regular weights above. This is because we only use this notion in
conjectures, see Conjecture 5.5. The author plans to study this notion in more
details in the future.

Given a dominant character κ of TH0 over an S0-algebra R, extend it trivially to
BH0 . Define

Wκ =Wκ(R) = IndH0
BH0

κ = {φ : H0/R → Ga | φ(bh) = κ(b)φ(h),∀b ∈ BH0} .

with its natural structure as a left H0-module via multiplication on the right.
As explained in [Jan03, Part II. Chapter 2] and [Hid04, Section 8.1.2], if R is flat

over S0, this is an R-model for the highest weight representation of H0 with respect
to (TH0 , B

op
H0

) of weight κ.

2.3.2. P -parallel weights. Given σ ∈ ΣK, let w be the place of K above p such that
pσ = pw. In this section, we write dσ for the partition dw = (nw,1, . . . , nw,tw) of
aσ = aw introduced in Section 2.2.2, tσ for tw and nσ,j for nw,j.
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We denote the standard lower-triangular parabolic subgroup of GLbσ(S0) corre-
sponding to dσc by P0,dσc . Define PH0 ⊂ H0 as the S0-parabolic subgroup corre-
sponding to the product

∏
σ∈ΣK

P0,dσc via (19). We denote its unipotent radical by
P uH0

and its Levi factor by LH0 .
We identify LH0 with

(21) Gm×
∏

σ∈ΣK

tσ∏

i=1

GLS0(nw,i)

via (18) and the obvious block-diagonal embeddings (for each σ ∈ ΣK). Let SLH0 ⊂
LH0 be the kernel the block-by-block determinant map (analogous to the definition
of SLH ⊂ LH in Section 2.2.2).

We say that a weight κ = (κ0, (κσ)σ∈ΣK
) of TH0 is P -parallel if κ extends to

a character of LH0 that factors through LH0/SLH0 . Using the conventions set in
Remark 2.8, we see that every weight is B-parallel.

For k = 1, . . . , tσc, let Nσ,k denote the partial sum
∑k

j=1 nσc,j and define Nσ,0 = 0.

By identifying each κσ with a tuple in Zbσ as above, κ is P -parallel if and only if

(22) κσ,1+Nσ,k = κσ,2+Nσ,k = . . . = κσ,Nσ,k+1
,

for all σ ∈ ΣK and 0 ≤ k < tσc.
The tuple κZ0 = (κ0, (κNσ,1 , κNσ,2 , . . . , κNσ,tσc )σ∈ΣK

) naturally corresponds to a
character of the center Z0 of LH0 . However, note that κZ0 is not the restriction of
κ from TH0 to Z0 (see Remark 2.7).

For later purposes, let B(LH0) denote the S0-group given by the intersection of
BH0 ∩LH0 . Equivalently, B(LH0) is the Borel of LH0 corresponding to the product
(over σ ∈ ΣK, 1 ≤ i ≤ tσ) of standard lower-triangular Borel subgroups via (21).

Let ρκ denote the LH0-representation Ind
LH0

B(LH0
) κ and write Vκ for the associated

algebraic vector space. In particular, we have Wκ = IndH0
LH0

ρκ.

Now, let β be some P -parallel weight of TH0 and denote its extension to a character
of LH0 by β again. Note that ρκ+β is canonically isomorphic to ρκ ⊗ β.

Therefore, we view Vκ as the vector space associated to the representation ρκ′ for
every algebraic weight κ′ in the “P -parallel lattice”

(23) [κ] := {κ+ θ | θ is P -parallel}

of algebraic weights containing κ. We sometimes write Vκ as V[κ] to emphasize this
fact.

2.3.3. p-adic weights. Let O′ be the ring of integers of the smallest field L′ ⊂ Qp

containing the image of all embeddings K →֒ Qp. In particular, L′ contains inclp(K′),
hence inclp identifies O′ as an S0-algebra (and as an Sp-algebra).
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Consider the factorization O(p) =
∏
w|pOw. Then, we have

O(p) ⊗O′ =
∏

w|p

Ow ⊗O′ ∼−→
∏

w|p

∏

σ∈ΣK
pσ=pw

O′ =
∏

σ∈ΣK

O′ ,

by definition of O′. This identification, together with the choice of basis for L+ in
Section 2.2.1, yields a decomposition

L+ ⊗O′ =
∏

w|p

Lw ⊗O′ =
∏

σ∈ΣK

(O′)aw .

Similarly, the choice of basis for Λ0 in Section 2.3.1 induces

Λ0 ⊗Sp O′ =
∏

σ∈ΣK

Λ0,σ ⊗S0 O′ =
∏

σ∈ΣK

(O′)aσ .

From the above, we obtain an identification L+ ⊗O′ = Λ0 ⊗Sp O′ over O ⊗O′ =
O(p)⊗O′. Therefore, using the duality between Λ0 and Λ∨

0 , we have an isomorphism

H0/O′
∼−→ Gm×H/O′ given by

(24) (ν, (gσ)σ∈ΣK
) 7→


ν, (

∏

σ∈ΣK
pσ=pw

ν · tg−1
σc )w|p




using the isomorphisms (6), (8), (18) and (19).
In particular, it induces a natural inclusion LH(Zp) →֒ LH0(O′) and allows us to

view Vκ as a representation of LH(Zp). We write ρκp instead of ρκ when referring
to Vκ as an LH(Zp)-module. For instance, given l ∈ LH(Zp), we write

(25) ρκ(
tl−1) = ρκp(l) ,

where we abuse notation to denote the element of LH0(O′) corresponding to l under
the isomorphism (24) by tl−1.

Similarly, the identification (24) induces an embedding TH(Zp) →֒ TH0(O′). Given
t = (diag(tw,1, . . . , tw,aw)w|p) ∈ TH(Zp), its image in TH0(O′) is naturally identified

with x = (1, t−1) and we have

(26) κ(x) = κp(t) ,

where

κp(t) =
∏

w|p

∏

σ∈ΣK
pσ=pw

aσ∏

j=1

σ(tw,j)
κσc,j .

We sometimes write

(27) κp = (κσc)σ∈ΣK
∈
∏

σ∈ΣK

Zaσ ,

for convenience and refer to κp as a p-adic weight.
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We say that κp is a P -parallel if κ is P -parallel. Clearly, P -parallel p-adic weights
extend to characters of LH(Zp) (that factor through LH(Zp)/SLH(Zp)).

If β is an algebraic P -parallel weight and κ is any algebraic weight, then ρκp+βp
is canonically isomorphic to ρκp ⊗βp. Thus, we again view Vκ as the space on which
ρκp+βp acts for all P -parallel p-adic weights βp.

Remark 2.14. The representation ρκp and the character κp coincide with one
another when P = B as in Remark 2.8. This is what occurs in [EHLS20, Section
2.9.4].

2.4. Shimura varieties of P -Iwahoric level at p. We first recall the familiar the-
ory of integral away-from-p models of Shimura variety for the unitary group G. We
use them to define holomorphic and anti-holomorphic automorphic representations
of G.

Remark 2.15. In Section 2.5, we introduce more general level structures at p
related to the P -Iwahori subgroups constructed in Section 2.2.2 and define the notion
of P -nebentypus for both modular forms and automorphic representations.

Let X = XP denote the conjugacy class of h via the natural action of G(R) on
EndK+⊗R(V ⊗R). It is well-known that the pair (G,X) defines a Shimura datum in
the usual sense whose reflex field is again F .

Let K = G(Zp)K
p as in the beginning of Section 2.1.1. Let ShK(G,X) be the

canonical model of the Shimura variety of level K over F associated to (G,X).
Then, the moduli space MK /F is the union of finitely many copies of ShK(G,X),
see [Kot92, Section 8] for details.

More precisely, let V (1), . . . , V (k) be representatives for the isomorphism classes
of all hermitian vector spaces that are locally isomorphic to V at every place of Q.
As explained in [CEF+16, Section 2.3.2], there are finitely many such classes, in fact
k =

∣∣ker1(Q, G)
∣∣, where

ker1(Q, G) = ker

(
H1(Q, G)→

∏

v

H1(Qv, G)

)
.

The base change of MK over F is the disjoint union of F -schemes MK,V (j) , natu-

rally indexed by the V (j) and all isomorphic to ShK(G,X).

Assume that V (1) = V . To work integrally (away-from-p), denote the scheme-
theoretic closure of MK,V in MK by KSh(V ). When V is clear from context, we
simply write KSh.

It is well-known that KSh is a smooth, quasi-projective Sp-scheme. We refer to

KSh as a Shimura variety of level K (associated to P) and MK as a moduli space.
Denote the natural inclusion KSh →֒ MK over Sp by sK .

Furthermore, to work with compactified Shimura varieties, let Ω be a polyhedral
cone decomposition, as in Section 2.1.2, and denote the scheme-theoretic closure of

KSh in Mtor
K,Ω by KSh

tor
Ω . This is the natural smooth toroidal compactification of
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KSh discussed in [Lan12, Sections 3-4] and, over F , it recovers the usual toroidal
compactification of ShK(G,X).

We often treat the tower KSh
tor := {KShtorΩ }Ω as a single scheme. We denote the

natural inclusions KShtorΩ →֒ Mtor
K,Ω and KShtor →֒ Mtor

K by sK,Ω and sK respectively.

Given a neat compact open subgroup K ′,p ⊂ Kp, let K ′ = G(Zp)K
′,p. The

map MK ′ → MK is compatible with the inclusions sK and sK ′, hence induces an
analogous homomorphism K ′Sh → KSh. The latter extends canonically to a map
(of towers) K ′Shtor → KSh

tor on toroidal compactifications.
A similar statement holds true for [g] : gKg−1Sh → KSh, given any g ∈ G(Apf ).

This induces a natural action of G(Apf ) on the towers {KSh}Kp and {KShtor}Kp .

Lastly, we set Sh(V ) := lim←−K KSh(V ) and Sh(V )tor := lim←−K KSh(V )tor when

working with the profinite Shimura variety of infinite level and its compactification.

2.4.1. The canonical bundle. The following section recalls some of the material of
[EHLS20, Sections 2.6 and 6.1].

Let ω be the OMtor
K
-dual of LieMtor

K
A∨ over Sp. The Kottwitz determinant con-

dition mentioned in the definition of the moduli problem MK(P) implies that ω is
locally isomorphic to Λ∨

0 ⊗Sp OMtor
K

over O ⊗OMtor
K
. Define the canonical bundle E

as the scheme

IsomOK⊗O
Mtor
K

(OMtor
K
(1),OMtor

K
(1)) × IsomOK⊗O

Mtor
K

(ω,Λ∨
0 ⊗Sp OMtor

K
) ,

over Mtor
K .

The natural structure map π : E → Mtor
K is an H0-torsor and is defined over Sp

when K is a neat open compact subgroup of G(Af ) of the form G(Zp)K
p. Note that

the first factor in the definition of E is included to keep track of the action of the
(similitude) Gm-factor of H0, however it does not play a significant role in the rest
of the paper.

2.4.2. Modular forms of weight κ. Let R be an algebra over S0 = OK′,(p′), and let
κ be a dominant character of TH0 over R as in Section 2.3.1. Consider the vector
bundle

ωκ = ωκ,Ω = s∗K,Ωπ∗(OE [κ]) ,

above KShΩ defined over S0. Here, we extend κ to an algebraic character of BH0

trivially and OE [κ] denotes the κ-isotypic part of OE . By taking limits over K and
Ω, we often view ωκ over Sh(V )tor without comment.

Remark 2.16. Recall that given an irreducible representation of P0 over C that
factors through H0, one can view it as a G-equivariant vector bundle on the compact

dual X̂ of X and thus define an automorphic vector bundle ωW on Sh(V )/C using
the usual ⊗-functor

G–Bun(X̂)→ Bun(Sh(V )) ,

see [EHLS20, Section 6.1.1] for further details.
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It is well-known that each such ωW has a canonical model over a number field
F (W )/F such that F (W ) ⊂ K′. For instance, the base change of ωWκ from F (Wκ)
to K′ is actually canonically isomorphic to the restriction from Sh(V )tor to Sh(V )
of ωκ.

For each polyhedral cone decomposition Ω, let DΩ be the Cartier divisor KSh
tor
Ω −

KSh equipped with its structure of a reduced closed subscheme. Implicitly, we
restrict our attention to choices of Ω for which this complement DΩ is a divisor
with normal crossing. Let ωκ(−DΩ) be the twist of ωκ by the ideal sheaf of the
boundaries corresponding to DΩ.

Then, cuspidal cohomology (of degree i) of level K with respect to Ω is defined
as

H i
! (KSh(V )torΩ , ωκ) := Im

(
H i(KSh(V )torΩ , ωκ(−DΩ))→ H i(KSh(V )torΩ , ωκ)

)
,

and we mainly work with

H i
! (Sh(V ), ωκ) = H i

! (Sh(V )tor, ωκ) := lim−→
K,Ω

H i
! (KSh(V )torΩ , ωκ) ,

where the limit is restricted to subgroups K of the form G(Zp)K
p, so that the above

is defined over S0. We first review the theory of degree i = 0 in what follows and
discuss the middle degree cohomology in Section 2.7.

Remark 2.17. If the reflex field F is different from Q or the derived group Gder

of G (over Q) has no irreducible factor isomorphic to SU(1, 1), then we can invoke
the Köcher principle, namely

H0(KSh(V )torΩ , ωκ) = H0(KSh(V ), ωκ) ,

see [Lan16]. Therefore, in that case, we can ignore the toroidal compactification and
omit the limit over Ω in the definitions above.

Otherwise, the toroidal compactifications are canonical; they are simply the min-
imal compactification. We ignore the details needed to treat this case and implicitly
view the tower KSh(V )tor as a single scheme, see the remarks at the end of Section
2.1.2 (or [EHLS20, Section 2.6.5] for more details and a similar treatment).

The action of G(Apf ) on

H0(Sh(V ), ωκ) := lim−→
K,Ω

H0(KSh(V )torΩ , ωκ)

induced by its action on the tower {KShtor}Kp stabilizes H0
! (Sh(V ), ωκ).

The R-modules of Mκ(K;R) and Sκ(K;R) of modular forms and cusp forms of
weight κ and level K = G(Zp)K

p are defined by taking Kp-fixed points of this
action, namely

Mκ(K;R) := H0(Sh(V )/R, ωκ)
Kp

= H0(KSh(V ), ωκ)

and
Sκ(K;R) := H0

! (Sh(V )/R, ωκ)
Kp

= H0
! (KSh(V ), ωκ) ,
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respectively.
Via the moduli interpretation of MK , we view a modular form f ∈Mκ(K;R) as

a rule on the set of pairs (A, ε) ∈ E(S), for any R-algebra S, such that f(A, ε) ∈ S,
the rule is functorial in S, and

f(A, bε) = κ(b)f(A, ε) ,

for all b ∈ BH0(S).

2.4.3. Hecke operators away from p. Given K = G(Zp)K
p as above, g ∈ G(Apf ) and

an S0-algebra R, the double coset KgK naturally defines an operator

[KgK] :Mκ(K;R)→Mκ(K;R)

induced by viewing KgK as a correspondence on MK . More precisely, given f ∈
Mκ(K;R) and writing KpgKp as finite disjoint union

⊔
i giK

p of right cosets, we
have

(28) ([KgK]f)(A,λ, ι, α, ε) =
∑

i

f(A,λ, ι, α ◦ gi, ε) ,

which is obviously independent of the choice of representatives gi. When the level
K is clear from context, we simply write T (g) instead of [KgK]. One readily checks
that T (g) stabilizes Sκ(K;R).

2.5. P -nebentypus theory of modular forms. We now introduce a more general
level structure at p via covers of MK and Mtor

K .

2.5.1. Level subgroup KP,r. Let A = (A, λ, ι, α) be the universal abelian scheme over
MK . Using [Lan13, Theorem 6.4.1.1], A can be extended to a semiabelian scheme
over Mtor

K that is part of a degenerating family and which we still denote A.
By [Lan13, Theorem 3.4.3.2], there exists a dual semiabelian scheme A∨ together

with homomorphisms A → A∨, Sp → EndMtor
K
A and a K(p)-level structure on A

that extend λ, ι and α respectively.
Define an Sp-scheme MKr over M

tor
K whose S-points is the set of P uH(Zp)-orbits of

injections φ : L+⊗µpr →֒ A∨[pr]/S of group schemes over O⊗Zp such that the image
of φ is an isotropic subgroup scheme. The natural action of Lr = LH(Zp/p

rZp) on
L+ ⊗ µpr induces a structure of Lr-torsor on MKr → Mtor

K .

Let MKr denote the pullback of MKr over MK , i.e. we have the Cartesian com-
mutative diagram

(29)

MKr MKr

MK Mtor
K

and the vertical arrows are Lr-torsors. We set KP,r := IP,rK
p ⊂ G(Af )
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Remark 2.18. Recall that one can define an F -rational moduli problem general-
izing the one in Section 2.1.1 for each neat open compact subgroup K ⊂ G(Af ) (by
essentially dropping all “prime-to-p” conditions). We again denote the correspond-
ing moduli space by MK . The G(Apf )-action on {MK}Kp extends to an action of

G(Af ) on {MK}K . We do not include the exact details needed to modify the prior
theory to MK /F and instead refer the reader to [EHLS20, Section 2.1] or [Lan13,
Corollary 7.2.3.10].

A choice of basis of Zp(1) induces a natural isomorphism between the scheme
MKr /F , defined as a pullback in (29), and the moduli space MIrKp /F representing the
F -rational moduli problem mentioned in the previous paragraph. Furthermore, this
same choice identifies MKr /F with the normalization of Mtor

K /F in MKr /F . Therefore,

we can write KP,r = Kr without risk of confusion when P is clear from context.

Over Sp, define KrSh (resp. KrSh) as the pullback of MKr (resp. MKr) via sK .
Hence, we have the commutative diagrams

KrSh MKr KrSh MKr

KSh MK KSh
tor Mtor

K

,

and by abusing notation, we denote all four horizontal inclusions by sK . All four
vertical arrows are again Lr-torsors.
Remark 2.19. As in Remark 2.18, a choice of basis of Zp(1) identifies ShKr /F
with ShIrKp(G,X)/F (the analogue of ShK(G,X) introduced in Section 2.4 for

K = IrK
p), and identifies KrSh/F with the normalization of KSh

tor
/F in KrSh/F .

The action of G(Apf ) on the tower {KSh}Kp naturally induces an action on

{KrSh}Kp . Analogous statements hold true for {MKr}Kp , {KrSh}Kp , and {MKr}Kp .

Furthermore, let Er = E ×Mtor
K

MKr , so

Er MKr

E Mtor
K

H0

Lr Lr

H0

and denote the structure map Er → MKr by πr.
Given a dominant weight κ of TH0 over some S0-algebra R, we define

ωκ,r := s∗Kr(πr)∗(OEr [κ])

as a sheaf over KrSh/R.
We define the space of modular forms on G over R of level Kr and weight κ as

(30) Mκ(Kr;R) := H0(KrSh, ωκ,r)
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and its subspace of cusp forms as

(31) Sκ(Kr;R) := H0
! (KrSh, ωκ,r) ,

where H0
! denotes cuspidal cohomology as in Section 2.4.1.

It follows from Remarks 2.18 and 2.19 that Mκ(Kr;Sp) (resp. Sκ(Kr;Sp)) is an
Sp-integral structure of the usual space of modular (resp. cusp) forms over F on G
of level IrK

p and weight κ.
We view a modular form f ∈ Mκ(Kr;R) as a rule on the set of pairs (A,φ, ε) ∈

Er(S), for any R-algebra S, such that f(A,φ, ε) ∈ S, the rule is functorial in S, and

f(A,φ, bε) = κ(b)f(A,φ, ε) ,

for all b ∈ BH0(S).
Given a Qp-valued multiplicative character ψB of the maximal torus TH(Zp) of

H(Zp) that factors through TH(Zp/p
rZp), let Sp[ψB ] denote the smallest ring exten-

sion of Sp containing the values of ψB . Given an Sp[ψB ]-algebra R, we define the
R-module of modular forms over R, weight κ, level Kr, and (classical) nebentypus
ψB as

Mκ(Kr, ψB ;R) := {f ∈ H0(KrSh, ωκ,r) : t · f = ψB(t)f ,∀t ∈ TH(Zp)} ,
and we define the analogous R-module of cusp forms Sκ(Kr, ψB ;R) similarly.

Given g ∈ G(Af ), the formula (28) can similarly be adapted to define on operator
Mκ(Kr;R) via

(32) ([KrgKr]f)(A,λ, ι, α, φ, ε) =
∑

i

f(A,λ, ι, α ◦ gi, φ, ε) ,

using the same notation as in Section 2.4.3. By abuse of notation, we again denote
this operator by T (g) when Kr is clear from context.

Furthermore, if R contains the reflex field F , then Mκ(Kr;R) is also obtained as
the Kr-fixed points of the R-module

lim−→
K⊂G(Af )

H0(KSh, ωκ) ,

and the same holds true for Sκ(Kr;R) upon replacing H0(−) by H0
! (−).

2.5.2. P -nebentypus of modular forms. Let τ be a smooth irreducible representation
of LH(Zp) acting on a moduleMτ over some Sp-algebra Sp[τ ] ⊂ C.

Definition 2.20. We say that τ is a P -nebentypus of level r if it factors through
Lr = LH(Zp/p

rZp). In this case, we can always assume Sp[τ ] is finite over Sp, hence

contained in Q.

We do not assume that r is minimal for this property. In fact, if τ is of level r, it
is obviously of level r′ for every r′ ≥ r, and therefore we sometimes write that τ is
a “P -nebentypus of level r ≫ 0”.
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Define Er,τ as the Sp[τ ]-scheme over Er whose R-points are given by

Er,τ (R) = Er(R)×τMτ,R := (Er(R)×Mτ,R)/∼τ

for any Sp[τ ]-algebra R, where the equivalence relation ∼τ is

((ε, φ),m) ∼τ ((ε, φ ◦ l), τ(l)m) ,

for all (ε, φ) ∈ Er, m ∈ Mτ,R and l ∈ LH(Zp). We denote the structure map

Er,τ → MKr by πr,τ .

Let S0[τ ] ⊂ Q be the compositum of Sp[τ ] and S0 = OK′,(p′). Given a dominant
weight κ of TH0 over an S0[τ ]-algebra R, we define

ωκ,r,τ = s∗K(πr,τ )∗(OEr,τ [κ])

as a sheaf on KrSh over R. We denote its restriction to KrSh by ωκ,r,τ as well.

Definition 2.21. We define the space of modular forms on G over R, level Kr,
weight κ and P -nebentypus τ as

Mκ(Kr, τ ;R) := H0(KrSh, ωκ,r,τ )

and its subspace of cusp forms as

Sκ(Kr, τ ;R) := H0
! (KrSh, ωκ,r,τ ) ,

where H0
! again denotes cuspidal cohomology as in Section 2.4.1.

Remark 2.22. Classically, the nebentypus of a modular form is a finite-order
character of the maximal torus TH(Zp) of H. In our terminology, see Remark 2.8,
this is equivalent to a B-nebentypus.

Remark 2.23. The reader should note that in this notation τ is always a P -
nebentypus, i.e. a smooth finite-dimensional representation of the Levi subgroup
of PH(Zp). On the other hand, when writing Mκ(Kr, ψB ;R), we always use the
symbol ψB for a character of the maximal torus TH(Zp) of the Borel subgroup
BH(Zp). The subscript B is to remind the reader of the relation between ψB and
BH and help distinguish between the similar yet different spacesMκ(Kr, ψB ;R) and
Mκ(Kr, τ ;R). The two notions overlap exactly when P = B, as in Remark 2.8, in
which case the notation is not ambiguous.

A modular form f ∈ Mκ(Kr, τ ;R) can be interpreted as a functorial rule that
assigns to a tuple (A,φ, ε) ∈ Er(S), over an R-algebra S, an element

f(A,φ, ǫ) ∈ HomS(Mτ,S , S) =M∨
τ,S

such that
f(A,φ ◦ l−1, bǫ) = κ(b)τ∨(l)f(A,φ, ǫ)

for all b ∈ BH0(S) and l ∈ LH(Zp).
Equivalently, using Frobenius reciprocity, f can be interpreted as a functorial rule

such that
f(A,φ, ǫ) ∈ Vκ,S ⊗M∨

τ,S
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and

f(A,φ ◦ l−1, l0ǫ) = f(A,φ ◦ l−1, l0ǫ)(v) = (ρκ(l0)⊗ τ∨(l))f(A,φ, ǫ)
for all l0 ∈ LH0(S) and l ∈ LH(Zp).

Given g ∈ G(Apf ), one can again define a Hecke operator T (g) on Mκ(Kr, τ ;R)

which stabilizes the subspace of cusp forms via (32).
More generally, viewM =Mτ simply as a module over Sp[M] = Sp[τ ], forgetting

the representation τ momentarily.
We define Er,M as the Sp[M]-scheme over Er whose R-points are given by

Er,M(R) = Er(R)×MR

for any Sp[M]-algebra R, without any equivalence relation. We denote the structure

map Er,M → MKr by πr,M.

Let S0[M] ⊂ Q be the compositum of Sp[τ ] and S0 = OK′,(p′). Given a dominant
weight κ of TH0 over an S0[M]-algebra R, we define

ωκ,r,M = s∗K(πr,M)∗(OEr,M [κ])

as a sheaf on KrSh over R. We denote its restriction to KrSh by ωκ,r,M as well.

Definition 2.24. For any S0[M]-algebra R, we define the space of modular forms
over R on G of weight κ, level Kr and P -type M as

Mκ(Kr,M;R) := H0(KrSh, ωκ,r,M)

and its subspace of cusp forms as

Sκ(Kr,M;R) := H0
! (KrSh, ωκ,r,M) .

In particular, f ∈Mκ(Kr,M;R) can be viewed as a functorial rule on the set of
tuples (A,φ, ǫ) ∈ Er(S), for any R-algebra S, such that

f(A,φ, ǫ) ∈ Vκ,S ⊗M∨
S

and

f(A,φ, l0ǫ) = ρκ(l0)f(A,φ, ǫ) .

Remark 2.25. When working with P = B, as in Remark 2.8, thenMκ(Kr, [τ ];R) =
Mκ(Kr;R) and Sκ(Kr, [τ ];R) = Sκ(Kr;R).

Going back to the representation τ on M = Mτ , consider an algebra R over
S0[τ ] := S0[Mτ ]. Naturally, Mκ(Kr,M;R) contains Mκ(Kr, τ ;R) but it also con-
tains Mκ(Kr, τ

′;R) for any representation τ ′ onMτ,R.
In this work, we are mostly concern with twists of τ by finite-order characters of

Lr, all viewed as acting on the same moduleM (over a sufficiently large ring). This
leads to the following definition.

Definition 2.26. We say that two P -nebentype τ and τ ′ of level r are equivalent,
and write τ ∼r τ ′, if τ = τ ′ ⊗ ψ for some finite-order character ψ of Lr. We let [τ ]r
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denote the (finite) equivalence class of τ as a P -nebentypus of level r. This notion
obviously depends on r but we sometimes write [τ ] when r is clear from the context.

For each r≫ 0, fix a ring Sr[τ ] large enough to contain S0[τ
′] for all τ ′ ∼r τ . After

base change, if necessary, we viewMτ as the Sr[τ ]-module on which τ ′ acts, for all
τ ′ ∼r τ . To emphasize this convention, we now refer to Mτ as M[τ ]. Similarly,
given any Sr[τ ]-algebra R, we set M[τ ],R = Mτ,R := Mτ ⊗Sr [τ ] R. Note that the
contragredient moduleM∨

[τ ] =M∨
τ and the tautological pairing (·, ·)τ = (·, ·)[τ ] on

Mτ ⊗M∨
τ are both well-defined up to equivalence of P -nebentype.

Therefore, one readily sees that

(33) Mκ(Kr, [τ ];R) :=
⊕

τ ′∈[τ ]r

Mκ(Kr, τ
′;R) .

is a subspace of Mκ(Kr,M;R).

Remark 2.27. One similarly defines Sκ(Kr, [τ ];R) and ωκ,r,[τ ]. We refer to f ∈
Mκ(Kr, [τ ];R) (resp. Sκ(Kr, [τ ];R)) as a modular (resp. cusp) form over R on G of
weight κ, level Kr and P -type class [τ ].

Remark 2.28. In general, Mκ(Kr,M;R) is strictly larger than Mκ(Kr, [τ ];R).
Indeed, if ψ and ψ′ are two characters of Lr that are congruent modulo p, and
f ∈Mκ(Kr, τ ;R), then

(34)
1

p
(f ⊗ ψ − f ⊗ ψ′)

lies in Mκ(Kr, [τ ];R) but not in the direct sum of (33).

Remark 2.29. In all that follows, we almost exclusively work withMκ(Kr, [τ ];R).
Effectively, in Section 8, this leads us to consider P -ordinary Hida families, viewed as
closed subschemes of the spectrum of certain P -ordinary Hecke algebras, containing
a dense set of classical points. This set of classical points corresponds to P -ordinary
automorphic representations whose P -nebentypus at p are members τ ′ ∈ [τ ] that all
congruent modulo p. Although there are additional details omitted in this comment,
the notions above are all defined properly later in the text. See (125) for a concrete
description of this set of classical points.

It is certainly interesting to work with Mκ(Kr,M;R) instead. In this case, one
obtains larger Hida family whose dense set of classical points corresponds to all
P -ordinary automorphic representations whose P -nebentypus at p are all represen-
tations τ ′ on M that are congruent modulo p. These families are sensitive to the
existence of congruences as in (34).

However, our computations in this paper are only worked out when the types
are all in the same P -class, i.e. twists of each other by finite-order characters. The
author hopes to generalize the necessary computation in later work to consider these
larger families.
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2.6. Complex Uniformization. The coherent cohomology group defining the var-
ious spaces of algebraic modular forms introduced in the previous sections can be
computed with Lie algebra cohomology groups, at least over C.

2.6.1. Complex structure. Recall that X denotes the G(R)-conjugacy class of h.
Let C ⊂ G/R denote the centralizer of h, so that there is a natural identification

G(R)/C(R)
∼−→ X. In particular, this induces a structure of a real manifold on X.

In what follows, we set U∞ := C(R).
Furthermore, recall that under the identification of GC with G0 /C from Section

2.3, Ph(C) ⊂ G(C) corresponds to P0(C), and C(C) corresponds to H0(C). It is well-
known that X then corresponds to an open subspace of G0(C)/P0(C) and hence also
admits the structure of a complex manifold.

Let r ≥ 0 and Kp ⊂ G(Apf ) be a neat open compact subgroup. Let Sh = Sh(V )

be the pro-finite tower of Shimura varieties associated to G.
Given (h′, g) ∈ X ×G(Af ), with gp ∈ G(Zp), one can naturally define a tuple

Xh′,g = (Ah′ , λh′ , ιh′ , αg, φg) ∈ KrSh(C)

as well as an O ⊗ C-isomorphism εh′ : ωA∨
h′

∼−→ Λ0 ⊗S0 C. The precise descriptions

of Xh′,g and εh′ plays no role in what follows, see [EHLS20, Sections 2.7.1-2.7.2] for
details.

In fact, the map (h′, g)→ Xh′,g provides a bijection

(35) G(Q)\G(R) ×G(Af )/U∞Kr = G(Q)\X ×G(Af )/Kr
∼−→ KrSh(C)

which identifies the complex analytic structures on both side. In particular, the
dimension d of Sh(V ) is just the C-dimension of X, i.e.

d =
∑

σ∈ΣK

aσbσ .

2.6.2. Complex modular forms. Similarly, there is an identification

(36) G(Q)\G(R) ×H0(C)×G(Af )/U∞Kr
∼−→ Er(C)

given by sending (h′, h0, g) ∈ X ×H0 ×G(Af ) to (Xh′,g, (h0 · εh′ , ν(h0))).
Hence, according to (30), given an dominant character κ of TH0(C), a modular

form ϕ ∈Mκ(Kr;C) is a smooth holomorphic C-valued function on G(R)×H0(C)×
G(Af ) = G(A)×H0(C) such that

ϕ(γguk, bh0u) = κ(b)ϕ(g, h0) ,

for all γ ∈ G(Q), g ∈ G(A), u ∈ U∞, k ∈ Kr, b ∈ BH0(C) and h0 ∈ H0(C).
Similarly, let (τ,Mτ ) be a P -nebentypus of level r over C and view it as a repre-

sentation of K0
r that factors through Kr. A modular form ϕ ∈Mκ(Kr, τ ;C) can be

viewed as a smooth holomorphic function ϕ : G(A)×H0(C)→M∨
τ such that

ϕ(γguk, bh0u) = κ(b)τ∨(k)ϕ(g, h0) ,

for all k ∈ K0
r , γ ∈ G(Q), g ∈ G(A), u ∈ U∞, k ∈ Kr, b ∈ BH0(C) and h0 ∈ H0(C).
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2.6.3. Lie algebra cohomology. We now reinterpret the above using the algebraic
representations Wκ of H0 associated to κ as in Section 2.3.1.

Let g = Lie(G(R))C = Lie(G(C)) and write

g = p−h ⊕ kh ⊕ p+h

for the Harish-Chandra decomposition corresponding to the −1, 0 and 1 eigenspaces
of the involution adh(

√
−1) respectively.

Then, kh = Lie(U∞) and Ph = p−h ⊕ kh = Lie(Ph(R))C = Lie(Ph(C)). Note that
a function ϕ as above is holomorphic (with respect to the complex structure on
G(R)/U∞) if and only if it vanishes under the action of p−h .

In what follows, when considering Lie algebra cohomology, we write Kh for U∞ =
C(R) so that kh = Lie(Kh).

The Borel-Weil theorem states that the set of C-points of Wκ is

Wκ(C) = {φ : H0(C)→ C | φ is holomorphic and φ(bx) = κ(b)φ(x), ∀x ∈ BH0(C)} ,
which we view as a (Ph,Kh)-module, under the identification of P0(C) with Ph(C)
and H0(C) with C(C).

It is well-known that over C, one has a natural G(Af )-equivariant isomorphism

(37) H i(Ph,Kh;A0(G)⊗Wκ) = H i
! (Sh(V ), ωκ) , for i = 0 or d ,

where A0(G) denotes the space of complex-valued cusp forms on G(A).
Taking i = 0 and Kr-equivariance on both sides of (37), one obtains

(38) H0(Ph,Kh;A0(G) ⊗Wκ)
Kr = Sκ(Kr;C) ,

which identifies ϕ ∈ Sκ(Kr;C) as a above with a function f : G(A) → Wκ(C) such
that f(γguk) = u−1f(g), for all γ ∈ G(Q), g ∈ G(A), u ∈ Kh and k ∈ Kr. The
correspondence is given by f(g)(x) = ϕ(g, x), for all (g, x) ∈ G(A)×H0(C).

Similarly, taking tensor with M∨
τ over C (momentarily forgetting the action of

Lr), we obtain an isomorphism

(39) HomC(M[τ ],H
i(Ph,Kh;A0(G)⊗Wκ)) = H i

! (Sh(V )/C, ωκ,[τ ]) ,

and taking tensor over (Lr, τ∨) instead, we obtain

(40) HomLr(Mτ ,H
i(Ph,Kh;A0(G)⊗Wκ)) = H i

! (Sh(V )/C, ωκ,τ ) ,

Since LH(Zp) normalizes Kr, taking i = 0 as well as Kr-equivariance, we obtain

(41) HomC(M[τ ],H
0(Ph,Kh;A0(G)⊗Wκ)) = Sκ(Kr, [τ ];C) ,

and

(42) HomK0
r
(Mτ ,H

0(Ph,Kh;A0(G)⊗Wκ)) = Sκ(Kr, τ ;C) .

Then as above, ϕ[τ ] ∈ Sκ(Kr, [τ ];C) and ϕτ ∈ Sκ(Kr, τ ;C) corresponds via (42)

to functions f[τ ], fτ : G(A)→Wκ(C)⊗CM∨
τ , respectively, such that

f[τ ](γguk) = u−1f(g) and fτ (γguk0) = τ∨(k)(u−1f(g)) ,
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for all γ ∈ G(Q), g ∈ G(A), u ∈ Kh, k ∈ Kr, and k0 ∈ K0
r .

2.7. Duality and integrality. In the previous sections, we mostly dealt with holo-
morphic modular forms, i.e. degree 0 cohomology. For our purposes however, fol-
lowing the approach of [EHLS20, Sections 6-7], it is necessary to deal with anti-
holomorphic modular forms as well, i.e. degree d cohomology where d =

∑
σ aσbσ.

2.7.1. Convention on measures. In the following sections, we introduce pairings be-
tween modular forms via integration over G(A). We first need to set various con-
ventions.

We fix a Haar measure dg =
∏
l≤∞ dgl on G(A), where the product runs over all

places of Q, such that the following properties hold :

(i) Given a finite prime l such that G is unramified at l, dgl is the normalized
Haar measure on G(Ql) assigning volume 1 to any hyperspecial maximal
compact subgroup.

(ii) Given a finite prime l such that G splits over l (e.g. when l = p), i.e.

G(Ql) =
∏k
i=1GLni(Fvi) where Fvi is a finite extension of Ql with ring of

integer Ovi , then dgl is normalized so that
∏k
i=1GLni(Ovi) has volume 1.

In this case, we further write dgl =
∏k
i=1 dgvi , where dgvi is the standard

Haar measure on GLni(Fvi) with the obvious normalization.
(iii) At all finite primes l, the volume of any compact open subgroup of G(Ql)

with respect to dgl is rational.
(iv) For l =∞, dg∞ is Tamagawa measure on G(R). We write

dg∞ = dkh × dx× dt/t ,
where dkh is the unique measure on Kh with total mass equal to 1, dx is
a differential form on ph and dt/t is the Lebesgue measure on the center
ZG(R) ≃ R× of G(R).

2.7.2. Unnormalized and normalized Serre duality. We first work with R = C and
introduce an integral version of Serre duality afterward.

Let κ = (κ0, (κσ)σ) be a dominant weight of TH0 , as in Section 2.3.1. Define

a(κ) := 2κ0 +
∑

σ

bσ∑

j=1

κσ,j ; κ∗0 := −κ0 + a(κ) ; κ∗σ := (−κσ,bσ , . . . ,−κσ,1) .

The highest weight representation Wκ∗ corresponding to the dominant weight
κ∗ = (κ∗0, (κ

∗
σ)σ) is a representation of H0(C) such that

(43) Wκ∗
∼=W∨

κ ⊗ νa(κ) ,
where we recall that ν denotes the similitude character of G.

As briefly mentioned above, we later work with (Lie algebra) cohomology in degree
d, hence we are most interested in the H0(C)-representation

HomC(∧dp+h ,Wκ∗) ,
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where the notation is as in Section 2.6.
Since HomC(∧dp+h ,C) is the highest weight representation associated to the dom-

inant weight
κ+h := (−d, (κ+h,σ)σ) ,

where κ+h,σ = (2aσ , . . . , 2aσ), it follows that

HomC(∧dp+h ,Wκ∗) = HomC(∧dp+h ,C)⊗Wκ∗

is canonically isomorphic to WκD , where

κD = κ∗ + κ+h .

The natural contraction Wκ ⊗W∨
κ → C induces a pairing

(44) Wκ ⊗WκD → HomC(∧dp+h ,C)⊗ νa(κ) ,
by definition of WκD .

Let L(κ) denote the automorphic line bundle over Sh(V ) associated to the char-

acter νa(κ), as in Remark 2.16. Namely, L(κ) is topologically isomorphic to OSh(V )

but the action of G(Af ) on L(κ) is given by multiplication via νa(κ). Then, (44)
induces a map

ωκ ⊗ ωκD → ΩdSh(V ) ⊗ L(κ) .
Naturally, one can descend this pairing to KSh. Furthermore, this pairing extends

over any toroidal compactification KShΩ of KSh, provided either automorphic vector
bundle is replaced by its subcanonical vector bundle. Namely, we have

ωsub
κ ⊗ ωκD → Ωd

KShΩ
⊗ L(κ) and ωκ ⊗ ωsub

κD → Ωd
KShΩ

⊗ L(κ) .
Then, the unnormalized Serre duality pairing is the composition of

H0
! (Sh(V ), ωκ)⊗Hd

! (Sh(V ), ωκD)→ lim−→
K,Ω

Hd(KShΩ,Ω
d
KShΩ

⊗ L(κ))

with the isomorphism

lim−→
K,Ω

Hd(KShΩ,Ω
d
KShΩ

⊗ L(κ)) ∼−→ lim−→
K,Ω

Hd(KShΩ,Ω
d
KShΩ

)

given by multiplication by the global section g 7→ ||ν(g)||a(κ) of L(κ)∨, and the maps

lim−→
K,Ω

Hd(KShΩ,Ω
d
KShΩ

)
∼−→ C(π0(V ))→ C ,

where C(π0(V )) is the space of functions on the compact space π0(V ) of simili-
tude components of Sh(V ), the isomorphism is the trace map, and the last map is
integration over π0(V ) with respect to an invariant measure of rational total mass.

The resulting map

(45) 〈·, ·〉Serκ : H0
! (Sh(V ), ωκ)⊗Hd

! (Sh(V ), ωκD)→ C

is a canonical perfect pairing by [Har90, Corollary 2.3]. As explained above, we can
replace either H0

! or Hd
! by H0 and Hd respectively, but not both at once.
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From Definition 2.24 and our discussion in Section 2.6, we see that given a P -
nebentypus τ , the tautological pairing (·, ·)[τ ] :M[τ ] ⊗M∨

[τ ] → C yields a map

H0
! (Sh(V ), ωκ,[τ ])⊗C H

d
! (Sh(V ), ωκD,[τ∨])

(·,·)[τ ]−−−−→ H0
! (Sh(V ), ωκ)⊗C H

d
! (Sh(V ), ωκD), .

Hence, composition of the above with 〈·, ·〉Serκ induces a duality

(46) 〈·, ·〉Serκ,[τ ] : H
0
! (Sh(V ), ωκ,[τ ])⊗C H

d
! (Sh(V ), ωκD ,[τ∨])→ C .

Upon restriction to holomorphic and anti-holomorphic modular forms of P -nebentypus
τ and τ∨ respectively, we similarly obtain a perfect pairing

(47) 〈·, ·〉Serκ,τ : H0
! (Sh(V ), ωκ,τ )⊗C H

d
! (Sh(V ), ωκD,τ∨)→ C .

For our purposes, it is important to compute 〈·, ·〉Serκ above in terms of automorphic
forms using the isomorphism (37). Let ϕ ∈ H0(Ph,Kh;A0(G) ⊗ Wκ) and ϕ′ ∈
Hd(Ph,Kh;A0(G) ⊗WκD). For every g ∈ G(Q)ZG(R)\G(A), we have ϕ(g) ∈ Wκ

and

ϕ′(g) ∈ HomC(∧dp−h ,WκD) = HomC(∧2dph,W∨
κ ⊗ νa(κ)) ,

where ph = p−h ⊕ p+h .

Fix a differential form dx on ph as in Section 2.7.1, i.e. a basis of (∧2dph)∨. Using
dx, we identify this space with C and obtain a natural map

[·, ·]dx : Wκ ⊗HomC(∧dp−h ,WκD)→ C(νa(κ))

Then, the Serre pairing 〈·, ·〉Serκ can be normalized (i.e. the invariant measure on
π0(V ) can be normalized) so that

(48) 〈ϕ,ϕ′〉Serκ =

∫

G(Q)ZG(R)\G(A)
[ϕ(g), ϕ′(g)]dx||ν(g)||−a(κ)dg ,

where dg is as in Section 2.7.1.

Remark 2.30. We later use this formula when ϕ is essentially a value of the
Eisenstein measure from Proposition 11.8, as a modular form on G3, and ϕ

′ is the
tensor product of two P -anti-ordinary cusp forms, one on G1 and the other on G2.
The groups G1, G2 and G3 are defined in Section 4.

To define a normalized version of (45), fix a compact open subgroupKr = IrK
p ⊂

G(Af ). Denote the volume of K0
r = I0rKp with respect to the Tamagawa measure

dg above by Vol(I0r ).
Then, the normalized Serre pairing is the perfect pairing

(49) 〈·, ·〉κ,Kr : H0
! (KrSh(V ), ωκ)⊗Hd

! (KrSh(V ), ωκD)→ C

defined via 〈·, ·〉κ,Kr = Vol(Ir)
−1〈·, ·〉Serκ . Similarly, we set

〈·, ·〉κ,Kr ,τ = Vol(Ir)
−1〈·, ·〉Serκ,τ and 〈·, ·〉κ,Kr ,[τ ] = Vol(Ir)

−1〈·, ·〉Serκ,[τ ] .
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The advantage of this normalized pairing is that it commutes with change of level
maps. Namely, fix r′ ≥ r, ϕ ∈ H0

! (KrSh(V ), ωκ) and ϕ
′ ∈ Hd

! (Kr′
Sh(V ), ωκD). The

trace map from level Kr′ to level Kr maps ϕ′ to

(50) trKr/Kr′ (ϕ
′) :=

#(I0r /Ir)

#(I0r′/Ir′)

∑

γ∈Kr/Kr′

γ · ϕ′ ∈ Hd
! (KrSh(V ), ωκD)

By definition, we have I0r /Ir ≃ K0
r /Kr and

Vol(I0r ) = Vol(I0r′) ·#(I0r /I
0
r′) = Vol(I0r′) ·

#(I0r /Ir)

#(I0r′/Ir′)
·#(Kr/Kr′) ,

therefore one readily obtains

(51) 〈ϕ,ϕ′〉κ,Kr′ = 〈ϕ, trKr/Kr′ (ϕ
′)〉κ,Kr ,

as well as an analogous formula when ϕ has level Kr′ and ϕ
′ has level Kr.

From (40) and the fact that LH(Zp) normalizes Kr, one readily sees that the for-

mula (50) is also well-defined onHd
! (Kr′

Sh(V ), ωκD ,r,τ∨) andH
d
! (Kr′

Sh(V ), ωκD,r,[τ∨]),

for r′ > r, and yields a trace maps

(52) trKr/Kr′ : H
d
! (Kr′

Sh(V ), ωκD,r′,τ∨)→ Hd
! (KrSh(V ), ωκD,r,τ∨) .

and

(53) trKr/Kr′ : H
d
! (Kr′

Sh(V ), ωκD,r′,[τ∨])→ Hd
! (KrSh(V ), ωκD,r,[τ∨]) .

It follows from (51) that the pairings 〈·, ·〉κ,Kr ,τ and 〈·, ·〉κ,Kr ,[τ ] are again stable
under trace maps.

2.7.3. Integral structures on (anti-)holomorphic modular forms. Recall that S0 =
OK′,(p′) as in Section 2.3.1. Naturally, we define S0-integral structure of the C-

vector space H0
! (KrSh(V )/C, ωκ) as Sκ(Kr, S0). More generally, for any S0-algebra

R, we set its R-structure to be Sκ(Kr, R). This is obviously the structure induced
by the R-structure of KrSh(V ).

On the other hand, we do not define the R-integral structure for the space of
anti-holomorphic forms as the one induced by the R-structure of the underlying
schemes. This is to avoid the singularities of the special fibers of KrSh(V )S0 as r
grows. We instead use duality with respect to 〈·, ·〉κ,Kr , following the approach of
[EHLS20, Section 6.4.2].

Firstly, motivated by the identification (37), we refer to

Ŝκ(Kr;C) := Hd
! (KrSh(V )/C, ωκD)

as the space of anti-holomorphic cusp forms on G of weight κ and level Kr over C
(note the twist by κD). Similarly, given a P -nebentypus τ of level r, we set

Ŝκ(Kr, τ ;C) := Hd
! (KrSh(V )/C, ωκD,r,τ∨) .
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Then, by definition of 〈·, ·〉κ,Kr and 〈·, ·〉κ,Kr ,τ , we have perfect pairings

Sκ(Kr;C)⊗ Ŝκ(Kr;C)→ C and Sκ(Kr, τ ;C)⊗ Ŝκ(Kr, τ ;C)→ C ,

and
We define the S0-integral structure Ŝκ(Kr;S0) of H

d
! (KrSh/C, ωκD) as the S0-dual

of Sκ(Kr;S0) via the pairing (49). Similarly, we define the S0[τ ]-integral structure

Ŝκ(Kr, τ ;S0[τ ]) of H
d
! (KrSh/C, ωκD,r,τ∨) as the S0[τ ]-dual of Sκ(Kr, τ ;S0[τ ]) via the

pairing 〈·, ·〉κ,Kr ,τ .
Given any S0-algebra or S0[τ ]-algebra R, let Ŝκ(Kr;R) := Ŝκ(Kr;S0)⊗S0 R and

Ŝκ(Kr, τ ;R) := Ŝκ(Kr, τ ;S0[τ ])⊗S0[τ ] R. This yields identifications

Ŝκ(Kr;R) = HomS0(Sκ(Kr;S0), R)

and

Ŝκ(Kr, τ ;R) = HomS0[τ ](Sκ(Kr, τ ;S0[τ ]), R) ,

via 〈·, ·〉κ,Kr and 〈·, ·〉κ,Kr ,τ , respectively. The R-integral structure Ŝκ(Kr, [τ ];R) of

Ŝκ(Kr, [τ ];C) is defined similarly using the pairing 〈·, ·〉κ,Kr ,[τ ].

2.8. P -(anti-)ordinary modular forms. We return to the notation of Section
2.2.2. For instance, let tw,Dw(j) ∈ GLn(Ow), for w ∈ Σp and j = 1, . . . , rw, be the

matrix defined in (15), let t+w,Dw(j) be the corresponding element of G(Qp), and let

t−w,Dw(j) = (t+w,Dw(j))
−1.

Given any r ≥ 1, we consider the double coset operators

Uw,Dw(j) = [Krt
+
w,Dw(j)

Kr] and U−
w,Dw(j)

= [Krt
−
w,Dw(j)

Kr] .

One can easily write down a set of right coset representatives for Krt
+
w,Dw(j)

Kr

(resp. Krt
−
w,Dw(j)

Kr) that does not depend on r, (see Section 6.1.1 for instance).

This partly motivates why we omit r from the notation Uw,Dw(j) (resp. U
−
w,Dw(j)

).

If R is an S0-algebra in which p is invertible and κ be a dominant character of
TH0 over R, then both Uw,Dw(j) and U

−
w,Dw(j)

define Hecke operators on Mκ(Kr;R)

and Sκ(Kr;R) via (32) by proceeding as in Section 2.4.3. Naturally, they also both
define Hecke operators on Mκ(Kr, τ ;R) and Sκ(Kr, τ ;R) (if R is an S0[τ ]-algebra).

One usually normalize these operators as follows : First, define

(54) κnorm,σ = (κσ,1 − bσ, . . . , κσ,bσ − bσ) ∈ Zbσ ,

and consider the character κnorm = (κ0, (κnorm,σ)σ∈ΣK
) of TH0 . Let κ′ denote the

p-adic weight associated to κnorm as in (27), i.e. κ′ = (κnorm)p.
We define the j-th normalized Hecke operators at p of weight κ as

(55) u±w,j = u±w,j,κ := κ′(t±w,j)U
±
w,j ,
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and the Hecke operators at p of weight κ with respect to P as

(56) u±P,p = u±P,p,κ :=
∏

w∈Σp

rw∏

j=1

u±w,Dw(j),κ .

Remark 2.31. When working with t+w,j, we often omit the + superscript in the
notation above and simply write uw,j and uP,p.

Remark 2.32. The operators uw,Dw(j),κ can be interpreted as correspondences on
the Igusa tower associated to G, see [EHLS20, Section 2.9.5], [Hid04, Section 8.3.1]
or [SU02]. We recall this more formally later when introducing p-adic modular forms
with respect to P , see Section 5. This plays a crucial role to p-adically interpolate
all operators uw,Dw(j),κ as κ varies.

In later section, we also consider the action of the center ZP of LP (Zp) on
Mκ(Kr;R). Namely, any t ∈ ZP naturally induces a correspondence on Shimura
varieties via the double coset operator Up(t) := [KrtKr] = [tKr]. Clearly, this ac-
tion factors through the center ZP,r = ZP /p

rZP of LP (Zp/p
rZp). As above, we

normalize these operators by setting up,κ(t) := κ′(t)Up(t).

2.8.1. P -ordinary case. The P -ordinary subspace of a module is later defined as
the subspace on which uP,p acts via a generalized eigenvalue which a p-adic unit
(when this action is well-defined). This feature can be detected using the following
P -ordinary Hecke projector.

Assume the ring R above is also a p-adic ring, i.e. R = lim←−iR/p
iR. Then, the

action of the limit

(57) eP = eP,κ := lim−→
n

un!P,p,κ .

on Mκ(Kr;R) induced by the action of uP,p,κ is well-defined. Since uP,p,κ commutes
with G(Ap) and LP (Zp), it stabilizes Sκ(Kr, τ), Mκ(Kr, [τ ];R) and Sκ(Kr, [τ ];R).

Remark 2.33. In later sections, we also consider the case where R ⊂ C is a
localization of a finite S0-algebra at the maximal prime determined by inclp or the
completion of such a ring. In this situation, the limit operator eP is again well-
defined.

It is well-known that the eigenvalues of the generalized eigenspaces for each uw,j,κ
is a p-adic integer. Hence, by definition, eP acts as the identity on the generalized
eigenspace of Mκ(Kr;R) associated to eigenvalues with p-adic valuation 1 and is 0
on all other generalized eigenspaces.

We write

MP -ord
κ (Kr;R) := eP,κMκ(Kr;R)

and define SP -ord
κ (Kr;R), M

P -ord
κ (Kr, [τ ];R) and S

P -ord
κ (Kr, [τ ];R) similarly.
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2.8.2. P -anti-ordinary case. An easy computation shows that

〈Uw,Dw(j),κϕ,ϕ′〉κ,Kr = 〈ϕ,U−
w,Dw(j),κD

ϕ′〉κ,Kr ,

for all ϕ ∈ Sκ(Kr;R), ϕ
′ ∈ Ŝκ(Kr;R), w ∈ Σp and 1 ≤ j ≤ Dw(j).

Therefore, the kernel of the projection

Ŝκ(Kr;R)→ e−
P,κD

Ŝκ(Kr;R)

is exactly the annihilator (in Ŝκ(Kr;R)) of SP -ord
κ (Kr;R) via 〈·, ·〉κ,Kr . In other

words, (49) induces a perfect pairing

SP -ord
κ (Kr;R)⊗ ŜP -a.ord

κ (Kr;R)→ R ,

where

ŜP -a.ord
κ (Kr;R) := e−

P,κD
Ŝκ(Kr;R)

is the P -anti-ordinary subspace of Ŝκ(Kr;R). Similarly, one can view

ŜP -a.ord
κ (Kr, τ ;R) := e−

P,κD
Ŝκ(Kr, τ ;R)

as the R-dual of SP -ord
κ (Kr, τ ;R) via 〈·, ·〉κ,Kr ,τ .

If R is an Sr[τ ]-algebra, a similar statement holds for ŜP -a.ord
κ (Kr, [τ ];R) =

e−
P,κD

Ŝκ(Kr, [τ ];R) and S
P -ord
κ (Kr, [τ ];R) with respect to the pairing 〈·, ·〉κ,Kr ,[τ ].

3. P -(anti-)ordinary (anti-)holomorphic automorphic representations.

In this section, we frequently use (37) to pass between the language of automorphic
forms in A0(G) and modular forms as global sections on Shimura varieties. We recall
the following convenient notions of holomorphic and anti-holomorphic automorphic
representations, following [EHLS20, Section 6.5]. We then define P -ordinary and
P -anti-ordinary automorphic representations and their P -nebentypus, motivated by
Sections 2.5–2.8.

3.1. (Anti-)holomorphic automorphic representations. We continue with the
notation of Section 2.6. Recall that we denote the space of cusp forms on G by
A0(G).

We refer to the irreducible (g,Kh) ×G(Af )-subrepresentations of A0(G) as cus-
pidal automorphic representations of G. In particular, we always assume that a
cuspidal automorphic representation π is irreducible.

Furthermore, we write π = π∞ ⊗ πf where π∞ is an irreducible (g,Kh)-module
and πf is an irreducible G(Af ) admissible representation.

Let κ be a dominant character of TH0 , as in Section 2.3.1.

Definition 3.1. We say that π is holomorphic of weight κ if

H0(Ph,Kh;π ⊗Wκ) 6= 0



40 D. MARCIL

and say that π is anti-holomorphic of weight κ if

Hd(Ph,Kh;π ⊗WκD) 6= 0

instead. Clearly, π cannot be both holomorphic and anti-holomorphic (except pos-
sibly if d = 0).

Equivalently, π is holomorphic of weight κ if and only if

H0(Ph,Kh;π∞ ⊗Wκ) 6= 0 ,

in which case the latter is 1-dimensional. Similarly, π is anti-holomorphic of weight
κ if and only if

Hd(Ph,Kh;π∞ ⊗WκD) 6= 0

is 1-dimensional over C.

Remark 3.2. As mentioned in [EHLS20, Remark 6.5.2], if π is holomorphic or
anti-holomorphic, then πf is defined over some number field E(π). One can choose
E(π) to be a CM field. See [BHR94] for more details. Enlarging E(π) if necessary,
we always assume it contains K′.

3.1.1. Ramified places away from p. Let π = π∞ ⊗ πf be any cuspidal automorphic
representation of G. Let K ⊂ G(Af ) be any open compact subgroup such that

πKf 6= 0. We sometimes say that πf (or π) has level K in this case.

Let l 6= p be any prime of Q and consider the set Pl of all primes of K+ above l.
Write Pl = Pl,1

∐Pl,2, where Pl,1 is the subset of such primes that split in K and
Pl,2 is the complement. Therefore, one naturally has an identification

G(Ql) =
∏

v∈Pl,1

GLn(K+
v )×Gl,2 ,

where Gl,2 is the subgroup of elements ((xw), t) ∈
∏
w∈Pl,2

GLn(Kw)×Q×
l such that

each xw preserve the Hermitian form on V ×KKw with the same similitude factor t.
Let Sl = Sl(Kl) be the subset of Pl consisting of all places at which Kl does not

contain a hyperspecial subgroup. Let Sl,i = Sl ∩ Pl,i and define

G(Ql)
Sl =

{∏
v∈Pl,1\Sl,1

GLn(K+
v )×Gl,2 , if Sl,2 = ∅∏

v∈Pl,1\Sl,1
GLn(K+

v ) , otherwise.

In particular, we simply have G(Ql)
Sl = G(Ql) if Sl is empty. Then, let S = S(Kp)

be the set of primes l 6= p such that Sl is nonempty. We define

(58) G(ASf ) =
∏

l /∈S

G(Ql)×
∏

l∈S

G(Ql)
Sl ,

and set Sp = Sp(K
p) := S ∪ {p} (not to be confused with the ring Sp from Section

2.1.1 which not consider in what follows).



p-ADIC L-FUNCTIONS FOR P -ORDINARY FAMILIES 41

3.1.2. Spherical vectors. By definition, for each l /∈ Sp, π contains a Kl-spherical

vector. We fix such a choice 0 6= ϕl,0 ∈ πKlf and consider the corresponding factor-
ization

(59) πf
∼−→
⊗̂

l
πl ,

where the restricted tensor product is with respect to our choice of ϕl,0 for each

l /∈ Sp. In particular, πKf is identified with

(60) π
Kp
p ⊗ πKSS .

Remark 3.3. If π is holomorphic or anti-holomorphic, then we may assume that
each ϕl,0 is E(π)-rational, see Remark 3.2.

3.1.3. Contragredient representations and pairings. Let π∨ be the contragredient
representation of π, and write π∨ = π∨∞ ⊗ π∨f for its decomposition as a (g,Kh) ×
G(Af )-module.

It is well-known that π∨ is isomorphic to a twist of the complex conjugate π of π
(see (79) for instance). Therefore, π∨ is again a cuspidal automorphic representation
of G.

We identify the tautological pairing 〈·, ·〉π : π×π∨ of contragredient representation
with

〈ϕ,ϕ∨〉π =

∫

Z·G(Q)\G(A)
ϕ(g)ϕ∨(g)dg , for ϕ ∈ π, ϕ∨ ∈ π∨ ,

where dg is the Haar measure on G(A) introduced in Section 2.7.1 and Z is the
group of real points of the maximal Q-split subgroup of the center of G.

Suppose that π has level K and let Sp = S(Kp) ∪ {p} denote the set of ramified
places of π, as in Section 3.1.1. Then, both π and π∨ contain a Kl-spherical vector
for each l /∈ Sp. Fix such vectors ϕl,0 ∈ π and ϕ∨

l,0 ∈ π∨ for each l /∈ Sp.
Consider factorization πf

∼−→ ⊗̂lπl and π∨f
∼−→ ⊗̂lπ∨l into restricted tensor products

over the finite places of Q, with respect to the vectors ϕl,0 and ϕ∨
l,0, as in (59).

For each place l of Q, we identify π∨l as the contragredient of πl. Namely, we fix a
G(Ql)-equivariant perfect pairing 〈·, ·〉πl : πl ⊗ π∨l → C. We normalize such pairings
so that 〈ϕl,0, ϕ∨

l,0〉 = 1 for all finite place l /∈ Sp.
There exists a constant C (depending on all the choices made above) such that

for each pure tensor vectors ϕ = ⊗lϕl ∈ π and ϕ∨ = ⊗lϕ∨
l ∈ π∨, we have

(61) 〈ϕ,ϕ∨〉π = C
∏

l

〈ϕl, ϕ∨
l 〉πl ,

where the product is over all places l of Q.
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3.2. P -(anti-)ordinary automorphic representations. The identifications (5),
(6) and (7) induce an isomorphism

(62) G(Qp)
∼−→ Q×

p ×
∏

w∈Σp

Gw ,

where Gw = GLn(Kw). Consequently, given any automorphic representation π, its
p-factor πp decomposes as

(63) πp ∼= µp ⊗


⊗

w∈Σp

πw


 ,

where µp is a character of Q×
p and πw is an irreducible admissible representation of

Gw.
Consider the groups

P
∼−→

∏

w∈Σp

Pw ; I0r
∼−→ Z×

p ×
∏

w∈Σp

I0w,r ; Ir
∼−→ Z×

p ×
∏

w∈Σp

Iw,r

constructed in Section 2.2.2.
Fix a compact open subgroup Kr = IrK

p ⊂ G(Af ) as in Section 2.4 such that

πKrf 6= 0, i.e. πf has level Kr. Then, π
Ir
p 6= 0 and in particular, µp is unramified.

3.2.1. P -ordinary case. Assume that π is holomorphic of weight κ. Recall that κ
is a character of TH0 identified with a tuple (κ0, (κσ)σ∈ΣK

) such that κ0 ∈ Z and
κσ ∈ Zbσ . Let κ′ = (κnorm)p be the normalized p-adic weight related to κ as in
Section 2.8, see (54).

To lighten the notation, for every w ∈ Σp, 1 ≤ j ≤ rw, we set

kw(j) := κ′(t+w,Dw(j)) = κ′(t−w,Dw(j))
−1 =

∣∣∣κ′(t+w,Dw(j))
∣∣∣
−1

p
,

where t+w,Dw(j), t
−
w,Dw(j)

∈ LP (Qp) are introduced at the end of Section 2.2.2, and

are both related to the diagonal matrix tw,Dw(j) ∈ GLn(Ow) from (15).

The normalized Hecke operator uw,Dw(j) defined in (55) naturally acts on πKrf via

the action of kw(j)[Irtw,Dw(j)Ir] on π
Ir
p . The factorization in (63) clearly indicates

that this corresponds to the action of kw(j)U
GL
w,Dw(j)

on π
Iw,r
w , where UGL

w,Dw(j)
=

[Iw,rtw,Dw(j)Iw,r].
By abusing notation, we denote all of these normalized double coset operators by

uw,Dw(j) (or uw,Dw(j),κ). It is well-known that the generalized eigenvalues of all the

operators uw,Dw(j) on π
Ir
p are p-adically integral. Therefore, the limit in (57) again

induces an operator

lim−→
n


 ∏

w∈Σp

rw∏

j=1

uw,Dw(j)



n!
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on πIrp , which we still denote eP . It projects πIrp onto its subspace spanned by
generalized eigenspaces associated to generalized eigenvalues that are p-adic units.

Definition 3.4. We say that π as above is P -ordinary of level r if

π(P -ord,r)
p := eP,κ(π

Ir
p ) 6= 0 .

Remark 3.5. When P = B, a result of Hida (see [Hid98, Corollary 8.3] or
[EHLS20, Theorem 6.6.9]) implies that the space of B-ordinary vectors (or sim-
ply ordinary vectors) is at most 1-dimensional and does not depend on r ≫ 0. This
is no longer true for general parabolic subgroups P . However, Theorem 6.9 yields
an analogous result for P -ordinary subspaces.

By working locally at w ∈ Σp, we see that equivalently, the limit

(64) eP,w,κ = eP,w := lim−→
n




rw∏

j=1

uw,Dw(j),κ



n!

.

defines an operator on π
Iw,r
w . We refer to ePw as the Pw-ordinary projection operator.

We see that π is P -ordinary if and only if there exists some r ≫ 0 such that, for

all w ∈ Σp, there exists 0 6= φw ∈ πIw,rw satisfying eP,wφw = φw. Such a vector φw
must then also satisfy uw,Dw(j)φw = cw,Dw(j)φw for some p-adic unit cw,Dw(j).

We say that πw is Pw-ordinary of level r and that φw is a Pw-ordinary vector of
level r. We let

π(Pw-ord,r)w := eP,w,κ(π
Iw,r
w )

denote the space of all Pw-ordinary vectors of level r.
By definition, π is P -ordinary of level r if and only if µp is unramified and πw is

Pw-ordinary of level r for all w ∈ Σp.

3.2.2. P -anti-ordinary case. For the dual notion, assume π is anti-holomorphic of
weight κ. We retain the assumption that πKrf 6= 0.

For each w ∈ Σp and 1 ≤ j ≤ rw, the natural action of the operator u−w,Dw(j)
from Section 2.8 on πKrf factors through the action of kw(j)

−1[Irt
−
w,Dw(j)

Ir] on π
Ir
p .

Once more, this action is induced by the one of kw(j)
−1UGL,−

w,Dw(j)
on π

Iw,r
w , where

UGL,−
w,Dw(j)

= [Iw,rt
−
w,Dw(j)

Iw,r]. Again, by abuse of notation, we denote all these

normalized double coset operators by u−w,Dw(j).

As in the P -ordinary case, the generalized eigenvalues of u−w,Dw(j) are p-adic inte-

gers, hence the limits

(65) e−P,κ = lim−→
n


 ∏

w∈Σp

rw∏

j=1

u−
w,Dw(j)



n!

and e−P,w,κ = lim−→
n




rw∏

j=1

u−
w,Dw(j)



n!

yield well-defined projection operators on πIrp and π
Iw,r
w respectively.
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Definition 3.6. Let π as above be an anti-holomorphic cuspidal automorphic
representation of weight κ such that πKrf 6= 0. We say that π as above is P -

anti-ordinary of level r if π
(P -a.ord,r)
p := e−P,κ(π

Ir
p ) 6= 0. Similarly, we say that πw is

Pw-anti-ordinary of level r if π
(Pw-a.ord,r)
w := e−P,w,κ(π

Iw,r
w ) 6= 0.

3.3. P -(anti-)weight-level-type. Let π be any cuspidal automorphic representa-
tion of G. Assume that π is holomorphic (resp. anti-holomorphic) of weight κ

and P -ordinary (resp. P -anti-ordinary) of level r. Let Πr denote π
(P -ord,r)
p (resp.

π
(P -a.ord,r)
p ).
Since Ir is normal in the P -Iwahori subgroup I0r = I0P,r ⊂ G(Zp) of level r and the

matrices t±w,Dw(j), for w ∈ Σp and 1 ≤ j ≤ rw, commute with I0r /Ir = LP (Zp/p
rZp),

we see that the action of I0r on πp stabilizes Πr.
In particular, we can decompose Πr as a direct sum of isotypic components over

the (finite-dimensional) irreducible representations of LP (Zp/p
rZp).

Definition 3.7. Let π be any cuspidal automorphic representation of G such that
πKrf 6= 0, for some r ≫ 0. Let τ be some smooth irreducible representation of LP (Zp)

factoring through LP (Zp/p
rZp). Let κ be some dominant weight of TH0 .

We say that π has P -weight-level-type (κ,Kr , τ) if π is holomorphic of weight

κ, πf has level Kr and is P -ordinary, and the τ -isotypic component π
(P -ord,r)
p [τ ] of

π
(P -ord,r)
p is nonzero. We often say that π has P -WLT (κ,Kr , τ).
For the dual notion, we say that π has P -anti-weight-level-type (κ,Kr, τ) if π is

anti-holomorphic of weight κ, πf has level Kr and is P -anti-ordinary, and the τ∨-

isotypic component π
(P -a.ord,r)
p [τ∨] of π

(P -a.ord,r)
p is nonzero. We often say that π has

P -anti-WLT (κ,Kr , τ).

Remark 3.8. In Definition 2.9, one could replace IP,r with the collection of g ∈
G(Zp) such that g mod pr is in (Zp/p

rZp)
××SP (Zp/prZp). Here, SP is the derived

subgroup of P as introduced above Definition 2.9. Let us write the corresponding
group by ISP,r momentarily, so that we have IP,r ⊂ ISP,r ⊂ I0P,r.

Then, one can define P -ordinary representations of G using ISP,r instead of IP,r.
By doing so, the space of P -ordinary vectors decomposes a direct sum over all P -
nebentypus of τ that factor through det : LP (Zp) → Z×

p . Doing so is obviously
less general but has the advantage of simplifying the theory as only characters of
LP (Zp) occur as types of P -ordinary vectors. On the other hand, systematically
developing the more general theory (with P u instead of SP ) has the advantage that
any holomorphic cuspidal representation π of G is trivially GL(n)-ordinary. We
discussed our motivation to study this more general notion in the introduction of
this paper.
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4. Compatibility and comparison between PEL data.

4.1. Unitary groups for the doubling method. In what follows, we introduce
the unitary group opposite to G and briefly review the changes necessary in the pre-
vious sections for this group. We then introduce comparison results for cohomology
of Shimura varieties and automorphic representations by adapting the material of
[EHLS20, Section 6.2] to our situation.

4.1.1. Theory for G1 and G2. Let P1 := P = (K, c,O, L, 2π
√
−1〈·, ·〉, h) be the PEL

datum constructed in Section 2.1. We often write L1 := L, 〈·, ·〉1 := 2π
√
−1〈·, ·〉 and

h1 := h.
Define

P2 = (K, c,O, L2, 〈·, ·〉2, h2) := (K, c,O, L,−2π
√
−1〈·, ·〉, h(̄·)) ,

again a PEL datum of unitary.
The signature of P2 at w ∈ Σp is (bw, aw) = (aw, bw). We typically write Gi for

the similitude unitary group corresponding to Pi when we want to distinguish the
underlying PEL datum.

Note that P1 and P2 are both associated to the same K-vector space L⊗ Q but
with opposite Hermitian forms. By abusing notation, we denote the vector space
associated to P1 by V and the one for P2 by −V .

Consider the natural decomposition L⊗Zp = L+⊕L− obtained in Section 2.2.1.
We now write L±

1 := L±. Considering the signature of P2, the analogous decompo-
sition L2 ⊗ Zp = L+

2 ⊕ L−
2 is given by taking L±

2 = L∓
1 .

Obviously, we have L±
2 =

∏
w|pL

±
2,w, where L

±
2,w := L∓

1,w. The choice of basis

for L±
1,w therefore naturally determines a choice of basis for each L±

2,w and we can

proceed as in Section 2.2.1 for P2 to obtain identifications analogous to (6) and
(7). However, together with (5) for P2, the corresponding identification of G2(Qp)
with Q×

p ×
∏
w∈Σp

GLn(Ow) is different than the one for G1(Qp), although there is

a natural identification G1(Qp) = G2(Qp).
In general, there is a canonical identification G1(A) = G2(A). Therefore, instead

of modifying the identification GLOw(Lw) with GLn(Ow) for P1 and P2, we use the
same identification twice (i.e. the one for P1).

This is harmless for the theory of Section 2.2. The only significant change is that
the parabolic subgroup P2 of G2 /Zp corresponding to the partitions dw is equal to
tP1, where P1 = P is the parabolic subgroup in (12).

In other words, via the identification (7) for P1, the parabolic subgroup P2,w of
GLn(Ow) corresponds to tP 1,w. Therefore, in what follows we always work with
Pw = P1,w when consider G1 and with tPw when considering G2.

Remark 4.1. This leads to an ambiguity in our notation. For instance, we should
refer to P -(anti-)ordinary forms on G2 as tP -(anti-)ordinary forms. We avoid this
issue and refer to objects on G2 as P -(anti-)ordinary.
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4.1.2. Theory for G3 and G4. For i = 3, 4, define similar PEL datum

Pi = (K, c,O, Li, 〈·, ·〉i, hi) together with Li ⊗ Zp = L+
i ⊕ L−

i ,

again of unitary type in the sense of [EHLS20, Section 2.2], where

P3 := (K ×K, c× c,O ×O, L1 ⊕ L2, 〈·, ·〉1 ⊕ 〈·, ·〉2, h1 ⊕ h2), L±
3 := L±

1 ⊕ L±
2

P4 := (K, c,O, L3, 〈·, ·〉3, h3), L±
4 := L±

3

Denote the similitude unitary group in (3) associated to Pi by Gi. Similarly, let
νi be the similitude character of Gi and Ui = ker νi.

4.1.3. Compatibility of level structures. One readily sees that the reflex field of P1,
P2 and P3 are all equal. However, since P4 has signature (n, n) at all archimedean
places, its reflex field is Q.

Therefore, all of the theory introduced in the previous sections can be adapted
for G3 and G4 over OF ⊗ Z(p) and Z(p), respectively.

Note that some of the notation must be adapted for P3 since the PEL datum is
associated to two copies of K instead of a single one. Therefore, all of the associated
objects must be adapted to consider two lattices L3 = L1 ⊕ L2, two vector spaces
V3 = V1 ⊕ V2, and so on, with two idempotent projections e1 and e2 relating the
objects with ones on P1 and P2 respectively. The modifications are mostly obvious,
hence we omit precise formulation here. For more details, see [EHLS20, Section 2].

We have H3 = GL(OK×OK)⊗Zp(L
+
3 ) and H4 = GLOK⊗Zp(L

+
4 ). Furthermore, the

obvious inclusions G3 →֒ G4 and G3 →֒ G1 × G2 induce the canonical inclusions
H3 →֒ H4 and H3 →֒ H1 ×H2.

The choice of an Ow-basis of L±
1,w = L±

w as in Section 2.2.1 naturally induces a

choice of basis of L±
i,w for i = 2, 3 and 4 as well. In fact, we obtain isomorphisms

(66) Gi /Zp
∼−→ Gm×

∏

w∈Σp





GLn(Ow) , if i = 1, 2,

GLn(Ow)×GLn(Ow) , if i = 3

GL2n(Ow) , if i = 4

as well as

(67) Hi /Zp
∼−→ Gm×

∏

w|p





GLaw(Ow) , if i = 1,

GLbw(Ow) , if i = 2,

GLaw(Ow)×GLbw(Ow) , if i = 3

GLn(Ow) , if i = 4

Let P1 = PH ⊂ H1 = H be the parabolic subgroup introduced in Section 2.2.2
associated to partitions dw = (nw,1, . . . , nw,tw) and dw = (nw,1, . . . , nw,tw) of the
signature aw and bw respectively.

Recall that under the identification G1(A) = G2(A) and our conventions between
P1 and P2, the corresponding parabolic subgroup of H2 is P2 = tPH . Adapting
the theory of Section 2.2.2 for G3 (with the same choice of partitions) amounts
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to defining the corresponding parabolic P3 ⊂ H3 as the preimage of P1 × P2 via
H3 →֒ H1 ×H2.

Similarly, consider the two partitions

(68) (nw,1, . . . , nw,tw , nw,1, . . . , nw,tw) and (nw,1, . . . , nw,tw , nw,1, . . . , nw,tw) ,

viewed as a partition of (n, n). Let P4 ⊂ H4 be the corresponding parabolic, fol-
lowing the approach of Section 2.2.2 for G4. Then, the inclusion G3 →֒ G4 above
induces the canonical inclusion P3 →֒ P4.

Let LH,i be the Levi factor of Pi. Then, LH,4 = LH,3 = LH,1×LH,2. In particular,
a P4-nebentypus τ of level r is also a P3-nebentypus of level r. It corresponds to a
tensor product τ1 ⊗ τ2, where τi is a Pi-nebentypus of level r (for i = 1 and 2).

Let Pi is one of those four parabolic subgroup. Let Ii,r := IPi,r and I
0
i,r := I0Pi,r be

the corresponding pro-p P -Iwahoric subgroup and P -Iwahoric subgroup respectively.
By abuse of notation, we still use the terminology “P -Iwahoric” as opposed to “Pi-
Iwahoric”.

Given a compact open subgroup Kp
i ⊂ Gi(A

p
f ), let Ki,r = Ii,rK

p
i . We denote

the moduli space associated to Pi of level Ki by Mi,Ki,r = MKi,r(Pi) and the corre-
sponding Shimura variety by Ki,r

Sh(Gi). If Vi is the vector space associated to the

PEL datum Pi, we sometimes write Ki,r
Sh(Vi) instead.

If K3,r ⊂ (K1,r × K2,r) ∩ G3(Af ) and K3,r ⊂ K4,r ∩ G3(Af ), there are natural
maps

(69) i3 : M3,K3,r → M4,K4,r and i1,2 : M3,K3,r → M1,K1,r ×M2,K2,r

over Sp = OF,(p). For the exact maps at the level of points of moduli problems, see
[EHLS20, (37)–(38)].

All of the above remains compatible if we restrict to Shimura varieties or extend
to toroidal compactifications. Furthermore, if K3,r = (K1,r×K2,r∩G3(Af ) then the
Shimura varieties on both sides, as canonical connected components are identifies,
hence we obtain an isomorphism

(70) i1,2 : K3,r
Sh(V3)→ K1,r

Sh(V1)× K2,r
Sh(V2)

as well as an analogous isomorphism for toroidal compactifications.

4.1.4. Compatibility of canonical bundles. Recall that in Section 2.4.1, we defined a
canonical bundle E = E1 on the toroidal compactification of the moduli space for
P1. Moreover, for all dominant weight κ of the maximal torus TH0,1 of H0,1, we
introduced the associated automorphic vector bundle ωκ.

Let V1,C = L1 ⊗ C with its Hodge decomposition V1,C = V −1,0
1 ⊕ V 0,−1

1 fixed
in Section 2.1. The above is associated to a specific choice of OF ⊗ Z(p)-module

Λ0,1 = Λ0 in the graded module W1 = V1,C/V
0,−1
1 . Proceeding as in Section 2.3, we

obtain the groups G0,1 = G0 and H0,1 = H0.
For P2, consider V2,C = L2 ⊗ C. The corresponding Hodge structure is reversed,

i.e. V −1,0
2 = V 0,−1

1 and V 0,−1
2 = V −1,0

1 . Therefore, one must choose a module
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in W2 = V2,C/V
0,−1
2 = V1,C/V

−1,0
1 . Using the identifications Λ1 = Λ0,1 ⊕ Λ∨

1,0,

V1,C = V2,C = Λ1 ⊗ C and Λ∨
1,0 ⊗ C = V −1,0

1 , we choose Λ2,0 to be the image of Λ∨
1,0

in W2, and Λ2 = Λ2,0 ⊕ Λ∨
2,0
∼= Λ1.

Similarly, for P3 and P4, we pick Λ3,0 = Λ4,0 = Λ1,0⊕Λ2,0 and Λ3 = Λ4 = Λ1⊕Λ2.
These compatible choices induce obvious inclusions

(71) H3,0 →֒ H4,0 and H3,0 →֒ H1,0 ×H2,0 .

Let πi : Ei → MKi be the corresponding canonical bundle for Pi. Then, the above
also induces natural maps

(72) i3 : E3 → E4 and i1,2 : E3 → E1 × E2 ,
compatible with the maps on moduli spaces in (69). These maps also extend to
maps between the LH(Zp/prZp)-torsors Ei,r → Ei, for all r ≫ 1.

The choice of basis over S0 = OK′,(p′) of Λ1,0,σ and Λ∨
1,0,σ, for each σ ∈ ΣK as in

Sections 2.3.1, naturally induces bases for Λi,0 and Λ∨
i,0 for i = 2, 3 and 4 as well.

We obtain identifications

Hi,0 /S0

∼−→ Gm×
∏

σ∈ΣK





GLbσ(S0) , if i = 1,

GLaσ(S0) , if i = 2,

GLbσ(S0)×GLaσ(S0) , if i = 3,

GLn(S0) , if i = 4,

as in (19).
Observe that the definition of H0 in Section 2.3 yields an obvious identification

H1,0 = H2,0 (by switching the roles of Λ0 and Λ∨
0 ). With respect to the identifications

above, this corresponds to the automorphism

(73) (h0, (hσ)σ∈ΣK
) 7→ (h0, (h0

thσc
−1)σ∈ΣK

)

of H0 = H1,0 = H2,0 over S0.
Furthermore, the embeddings in (71) are the obvious ones with respect to the

identifications above. Similar identifications can be made about the Borel subgroups
BH0,i, maximal torus TH0,i and parabolic subgroups PH0,i introduced in Sections
2.3.1 and 2.3.2.

In particular, TH0,4 = TH0,3 = TH0,1 × TH0,2 and a dominant weight κ of TH0,4

corresponds to a dominant weight of TH0,3. Similarly, a pair (κ1, κ2) consisting of a
dominants weight κ1 for TH0,1 and a dominant weight κ2 of TH0,2 also corresponds
to a dominant weight of TH0,3.

4.1.5. Restriction of algebraic modular forms. Let r ≥ 1 and let τ be a P4-nebentypus
(for G4) of level r. Let R be an S0[τ ]-algebra. Let Ki,r be an open compact subgroup
of Gi(Af ) such that K3,r ⊂ K4,r ∩G3(Af ) and K3,r ⊂ (K1,r ×K2,r)∩G3(Af ), as in
Section 4.1.3.
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If κ is an R-valued dominant weight of TH0,4, then pullback i3 in (72) induces a
restriction map

(74) Res3 = (i3)
∗ :Mκ(K4,r, τ ;R)→Mκ(K3,r, τ ;R) .

Similarly, let κ1 (resp. κ2) and τ1 (resp. τ2) be an R-valued dominant weight
of TH0,1 (resp. TH0,2) and a P1-nebentypus (resp. P2-nebentypus) of level r, re-
spectively. Then, set κ = (κ1, κ2) and τ = τ1 ⊗ τ2 be the corresponding weight of
TH0,3 and P3-nebentypus. As above, pullback along the second map in (72) induces
a restriction

(75) Res1,2 = (i1,2)
∗ :Mκ(K1,r, τ1;R)⊗Mκ(K2,r, τ2;R)→Mκ(K3,r, τ ;R) .

Naturally, these maps have analogues when considering modular forms without
fixed P -nebentype. In situation of (70), the map Res1,2 is an isomorphism.

4.2. Comparisons between G1 and G2. In this section, we discuss various in-
volutions that allow us to compare spaces of holomorphic forms with spaces of
anti-holomorphic forms on both G1 or G2.

Namely, the goal of this section is to explain the functors

{holomorphic AR on G1} {anti-holomorphic AR on G1}

{holomorphic AR on G2} {anti-holomorphic AR on G2}

cB

F †
F∞

F †

cB

,

where “AR” stands for automorphic representations, adapting [EHLS20, Section
6.2] to the P -ordinary setting (notably F †), as well as the effect of each arrow on
weights, levels and types.

4.2.1. The involution cB on G1. Let π be a holomorphic cuspidal automorphic rep-
resentation for G = G1 of weight κ. All of the following holds for G2 with the obvi-
ous modifications. As explained in [EHLS20, Section 6.2.1], there is a c-semilinear,
G(Af )-equivariant isomorphism

cB : H0(Ph,Kh;π ⊗Wκ)→ Hd(Ph,Kh;π ⊗WκD)

induced by the Killing form on g and the complex conjugation π → π, ϕ 7→ ϕ on
A0(G), where ϕ(g) = ϕ(g). Equivalently, we have a c-semilinear, G(Af )-equivariant
isomorphism

(76) cB : H0
! (Sh(V ), ωκ)→ Hd

! (Sh(V ), ωκD)

over C via (37).

Remark 4.2. From Definition 3.1, the isomorphism cB shows that an automorphic
representation π of G is holomorphic of weight κ if and only if π is anti-holomorphic
of weight κD.
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4.2.2. The involution F∞. To compare automorphic representations on G1 and G2,
we first compare their associated locally symmetric spaces. Let h (resp. hc) be the
homomorphism associated to G1 (resp. G2) inducing a Hodge structure on V ⊗ C
and denote the G(R)-conjugacy class of h (resp. hc) by Xh (resp. Xhc).

Note that the stabilizer Kh ⊂ G(R) of h is also the stabilizer of hc. In this section,
we write U∞ := Kh and identify X = G(R)/U∞ with both Xh and Xhc . However,
note that the complex structures induced by h and hc respectively are opposite.
Namely, the pullback of these two complex structures to X are conjugate.

In other words, the natural map Xh → Xhc given by ghg−1 7→ ghcg−1 is anti-
holomorphic and provides an anti-holomorphic map Sh(V )(C)→ Sh(−V )(C).

Remark 4.3. In Section 4.2.4, we study a different map Xh → Xhc instead. To
help distinguish the two, one does not need to apply complex conjugation anywhere
in the definition of F∞. This involution is simply a natural consequence of the
relation between the complex structures on Xh and Xhc .

Remark 4.4. From now on, we use the notation of Section 4.1. However, we
replace the subscripts i = 1 and 2 by V and −V . In particular, H0,V := H1,0 and
H0,−V := H2,0.

Let κ = (κ0, (κσ)) be a dominant character of TH0,V
. Observe that the notion of

a dominant character is “flipped” as BH0,−V = tBH0,V under the identification (73).
Namely, the weight of TH0,−V

given by

κ♭ := (κ0, (κσc))

is dominant. To understand the Lie algebra cohomology of the highest weight rep-
resentation Wκ♭,−V of H0,−V , observe that the Harish-Chandra decomposition of g
induced by hc is

g = p−hc ⊕ khc ⊕ p+hc ,

where p±hc = p∓hc and khc = kh.
Hence, given a (g,Kh)×G(Af )-module π, we need to consider

(πp
−
hc ⊗Wκ♭,−V )

Khc = (πp
+
h ⊗Wκ♭,−V )

Kh

and understand Wκ♭,−V as a representation of H0,V , via pullback through (73).

In fact, via (73),Wκ♭,−V is the irreducible highest weight representation of highest

weight κ∗ for TH0,V
, where κ∗ is as in (43). See [EHLS20, Eq. (121)] for an explicit

H0,V -isomorphism Wκ♭,−V
∼−→Wκ∗,V .

Furthermore, by definition of κD, there is a natural map

iκ∗ : Wκ∗,V →֒ Hom(∧dp−h ⊗C ∧dp+h ,Wκ∗,V ) = Hom(∧dp−h ,WκD,V )

where the first map is induced by the H0(C)-equivariant pairing

∧dp−h ⊗C ∧dp+h → C

obtained from the Killing form on g.
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Therefore, the above yields

(πp
−
hc ⊗Wκ♭,−V )

Khc id⊗iκ∗−−−−→ Hom(∧dp−h , π ⊗WκD,V )

which induces a G(Af )-equivariant isomorphism

(77) F∞ : H0(Phc ,Khc , π ⊗Wκ♭,−V )
∼−→ Hd(Ph,Kh, π ⊗WκD,V )

over C.
The case π = A0(G) yields the G(Af )-equivariant isomorphism

(78) F∞ : H0
! (Sh(−V ), ωκ♭,−V )

∼−→ Hd
! (Sh(V ), ωκD ,V )

over C.

Remark 4.5. Considering the composition of cB and F∞, we see that if π is
holomorphic (resp. anti-holomorphic) of weight κ on G1, then π is holomorphic

(resp. anti-holomorphic) of weight κ♭ on G2

4.2.3. The involution (−)♭. Let π be a cuspidal automorphic representation for G =

G1. If π is holomorphic of weight κ, then ξπ,∞(t) = ta(κ) for all t ∈ ZG(R) ∼= R×,
where ξπ denote the central character of π.

It follows that

π ⊗ |ξπ ◦ ν|−1/2 = π ⊗ ||ν||−a(κ)/2

is unitary. Hence, considering its conjugate, we see that π is isomorphic to

(79) π♭ := π∨ ⊗ |ξπ ◦ ν| .
The material of Sections 4.2.1–4.2.2 then implies that π♭ is anti-holomorphic of

weight κD for G1, or equivalently, holomorphic of weight κ♭ for G2.
Since π♭ is a twist of π∨, the pairings 〈·, ·〉π and 〈·, ·〉πl from Section 3.1.3 induce

pairings π × π♭ → C and πl ⊗ π♭l → C, for each place l of Q, which we again denote
〈·, ·〉π and 〈·, ·〉πl respectively.

Remark 4.6. The necessity of working with π♭ in this paper is due to the doubling
method, see Section 9.1.4, which requires the integration of an Eisenstein series
with the product of a test vector ϕ in π and a test vector ϕ♭ in a twist of π♭ ∼= π
(or equivalently, π∨). It is natural to view the Eisenstein series as a holomorphic
modular form on G3 (or rather the restriction to G3 of a modular form on G4) and,

dually, π and π♭ as anti-holomorphic representations on G1 and G2 respectively.
Moreover, the advantage of π♭ over π is that its direct relation with π∨ facilitates

the transition between P -ordinary properties of π and P -anti-ordinary properties of
π♭ over G1, see Lemma 6.10 and Theorem 6.11.

Remark 4.7. Starting in Section 8.2, we assume that π satisfies the multiplicity
one hypothesis (see Hypothesis 8.5). In that case, the subspaces of A0(G) associated

to π♭ and π are in fact equal.
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4.2.4. The involution (−)† for level structures. We introduce one last involution “†”.
The main feature is to compare level structures between G1 and G2 (and not just
weights, as we have done above). Although our approach, arguments and notation
follow [EHLS20, Section 6.2.3], the reader should keep in mind that the results
presented here generalize loc. cit. by considering P -Iwahoric level structures at p
for all parabolic subgroups P .

As we are assuming Hypothesis 2.1, there exists a K-basis Bh of V that diago-
nalizes the Hermitian pairing 〈·, ·〉V associated to V . Furthermore, if we write Bch
for the image of Bh under complex conjugation, then h takes values in the space of
diagonal matrices under the identification

EndR(V ⊗K,σ C) = Mat2n×2n(R) .

induced by the K+-basis Bh ∪ Bch of V , for each σ ∈ Σ. Clearly, hc is obtained by
conjugating h with the change-of-basis endomorphism interchanging Bh with Bch.

Let D = diag(d1, . . . , dn), d1, . . . , dn ∈ K+, be the diagonal Hermitian matrix
representing 〈·, ·〉V with respect to Bh.

Let L be the O-lattice from Section 2.1 associated to P. As explained in [EHLS20,
Section 6.2.3], using Hypothesis 2.2, we can assume that Bh induces a basis of L⊗Z(p)

such that D is also the diagonalization of the perfect Hermitian pairing on L⊗Z(p)

obtained from 〈·, ·〉V .
The advantage of Bh is that it provides a holomorphic map Sh(V )→ Sh(−V ) (as

opposed to the anti-holomorphic one in Section 4.2.2). Indeed, first identify G/Q as
a subgroup of ResK/QGLn(K) using Bh and consider the automorphism g 7→ g of
GQ induced by the action of c on K.

Observe that g = IgI, where I : V → V is the K+-involution that interchanges
Bh and Bch by sending any vector v ∈ Bh to vc ∈ Bch and vice versa. Note that I
stabilizes L ⊗ Z(p) and its action on L ⊗ Zp interchanges L+ and L−. Moreover,

our explanation above implies that hc = h, hence it maps U∞ to U∞ and yields an
automorphism of X.

The composition

Xh X X Xhc

ghg−1 ghcg−1

∼ g 7→g ∼

is holomorphic and provides a holomorphic map Sh(V )(C)→ Sh(−V )(C) as claimed.
Given Kp ⊂ G(Apf ) and Kr,V = Ir,VK

p as in Section 2.5.1, it provides a holomor-

phic map between Kr,V
Sh(V )(C) → Kr,V

Sh(−V )(C). However, Kr,V 6= Ir,−VKp or

equivalently, Ir,V 6= Ir,−V .
To resolve this issue, observe that the basis Bh of V naturally induces a basis

Bh,w of Vw := V ⊗K Kw for any w ∈ Σp. It would be too restrictive to assume
that the basis Bw of Vw induced by the Ow-bases of L±

w , for w ∈ Σp, leading to the
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identifications in (6), is the same as Bh,w. In other words, there is no need to assume
that all the bases Bw, as w varies in Σp, are all induced by a basis of V .

Instead, consider the identification GLKw(Vw) = GLn(Kw) induced by Bh,w and
let βw ∈ GLn(Kw) be the change-of-basis matrix that maps Bw to Bh,w.
Remark 4.8. This matrix βw ∈ GLn(Kw) is the inverse of the analogous change-
of-basis matrix, also denoted βw, introduced in [EHLS20, Section 6.2.3].

Let

δw = D · tβw · βw ∈ GLn(Kw)
and define δp = (1, (δw)w∈Σp) ∈ Q×

p ×
∏
w∈Σp

GLn(Kw) = G(Qp). This identification

is with respect to Bh (and may be different than the identification obtained from (5)
and (6)).

Then, one readily checks that

δp = δ−1
p ; δ−1

p G(Zp)δp = G(Zp) ; δ−1
p I0r,V δp = I0r,−V ; δ−1

p Ir,V δp = Ir,−V .

Therefore, by defining an automorphism (−)† of G(A) as

g† := ν(g)−1δ−1
p gδp ,

we see that given any Kp ⊂ G(Af ), K = G(Zp)K
p and Kr,V = Ir,VK

p, we have

K† = G(Zp)Kp ; (Kr,V )
† = (K†)r,−V = K†

r,−V .

In conclusion, the obvious analogue of [EHLS20, Proposition 6.2.4] also holds
in our context (namely, one simply changes the meaning of the level r structure
at p from “Iwahoric” to “P -Iwahoric”). In other words, the holomorphic map

Kr,V
Sh(V )(C) →

K†
r,−V

Sh(−V )(C) via g 7→ gδP is well-defined over S0 = OK′,(p′),

i.e. it is induced from an isomorphism

(80) Kr,V
Sh(V )

∼−→
K†
r,−V

Sh(−V )

over S0 comparing P -Iwahori level structure on G1 and G2 (see Remark 4.1).
To understand this involution in terms of modular forms, consider a dominant

character κ of TH0,V
. Let κ† = κ♭ − a(κ), a dominant character of TH0,−V

, where

a(κ) is the scalar weight corresponding to the character ||ν(−)||a(κ).
By definition of κ♭, the natural automorphism (h0, (hσ)) → (h0, (hσc)) of H0

induces an isomorphism Wκ,V → Wκ♭,−V . By twisting by ν−a(κ), we obtain an

isomorphism Wκ,V
∼−→Wκ†,−V given by φ 7→ φ†, where

φ†(h0, (hσ)) := φ(h0, (hσc))h
−a(κ)
0 .

One readily sees that this isomorphism is †-equivariant for the action ofKh = Khc .
Therefore, the isomorphism g 7→ g† induces an isomorphism between ωκ,V and the
pullback to ωκ†,−V from Sh(V ) to Sh(−V ).
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In other words, the above induces an isomorphism

(81) F † : H i
! (Sh(V ), ωκ,V )

∼−→ H i
! (Sh(−V ), ωκ†,−V ) ,

over C, that is †-equivariant for the action of G(Af ).

Remark 4.9. Observe that multiplication by the global section g 7→ ||ν(g)||a(κ)
yields an isomorphism

H0
! (Sh(−V ), ωκ♭,−V )

∼−→ H0
! (Sh(−V ), ωκ†,−V ) ,

which can be useful to compare the above with the results of Sections 4.2.2–4.2.3.

Using the discussion, (80) and (81) induce an isomorphism

(82) F † : H i
! (KrSh(V ), ωκ,V )

∼−→ H i
! (K†

r
Sh(−V ) , ωκ†,−V )

over any S0-algebra R and any r ≫ 0.
Similarly, given a P -nebentypus τ of level r, the map g 7→ g† induces an isomor-

phism between ωκ,r,τ,V and the pullback of ωκ†,r,τ∨,−V from Kr
Sh(V ) to

K†
r
Sh(−V ).

Therefore, we also have an isomorphism

F † : H i
! (KrSh(V ), ωκ,r,τ,V )

∼−→ H i
! (K†

r
Sh(−V ) , ωκ†,r,τ∨,−V )

over any S0[τ ]-algebra R. We now set τ † := τ∨, motivated by the isomorphism
above.

Lastly, to understand this involution in terms of automorphic forms via (37), let
π be an arbitrary (g,Kh) × G(Af )-subrepresentations of A0(G). The map g 7→ g†

induces a map π → π†, where

π† := {ϕ†(g) := ϕ(g†) | ϕ ∈ π} ⊂ A0(G) .

As explained in [EHLS20, Section 6.2.3], the isomorphism

(π ⊗Wκ,V )
Kh → (π† ⊗Wκ†,−V )

Khc ,

given by ϕ⊗φ 7→ ϕ†⊗φ† is †-equivariant for the action of (g,Kh)×G(Af ). Therefore,
one obtains

F † : H i(Ph,Kh, π ⊗Wκ,V )
∼−→ H i(Phc ,Khc , π

† ⊗Wκ†,−V )

over C. The case π = A0(G) recovers the map (82) over C.

Remark 4.10. Suppose π is (anti-)holomorphic and P -(anti-)ordinary such that
its P -(anti-)WLT (κ,Kr, τ) for G1, then π

† is (anti-)holomorphic, P -(anti-)ordinary

of P -(anti-)WLT (κ†,K†
r , τ †) for G2.

As explained in [EHLS20, Section 6.5.3], if π satisfies the strong multiplicity one
hypothesis, then π† and π∨ are equal as subspaces of A0(G). In that case, one

further obtains π♭ = π† ⊗ ||ν||a(κ).
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Assume that π is (anti-)holomorphic, P -(anti-)ordinary of P -(anti-)WLT (κ,Kr , τ)
for G1. Then, setting

K♭
r := K†

r and τ ♭ := τ † = τ∨

we have that π♭ is (anti-)holomorphic, P -(anti-)ordinary of P -(anti-)WLT (κ♭,K♭
r, τ

♭)

for G2 (by definition of κ♭).

5. P -ordinary p-adic modular forms.

Fix a neat open compact subgroup Kp ⊂ G(Apf ). In what follows, we use the

notation of Sections 2.4.1 and 2.5.1 freely.
In particular, write K = G(Zp)K

p and Kr = IrK
p for all r ≥ 0. Furthermore,

recall that Mtor
K is the smooth toroidal compactification of MK over Sp = OF,p

(a tower viewed as a single scheme, see 2.1.2), and A is the universal semiabelian
scheme (with extra structure) over Mtor

K . The dual semiabelian scheme is denoted
A∨ and we write ω for the OMtor

K
-dual of LieMtor

K
A∨.

In this section, we use the fact that the completion of inclp(Sp) is Zp to view
(compactified) moduli spaces and Shimura varieties of level K (and Kr) over Zp.

5.1. Igusa tower.

5.1.1. Ordinary locus and Igusa cover. Givenm ≥ 1, let Sm denote the nonvanishing
locus of the Hasse invariant on KShtor over Zp/p

mZp. Let S0m be the open subscheme
obtained from the intersection of Sm and KSh. Note that S1 is dense in the special
fiber of KSh

tor, see [EHLS20, Section 2.8].
Given r ≥ m, let Tr,m denote the finite étale cover of Sm such that for any

Sm-scheme S

(83) Tr,m(S) = IsomS(L
+ ⊗ µpr ,A∨[pr]◦) ,

where the superscript ◦ denotes the identity component and the isomorphisms are
of finite flat group schemes over S endowed with O ⊗ Zp-actions. One readily sees

that Tr,m is a closed subscheme of KrSh/(Zp/pmZp).
Furthermore, Tr,m/Sm is a Galois cover whose Galois group is canonically isomor-

phic to H(Zp/p
rZp). We refer to Tm = {Tr,m}r as the Igusa tower over Sm.

Let S denote the non-vanishing locus in KSh
tor of a lift of the Hasse invariant to

characteristic 0. This depends on the choice of lift, however its reduction modulo p
is isomorphic to S1 and the formal completion Sord of S along S1 does not depend
on the choice of lift. Then, the Igusa tower Ig = lim−→m

lim←−r Tm is a pro-étale cover

of Sord with Galois group H(Zp). If we want to emphasize the choice of level away
from p, we write KpIg instead of Ig.

By taking pullback of S via the Lr-torsor KrSh→ KShtor, we can similarly define

the ordinary locus KrS of KrSh. By taking formal completion, we obtain KrSord.
Given any dominant weight κ, restricting a modular form f ∈ Mκ(Kr, R) to this
ordinary locus defines an element of H0(KrSord, ωκ,r).
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5.1.2. Embeddings of Igusa towers. The above is set with the PEL datum P = P1.
More generally, for 1 ≤ i ≤ 4, fix a neat open compact subgroup Kp

i ⊂ Gi(A
p
f ) and

let Sm,i be the analogue of Sm associated to the moduli problem associated to Pi.
Let Tr,m,i → Sm,i be the corresponding finite étale cover given by (83).

If Kp
3 ⊂ Kp

4 ∩G3(A
p
f ) and K

p
3 ⊂ (Kp

1 ×Kp
2 )∩G3(Af ), the maps from (69) extend

to embeddings

(84) Tr,m,3 →֒ Tr,m,4 and Tr,m,3 →֒ Tr,m,1 ×Zp Tr,m,2 ,

see [EHLS20, Equations (42)-(43)].
However, as explained in [HLS06, Section 2.1.11] and [EHLS20, Remark 3.4.1], at

the level of complex points, the inclusion Kp
3
Ig3 →֒ Kp

4
Ig4 induced by the first map

above is not a restriction of the natural embedding i3 : K3,r
Sh(V3) →֒ K4,r

Sh(V4)

In fact, the first inclusion in (84) corresponds to the composition of i3 with the
shifted inclusion G3(A) →֒ G4(A) given by g 7→ g · γp, where γp corresponds to the
element of G4(A) whose component away from p is trivial and whose component at
p is (1, (γw)w∈Σp) ∈ G4(Qp) = Gm×

∏
w∈Σp

GLn(Kw), where

γw =




1aw 0 0 0
0 0 0 1bw
0 0 1aw 0
0 1bw 0 0


 ,

via the identification (66) for i = 4. The reader should keep in mind that this shift
by γp plays an important role in Sections 10.1.1–10.1.2 for the computation of local
zeta integrals at p.

Then, we have an inclusion

(85) γp ◦ i3 : Kp
3
Ig3 →֒ Kp

4
Ig4

as described above. On the other hand, we obtain an inclusion

(86) i1,2 : Kp
3
Ig3 →֒ Kp

1
Ig1 × Kp

2
Ig2

induced by the second map in (84) without any shifts involved.

5.2. Scalar-valued p-adic modular forms with respect to P . In this section,
we introduce a slightly unconventional definition of scalar-valued p-adic modular
forms, generalizing the usual notion (see [EHLS20, Section 2.9]). The key idea is
to replace the role of the unipotent radical of some standard Borel subgroup with
the unipotent radical of the fixed parabolic P , see (87) below. We recover the usual
notion when P = B as in Remark 2.8. In Section 5.3, we introduce another notion
that allows us to consider vector-valued p-adic modular forms.

In Section 11, the goal is to construct a p-adic family of such scalar-valued p-adic
modular forms on G4 from the Eisenstein series constructed in Section 9.
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5.2.1. Global section over the Igusa tower. Fix a p-adic ringR, i.e. R = lim←−mR/p
mR.

Assume that R contains the ring O′ introduced in Section 2.3.3.
For each r ≥ m ≥ 0, let Dr,m be the preimage of Dm = Sm−S0m (with its reduced

closed subscheme structure) in Tr,m. Then, define

Vr,m(R) = H0(Tr,m/R ,OTr,m /R
) and Vcuspr,m (R) = H0(Tr,m/R ,OTr,m /R

(−Dr,m)) .

Clearly, there is a natural action of H(Zp/p
mZp) = Gal(Tr,m/Sm) on each of these

R-modules.
We define the spaces of scalar-valued p-adic modular forms (for G) of level Kp

over R as

(87) V(Kp;R) = lim←−
m

lim−→
r

Vr,m(R)P
u
H (Zp)

and its submodule of p-adic cuspidal forms as

(88) Vcusp(Kp;R) = lim←−
m

lim−→
r

Vcuspr,m (R)P
u
H (Zp) .

Remark 5.1. We sometimes write V(G,Kp;R) and Vcusp(G,Kp;R) to emphasize
the underlying reductive group if there is any risk of confusion.

Remark 5.2. When P = B as in Remark 2.8, these spaces agree with the usual
spaces of p-adic modular and cuspidal forms (see [EHLS20, Section 2.9]).

Naturally, these spaces admit an action by LH(Zp) = PH(Zp)/P
u
H(Zp). Consider

the maximal torus TH(Zp) ⊂ LH(Zp) and let κp be a p-adic weight of TH(Zp), as in
Section 2.3.3.

Let ψB denote a Qp-valued finite-order character of TH(Zp). Let O′[ψB ] ⊂ Qp

denote the smallest ring extension of O′ containing the values of ψB .
For any ring R containing O′[ψB ], we set

(89) Vκp(Kp, ψB ;R) := {f ∈ V(Kp;R) | t · f = ψB(t)κp(t)f, ∀t ∈ TH(Zp)} ,
and we define its submodule Vcuspκp (Kr, ψB ;R) similarly.

5.2.2. Classical to p-adic modular forms : scalar case. We now adapt the usual map
sending classical forms to p-adic forms, see [EHLS20, Section 2.9.4], to our setup.

For all n ≥ 1, write µpn = Spec(Z[x, x−1])/(xp
n−1) and identify LieZp(µpn) with a

free Z-module of rank 1 generated by x d
dx . Given any m ≥ 1 and any Z/pmZ-scheme

S, this allows us to view LieS(µpn) as the structure sheaf OS of S (compatibly as n
varies).

Fix a test object (A,φ) ∈ T (S) over a p-adic R-algebra S. Here, we write φ =
(φn,m)n≥m with φn,m ∈ Tn,m and consider the subsequence (φm,m)m. For any 1 ≤
r ≤ m, the map φm,m induces the isomorphism

φm,m,r : L
+ ⊗ µpr ∼−→ A∨

/S [p
r]◦ .
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Furthermore, using the discussion above, the latter also induces an isomorphism

Lie(φm,m,r) : L
+ ⊗OS = L+ ⊗ LieS(µpr)

∼−→ LieS(A∨
/S [p

r]◦) = LieS A∨
/S .

Therefore, using the identification Λ0 ⊗ Zp = L+ from Section 2.3.3, we conclude
that the tuple

(Am, φm,m,r, (Lie(φm,m,r)
∨, id))

lies in Er(S).
Let κ be any dominant weight of TH0 . For any r ≥ 1, this yields a map

(90) Ωκ,r :Mκ(Kr;R)→ V(Kp;R) .

which sends a modular form f ∈Mκ(Kr;R) to

(91) Ωκ,r(f)(A,φ) := lim←−
m

f(Am, φm,m,r,
(
Lie(φm,m,r)

∨, id
)
) ∈ lim←−

m

S/pmS = S .

The map Ωκ,r is injective by density of KrS/(Z/pZ) in KrSh/(Z/pZ). This follows

immediately from the fact that S1 is dense in
K
Shtor/(Z/pZ). Considering all dominant

weights κ, we define

Ωr :=
⊕

κ

Ωκ,r .

For R sufficiently large, one readily checks that the restriction of Ωκ,r toMκ(Kr, ψB ;R)
factors through the inclusion

Vκp(Kr, ψB ;R) →֒ V(Kp;R) ,

for any κp and ψB as in (89).
Hence, we obtain a map Ωκ,r :Mκ(Kr, ψB ;R)→ Vκp(Kr, ψB ;R), where κp is the

p-adic weight associated to κ as in (27).
In fact, the section f on KrSh

tor only needs to be defined on the ordinary locus
for the formula (91) to be well-defined. In other words, Ωκ,r naturally extends to a
map

Ωκ,r : H
0(KrSord/R, ωκ,r)→ Vκp(Kr;R) .

Conjecture 5.3. The space
(
lim−→
r

Ωr

(⊕

κ

H0(KrSord/R, ωκ,r)
))

[1/p] ∩ V(Kp;R)

is p-adically dense in V(Kp;R).

Remark 5.4. When P = B, this density result is a well-known result. See [Hid04,
Proposition 8.2, Theorem 8.3] or [EFMV18, Theorem 2.6.1].
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5.2.3. P -ordinary p-adic modular forms : scalar case. For w ∈ Σp and 1 ≤ j ≤ rw,
let tw,Dw(j) = t+w,Dw(j) ∈ G(Qp) be the matrix introduced in Section 2.2.2, see (15).

It is well-known that the double coset Irtw,Dw(j)Ir can be written as a disjoint
union of right cosets with representatives independent of r (for instance, see the
calculations in Section 6.1.1). Note that ∩r≥1I

GL
r = P uH(Zp), hence one can use

these same representatives for the double coset P uH(Zp)tw,Dw(j)P
u
H(Zp).

In [Hid04, 8.3.1], Hida demonstrates that uw,Dw(j) = P uH(Zp)tw,Dw(j)P
u
H(Zp) can

be interpreted as a correspondence on the Igusa tower. See [EHLS20, Section 2.9.5]
as well for further details. This naturally induces an action of uw,Dw(j) on V(Kp;R)
which stabilizes both Vcusp(Kp;R) and Vκp(Kp, ψB ;R). We set

uP,p =
∏

w∈Σp

rw∏

j=1

uw,Dw(j) and eP = eP,p = lim−→
n

un!P,p ,

and define the space of P -ordinary p-adic modular forms and cuspidal forms as

VP -ord(Kp;R) := ePVP -ord(Kp;R) and VP -ord,cusp(Kp;R) := ePVP -ord,cusp(Kp;R) ,

respectively. We have similar definitions when fixing a p-adic weight κp and a char-
acter ψB .

In Section 11, we use the following conjecture (which is known to hold when
P = B as in Remark 2.8) to compare p-adic and classical Eisenstein series.

Conjecture 5.5. Let κ be a very regular dominant weight and ψB be as in (89).
The restriction

ΩP -ord

κ,r : SP -ord

κ (Kr, ψB ;R)→ VP -ord,cusp
κp (Kr, ψB ;R)

of Ωκ,r to P -ordinary cusp forms is an isomorphism.

Remark 5.6. Although this is not the focus of this paper, the author expects
that one can weaken that assumption that κ is very regular for a condition that is
sensitive to our choice of P . In this setting, the assumption of being very regular
should be strong enough to hold for all choices of parabolic subgroups P .

5.2.4. Restrictions of p-adic forms. Let Pi be one of the PEL datum introduced in
Section 4.1.1–4.1.2, and let (Gi,Xi) be the associated Shimura datum. For 1 ≤ i ≤ 4,
fix a neat open compact subgroup Kp

i ⊂ Gi(A
p
f ) and assume that Kp

3 is contained

in both (Kp
1 ×Kp

2 ) ∩G3(Af ) and K
p
4 ∩G3(Af ). Then, we obtain restriction maps

Res3 : V(G4,K
p
4 ;R)→ V(G3,K

p
3 ;R)

and

Res1,2 : V(G1,K
p
1 ;R)⊗̂V(G2,K

p
2 ;R)→ V(G3,K

p
3 ;R)

induced by the embeddings in (84), where ⊗̂ is the complete tensor product of the
p-adic ring R. Note that Res3 is induced by restricting forms along γp ◦ ι3, see (85).
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5.2.5. Evaluation at ordinary points. Now, fix P = Pi for any 1 ≤ i ≤ 4 and set
(G,X) := (Gi,Xi). Let (J ′

0, h0) → (G,X) be the embedding of Shimura datum,
where J ′

0 is a torus, from [EHLS20, Section 2.3.2]. In particular, (J ′
0, h0) defines a

CM Shimura subvariety of Sh(J ′
0, h0) of Sh(G,X). Given a dominant weight κ of

TH0 and a level subgroup K = Kr ⊂ G(Af ), we obtain a restriction map

ResJ ′
0,h0

:Mκ(G,Kr;R)→Mκ((J
′
0, h0);R) ,

where the modular forms on (J ′
0, h0) are defined with respect to an appropriate level

subgroup.
As in [EHLS20, Section 3.2.4], we say that (J ′

0, h0) is ordinary if at the level of
points of moduli problems, the image of Sh(J ′

0, h0) → Sh(G,X) only consists of
ordinary abelian varieties (with extra structures). In this case, for all r ≥ m ≥ 0,
one can similarly define an Igusa variety Tr,m(J ′

0, h0) as in (83) for (J ′
0, h0).

The embedding of Shimura datum above similarly induces a map Tr,m(J ′
0, h0)→

Tr,m(G,X) on Igusa varieties, with the obvious notation. We write Vκp((G,X),Kp;R)
for the space of p-adic modular forms of weight κp, level K

p and coefficient R as-
sociated to (G,X). For the analogous space on (J ′

0, h0), we write Vκp((J ′
0, h0);R)

without specifying any level structure (note that there is no need to specify a para-
bolic subgroup in (87) as J ′

0 is a torus). As above, we obtain a restriction map

Resp,J ′
0,h0

: Vκp((G,X),Kp;R)→ Vκp((J ′
0, h0);R) .

As in Section 5.2.2, we obtain embeddings Ωκ,r for both (G,X) and (J ′
0, h0). To

distinguish both, we write Ωκ,r,G,X (resp. Ωκ,r,J ′
0,h0

) for the map (90) with respect

to G and X (resp. J ′
0 and h0)). Therefore, by definition, we obtain the following

proposition.

Proposition 5.7. Using the same notation as above, the following hold :

(i) The diagram

Mκ(G,Kr ;R) Vκp((G,X),Kp;R)

Mκ((J
′
0, h0);R) Vκp((J ′

0, h0);R)

Ωκ,r,G,X

ResJ′
0
,h0

Resp,J′
0
,h0

Ωκ,r,J′
0
,h0

is commutative
(ii) Let f ∈ VP -ord

κp ((G,X),Kp;R). Suppose that Resp,J ′
0,h0

(f) = 0 for every

ordinary CM pair (J ′
0, h0) mapping to (G,X). Then, f = 0.

Proof. The proof is identical to the one of [EHLS20, Proposition 3.2.5]. �

5.3. p-adic modular forms valued in locally algebraic representations. In
this section, we introduce a different notion of p-adic modular forms by considering
non-trivial vector bundles over the Igusa tower. The goal is to develop the necessary
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material to study Hida theory in the context of P -ordinary Hecke algebras acting
on P -ordinary automorphic representations.

In Section 8, we use the material discussed here and assume certain results (see
Conjectures 8.12 and 8.17), to describe the geometry of P -ordinary Hida families
of automorphic representations. Furthermore, in Section 12.1, we again rely on
these conjectures to adapt the formalism developed in [EHLS20, Section 7.4] to
our situation and construct a p-adic L-function from the Eisenstein measure of
Proposition 11.8.

5.3.1. Locally algebraic coefficient rings. Fix a weight dominant κ of TH0 and con-
sider the P -parallel lattice [κ] passing through κ as in (23). Similarly, fix a P -
nebentypus τ of level r and consider the P -nebentypus equivalence class [τ ] = [τ ]r
of τ . Fix a p-adic ring R as in Section 5.2 and further assume that R contains
inclp(Sr[τ ]).

Let Vκ andMτ be the LH(Zp)-representations over R associated to κ and τ (or
equivalently, to [κ] and [τ ]) respectively, as in Section 2.3.3. We view the R-module
HomR(Mτ , Vκ) as a locally algebraic representation of LH(Zp).

Let [κp, τ ] denote the trivial vector bundle over Tr,m/R associated to HomR(Mτ , Vκ).

We include “κp” in the notation here instead of κ to emphasize the fact that Vκ is
viewed as a representation of LH(Zp) (and not LH0(R)).

Define

Vr,m([κp, τ ];R) = H0(Tr,m/R , [κp, τ ])
and

Vcuspr,m ([κp, τ ];R) = H0(Tr,m/R , [κp, τ ](−Dr,m)) .

Definition 5.8. The space of p-adic modular forms (for G) of level Kp and coef-
ficient HomR(Mτ , Vκ) over R is defined as

V(Kp, [κp, τ ];R) = lim←−
m

lim−→
r

Vr,m([κp, τ ];R)P
u
H (Zp)

and its submodule of p-adic cuspidal forms is defined as

V(Kp, [κp, τ ];R)
cusp = lim←−

m

lim−→
r

Vcuspr,m ([κp, τ ];R)
PuH (Zp) .

Remark 5.9. The space V(Kp, [κp, τ ];R) agrees with V(Kp;R) exactly when κp
is a scalar weight and τ is a character.

These spaces are again naturally equipped with an action of LH(Zp) induced by
the action of PH(Zp) ⊂ H(Zp) on Igusa towers.

We view a p-adic modular form f ∈ V(Kp, [κp, τ ];R) as vector-valued. More
precisely, we view f as a functorial rule such that on each p-adic ring S over R,
a test object (A,φ) is assigned by f to an element of HomS(Mτ,S , Vκ,S), where
A = (Am)m ∈ lim←−m Sm(S) and φ = (φr,m) ∈ lim−→m

lim←−r Tr,m(S) with φr,m over Am
for all r ≫ 0.
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5.3.2. Classical to p-adic modular forms : locally algebraic case. One can adapt the
material of Section 5.2.2 for vector-valued p-adic modular forms as well. Indeed,
define

Vκp(Kp, τ ;R) := {f ∈ V (Kp, [κp, τ ];R) | l · f = ((τ ⊗ ρκp)(l))(f)} .

Using the fact that Lie(φ ◦ l)∨ = tl−1 ◦ Lie(φ)∨, for all l ∈ LH(Zp), as well as the
relation (25), one readily checks that given f ∈Mκ(Kr, τ ;R), the formula

(92) Θκ,τ (f)(A,φ) := lim←−
m

f(Am, φm,m,r,
(
Lie(φm,m,r)

∨, id
)
)

from (91) similarly yields an injective map

Θκ,τ :Mκ(Kr, τ ;R)→ Vκp(Kp, τ ;R) .

5.3.3. P -ordinary p-adic modular forms : locally algebraic case. As in Section 5.2.3,
for a p-adic domain R in which p is nonzero, this action stabilizes the image of Ωκ,τ ,
and given f ∈Mκ(Kr, τ ;R), we have

uw,Dw(j)Ωκ,τ (f) = κ′(tw,Dw(j))Uw,Dw(j)f ,

where κ′ = (κnorm)p is as in Section 2.8. In other words, these operators agree
with the operators denoted uw,Dw(j), for w ∈ Σp and 1 ≤ j ≤ rw, from Section 2.8.
In particular, the operator uw,Dw(j) on (vector-valued) p-adic modular forms only
depends on κ through the P -parallel lattice [κ].

Once more, we set

uP,p =
∏

w∈Σp

rw∏

j=1

uw,Dw(j) and eP = eP,p = lim−→
n

un!P,p ,

as operators on V(Kp, [κp, τ ];R). We define the space of P -ordinary p-adic modular
forms with coefficients HomR(Mτ , Vκ) over R as

VP -ord(Kp, [κ, τ ];R) := ePVP -ord(Kp, [κ, τ ];R) ,

and we have similar definitions for VP -ord,cusp(Kp, [κ, τ ];R), VP -ord
κp (Kp, τ ;R) and

VP -ord,cusp
κp (Kp, τ ;R).

Conjecture 5.10. Let κ be a very regular dominant weight. Let τ be a P -
nebentypus of level r ≥ 1. The restriction

Ωκ,τ : S
P -ord

κ (Kr, τ ;R)→ VP -ord,cusp
κp (Kp, τ ;R)

of Ωκ,τ to P -ordinary cusp forms is an isomorphism.
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5.4. Hecke operators on p-adic modular forms. Given g ∈ G(Apf ), the double

coset T (g) := [KgK] natural acts on the space of p-adic modular forms Vcusp(Kr;R).
Namely, one easily adapts (28) for test objects on the Igusa tower instead of the
classical Shimura variety.

Given f ∈ Mκ(Kr;R), we obviously have T (g)Ωκ,r(f) = Ωκ,r(T (g)f). Moreover,
this extends to define an operator T (g) on the spaces Vcusp(Kr;R), V(Kp, [κp, τ ];R)
and Vcusp(Kp, [κp, τ ];R).

Furthermore, given a matrix t in the center ZP of LH(Zp) and f ∈Mκ(Kr, τ ;R),

t · Ωκ,τ (f) = κ′(t)ωτ (t)f ,

where ωτ is the central character of τ . More generally, t ·Θκ,τ (f) = κ′(t)(t · f), for
all f ∈Mκ(Kr, [τ ];R).

Namely, we can again view the operator up(t) = up,κ(t) introduced in Section 2.8
as an endomorphism of V(Kp, [κp, τ ];R) via the natural action of P uH(Zp)tP

u
H(Zp) =

tP uH(Zp).
In Section 8, we study the Hecke algebras generated by the operators above and

the endomorphisms uw,Dw(j), for w ∈ Σp and 1 ≤ j ≤ rw. We use the compatibility
between these endomorphisms on classical forms and on p-adic forms on several
occasions implicitly.

Part II. Families of P -(anti-)ordinary automorphic representations.

6. Structure at p of P -(anti-)ordinary automorphic representations.

The main results of this section are Theorems 6.6 and 6.11. The idea is to describe
the space of P -ordinary vectors and P -anti-ordinary vectors via types.

We first study the case of G = G1. Then, taking into account the conventions set
in Section 4.1.3, all statements are adapted for G2 in Sections 6.3 and 6.4.

6.1. P -ordinary theory on G1. In what follows, we use the notation of Section
3.2 freely. In particular, we work with a cuspidal automorphic representation π for
G = G1 and write πp = µp ⊗

(
⊗w∈Σpπw

)
for its p-component.

Assume that π is holomorphic and that its weight κ satisfies the inequality :

(93) κσ,bσ + κσc,aσ ≥ n,∀σ ∈ ΣK .

6.1.1. Explicit coset representatives. To clarify arguments in later proofs, we now
describe explicit right coset representatives for UGL

w,Dw(j)
= [Iw,rtw,Dw(j)Iw,r]. For

simplicity, we only compute the right coset representatives when j ≤ tw. The
same conclusion applies for j > tw but writing down the matrices is simply more
cumbersome. The reader should keep in mind that tw only denotes an integer while
tw,Dw(j) denotes an element of GLn(Ow), see Remark 2.11.
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Fix j ≤ tw and write i = Dw(j) (making the dependence on j implicit). Fix a
uniformizer ̟ ∈ pw. Given any matrix X ∈ Iw,r, write it as

X =

(
A B
̟rC D

)

where A ∈ GLi(Ow), D ∈ GLi(Ow) and B ∈Mi×(n−i)(Ow) and C ∈M(n−i)×i(Ow).
Fix a set Sw of representatives in Ow for Ow/pOw. Let B′, B′′ ∈ Mi×(n−i)(Ow)

be the unique matrices such that B′ has entries in Sw and BD−1 = B′+pB′′. Then,
we have

X =

(
1j B′

0 1n−j

)(
A−̟rB′C pB′′D

̟rC ′ D

)
=: X ′X ′′

In particular, t−1
w,iX

′′tw,i is in Iw,r. Therefore,

Iw,rtw,iIw,r =
⊔

x∈Mj

xtw,iIw,r

where Mj ⊂ GLn(Kw) is the subset of matrices

(
1i B′

0 1n−i

)
such that the entries of

B′ are in Sw.
In particular, this set of representative does not depend on r and one obtains the

same result by replacing Iw,r with Nw = ∩rIw,r = P uw(Kw)∩GLn(Ow). As mentioned
above, one readily sees that the calculations above still apply for tw < j ≤ rw.

Let Vw be the Kw-vector space associated to πw. By continuity, its Nw-invariant

subspace V Nw
w is equal to ∪rV Iw,r

w .

Lemma 6.1. There is a decomposition V Nw
w = V Nw

w,inv ⊕ V Nw
w,nil such that, for 1 ≤

j ≤ rw, UGL
w,Dw(j)

is invertible on V Nw
w,inv and nilpotent on V Nw

w,nil. Moreover, UGL
w,Dw(j)

=

Iw,rtw,Dw(j)Iw,r acts as δPw(tDw(j))
−1tDw(j) on V

Nw
w,inv.

Proof. We keep writing i = Dw(j) in this proof and omit the subscript w in what
follows.

The first part is a consequence of the explanations in [Hid98, Section 5.2]. More-
over, [Hid98, Proposition 5.1] shows that the natural projection from V to its P -
Jacquet module VP induces an isomorphism V N

inv
∼= VP that is equivariant for the

action of all the UGL
i operators.

From our explicit computations above, it is clear that UGL
i acts on VP via |Mj |ti,

where |Mj | is the cardinality of Mj. To see this, simply note that given any x ∈Mj,

t−1
i xti ∈ P uw(Kw) fixes VP . Therefore, the result follows since Mj contains exactly

|p|−i(n−i)w = δP (ti)
−1 elements. �

It is clear from Lemma 6.1 that any Pw-ordinary vector φ ∈ V Nw
w lies in V Nw

w,inv

and πw(tw,Dw(j)) acts on φ via multiplication by

(94) κ′(t−1
w,Dw(j)

)δPw(tw,Dw(j))cw,Dw(j) ,
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where cw,Dw(j) is its u
GL
w,Dw(j)

-eigenvalue (a p-adic unit), and κ′ = (κnorm)p is related

to κ as in Section 2.8. In particular, φ is a simultaneous eigenvector under the action
of πw for all matrices tw,Dw(j) ∈ G(Qp).

6.1.2. Bernstein-Zelevinsky geometric lemma for Pw-ordinary representations. In
Section 6.1.3, we obtain results about the structure of the Pw-ordinary subspace
of πw via its relation to its Pw-Jacquet module, see the proof of Lemma 6.1. To
understand further the Pw-Jacquet module of πw, we use a version of the Bernstein-
Zelevinsky geometric lemma (see [Ren10, Section VI.5.1] or [Cas95, Theorem 6.3.5])
that is adapted to our setting, see Lemma 6.3. However, we first need to introduce
some notation.

Lemma 6.2. Let πw be a Pw-ordinary representation of Gw. There exists a par-
abolic subgroup Qw ⊂ Pw of Gw and a supercuspidal representation σw of Q such
that πw ⊂ ιGwQw σw.

Proof. The following is a minor modification of the proof of a theorem of Jacquet,
see [Cas95, Theorem 5.1.2]. We omit the subscript w to lighten the notation.

The fact that π is P -ordinary implies that rGP π 6= 0. By [Cas95, Theorem 3.3.1],
the latter is both admissible and finitely generated so it admits an irreducible ad-
missible quotient ρ as a representation of L.

By Frobenius reciprocity [Cas95, Theorem 2.4.1] and the irreducibility of π, it
follows that π ⊂ ιGP ρ. Then, it is a theorem of Jacquet [Cas95, Theorem 5.1.2]
that there exists a parabolic QL ⊂ L and a supercuspidal representation σ of its
Levi factor such that ρ ⊂ ιLQL σ. By transitivity of parabolic induction, the result
follows. �

Fix an embedding πw →֒ ιGwQw σw with the notation as in Lemma 6.2. Let Mw and
Quw denote the Levi factor and unipotent radical of Qw.

Moreover, let Bw denote the Borel subgroup of Gw corresponding to the trivial
partitions, as in Remark 2.8. Let Tw denote the Levi factor of Bw. In particular,
Tw is the maximal torus of Gw.

Let W be the Weyl group of Gw with respect to (Bw, Tw) and consider

W (Pw, Qw) = {x ∈W | x−1(Lw ∩Bw)x ⊂ Bw, x(Mw ∩Bw)x−1 ⊂ Bw} .

According to [Ren10, Section V.4.7], for each x ∈W (Pw, Qw), xPwx
−1 ∩Mw is a

parabolic subgroup of Mw with Levi factor equal to xLwx
−1 ∩Mw. Similarly, the

Levi factor of the parabolic subgroup Lw ∩ x−1Qwx ⊂ Lw is Lw ∩ x−1Mwx.
Denote the natural conjugation-by-x functor that sends a representation of xLx−1∩

Mw to a representation of Lw ∩ x−1Mwx by (·)x. Moreover, let W (Lw,Mw) be the
subset of x ∈ W (Pw, Qw) such that xLwx

−1 ∩Mw = Mw, and so Lw ∩ x−1Mwx =
x−1Mwx. Note that this does not imply that Lw ∩ x−1Qwx is equal to x−1Qwx but
rather that its Levi subgroup is x−1Mwx.
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The following is a version of [Cas95, Theorem 6.3.5] that is adapted to our setting
and notation.

Lemma 6.3. Let Qw ⊂ Pw denote standard parabolic subgroups of Gw as above
and let σw be an irreducible supercuspidal representation of Mw.

There exists a filtration, indexed by W (Lw,Mw), of r
Gw
Pw

ιGwQw σw as a representa-
tion of Lw such that the subquotient corresponding to x ∈ WLw is isomorphic to

ιLw
Lw∩x−1Qwx

σxw. One can order the filtration so that subquotient corresponding to

x = 1 is a subrepresentation.

Proof. As in the previous proofs, we drop the subscript w below.
The Bernstein-Zelevinsky geometric lemma (see [Ren10, Section VI.5.1]) states

that there exits a filtration of rGP ι
G
Q σ such that the corresponding graded pieces are

isomorphic to

ιLL∩x−1Qx

(
rMxPx−1∩M σ

)x

as x runs over all elements of W (P,Q). Moreover, one can order the filtration so
that the factor corresponding to σ (i.e. the graded piece corresponding to x = 1) is
a subrepresentation of rGP ι

G
Q σ.

Since σ is supercuspidal, the graded piece corresponding to x ∈ W (P,Q) is
nonzero if and only if xLx−1 ∩M = M , i.e. x ∈ W (L,M). For such an x, the
graded piece is clearly isomorphic to ιLL∩x−1Qx σ

x. �

6.1.3. Structure theorem for P -ordinary representations of G1. For simplicity, we
assume that πp satisfies the following hypothesis :

HYPOTHESIS 6.4. The parabolic subgroup Qw for πw from Lemma 6.2 is equal
to Pw for all w ∈ Σp. In particular σw is a supercuspidal representation of Lw.

Remark 6.5. This hypothesis is certainly restrictive in our context. For instance,
if πp is B-ordinary, then Lemma 6.2 implies that all local factors πw lie in a principal
series. Furthermore, if πp is B-ordinary (i.e. ordinary in the usual sense) then it
follows immediately from our definitions that it is also P -ordinary. Therefore, the
case Qw 6= Pw can certainly occurs.

One can argue that this is not a major issue since in the situation above, if πp is
B-ordinary than there is little interest in considering its structure as a P -ordinary
representation. One only obtains less information this way. However, if πp is a
general P -ordinary representation whose local factors πw lie in a principal series, it
is not necessarily true that πp is also B-ordinary. In general, if πp is P -ordinary
and the supercuspidal support of all πw is Qw, then πp might not be Q-ordinary,
where Q =

∏
wQw. Therefore, the hypothesis above restricts us to study certain

P -ordinary representations that are not Q-ordinary with respect to any smaller
parabolic B ⊂ Q ( P .

In subsequent work, the author plans to adapt the proof Theorem 6.6 to remove
this hypothesis.
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Theorem 6.6. Let π be a holomorphic P -ordinary representation as above satisfy-
ing Hypothesis 6.4 such that its weight κ satisfies Inequality (93). Let πw ⊂ ιGwPw σw
be its component at w ∈ Σp as above, a Pw-ordinary representation.

(i) For r ≫ 0, let φ, φ′ ∈ πIrw be Pw-ordinary vectors. Let ϕ and ϕ′ be their

respective image in ιGwPw σw. If φ 6= φ′, then ϕ(1) 6= ϕ′(1).

(ii) For r ≫ 0, let φ ∈ πIrw be a simultaneous eigenvector for the uw,Dw(j)-

operators that is not Pw-ordinary. Let ϕ be its image in ιGwPw σw. Then,

ϕ(1) = 0.
(iii) Let τw be a smooth irreducible representation of Lw(Ow). Assume there

exists an embedding τw →֒ σw over Lw(Ow). Let Xw be the vector space
associated to τw, viewed as a subspace of the one associated to σw.

Then, given α ∈ Xw, there exists some r≫ 0 such that τw factors through
Lw(Ow/prwOw) and some (necessarily unique) Pw-ordinary φr,α ∈ πIrw such

that ϕr,α(1) = α, where ϕr,α is the image of φr,α in ιGwPw σw. Furthermore,
the support of ϕr,α contains PwIw,r. The map α 7→ φr,α yields an embedding
of Lw(Ow)-representations

τw →֒ π(Pw-ord,r)w .

Proof. This proof is inspired by the one of [EHLS20, Lemma 8.3.2] which is itself
inspired by arguments in [Hid98, Section 5]. By abuse of notation, we will always
write L when we mean L(Kw). However, we still write L(Ow) when referring to its
maximal compact subgroup. From now on, we omit the subscript w in this proof.

From Lemma 6.1 (and its proof), we know the space of P -ordinary vector is

contained in V N
inv and prP : V → VP induces an isomorphism on V N

inv
∼−→ VP which

is equivariant for the action of L(O) and the uGL
D(j)-operators. Let sP : VP → V N

inv

denote its inverse.
Consider the natural inclusion V →֒ ιGP σ and the corresponding embedding VP →֒

(ιGP σ)P as representations of L, using the fact that the P -Jacquet module functor
is exact. Note here that we are using the unnormalized version of the P -Jacquet
functor (as opposed to the normalized rGP ).

Consider the filtration indexed by W (L,L) of (ιGP σ)P from Lemma 6.3. We use a
version with unnormalized P -Jacquet functor, hence the graded piece corresponding

to x ∈W (L,L) is isomorphic to σxδ
1/2
P .

First, we claim that prP maps any simultaneous eigenvector for the uD(j)-operators

whose eigenvalues are all p-adic units inside the subrepresentation σδ
1/2
P correspond-

ing to x = 1.
One readily checks that x ∈ W (P,P ) is in W (L,L) if and only if it simply

permutes the GLnk(Kw)-blocks of L of the same size. In particular, exactly one
such x ∈ W (L,L) acts trivially on the center Z(L) of L, namely x = 1, while any
other 1 6= x ∈W (L,L) stabilizes but acts non-trivially on Z(L).
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Using the explicit representatives from Section 6.1.1, one readily checks that the

operator uGL
D(j) acts on σ

xδ
1/2
P via multiplication by

βx(sj) := κ′(sj)δ
−1/2
P (sj)ω

x
σ(sj) =

∣∣κ′(sj)
∣∣−1

p
δ
−1/2
P (sj)ω

x
σ(sj)

where sj = tD(j), ωσ : Z(L) → C× is the central character of σ, and ωxσ(−) =

ωσ(x(−)x−1) is the central character of σx.
These βx define unramified characters of Z(L). The P -ordinarity assumption

implies that β1(sj) is a p-adic unit for all 1 ≤ j ≤ t + r and therefore β1(s) is a
p-adic unit for all s ∈ Z(L). We claim that given any x ∈W (L,L), the values of βx
on Z(L) are all p-adic units if and only if x = 1.

By recalling that δP and δB agree on Z(L) and proceeding exactly as in the proof
of [EHLS20, Lemma 8.3.2], one uses Inequality (93) to show that

θ = |κ′|−1δ
−1/2
P

is a regular character of Z(L) and βx satisfies the above property if and only if
θx = θ. By regularity, this only occurs when x = 1.

The argument above shows that under the natural map

(95) V N
inv →֒ V ։ VP →֒ (ιGP σ)P ,

the subspace of P -ordinary vector of V injects into the subrepresentation σδ
1/2
P of

(ιGP σ)P , as desired.

This map is exactly the composition of V N
inv

∼−→ VP with the map i : VP → σδ
1/2
P

corresponding under the Frobenius reciprocity to the inclusion v 7→ fv of V into
ιGP σ. In other words, this map is v 7→ fv(1). Therefore, a P -ordinary vector v ∈ V N

is uniquely determined by fv(1). This shows part (i).
For part (ii), pick a simultaneous eigenvector v ∈ V N

inv for the uGL
D(j)-operators that

is not P -ordinary. Then, as above, the composition V N
inv

∼−→ VP → σδ
1/2
P sends v to

fv(1). By equivariance of the action of the uGL
D(j)-operators on both sides, we must

have fv(1) = 0.
To show part (iii), consider α as an element of the vector space associated to σ,

which is also the one associated to σδ
1/2
P ⊂ VP . Let φ = sP (α) ∈ V N

inv. In particular,

φ ∈ πIr for some r ≫ 0. We may assume that r is sufficiently large so that τ factors
through L(O/prO).

Finally, since prP is equivariant under the action of the uGL
D(j)-operators and these

act on prP (φ) = α via multiplication by the p-adic unit β(sj), one concludes that φ
is P -ordinary. Proceeding as in the proof of part (i), we obtain ϕ(1) = prPφ = α,
where ϕ ∈ ιGP σ is the function corresponding to φ.

Therefore, φr,α := φ is the desired vector, necessarily unique by part (i). The last
statement holds because sP is L(Ow)-equivariant. �
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Remark 6.7. As a consequence of the proof for part (i) above, we see that πw is
Pw-ordinary (of level r ≫ 0) if and only if

(96) β(s) =
∣∣κ′(s)

∣∣−1

p
δ
−1/2
Pw

(s)ωσ(s)

is a p-adic unit for all s ∈ Z(Lw(Kw)). In other words, not all supercuspidal repre-
sentation σw can occur. Furthermore, when πw is Pw-ordinary (of level r ≫ 0), then
all Pw-ordinary vectors share the same uGL

w,Dw(j),κ
-eigenvalue, namely β(tw,Dw(j)).

Remark 6.8. We now view τw as as a representation of I0w,r via the identity

I0w,r/Iw,r = Lw(Ow/prwOw). Clearly, the embedding constructed in Theorem 6.6

(iii) is an embedding of I0w,r-representations.

This shows πw contains a cover of τw from Lw to I0w,r, in the sense of [BK98, BK99],

in its subspace πPw-ordw,r [τw] of Pw-ordinary vectors of type τw. However, we do not
use this point of view explicitly in this paper.

Recall that in Section 1.2.3, we fixed an “SZ-types” τw, namely a smooth irre-
ducible representation of Lw(Ow) such that σw|Lw(Ow) contains τw with multiplicity
one. Such a representation exists but is not necessarily unique.

We sometimes refer to τw as the SZ-type of πw. Let τ be the representation of
LP (Zp) corresponding to ⊗w∈Σpτw under the natural identification LP =

∏
w∈ΣpLw

induced by (62). We refer to τ as the (fixed choice of) SZ-type of πp.

Theorem 6.9. Let π be a holomorphic P -ordinary representation as above such
that its weight κ satisfies Inequality (93). Let τ be the SZ-type of πp. Then,

HomLP (Zp)(τ, π
(P -ord,r)
p )

is 1-dimensional for all r ≫ 0. In other words, π is of P -WLT (κ,Kr , τ) for all r ≫ 0,

the space π
(P -ord,τ)
p := π

(P -ord,r)
p [τ ] of P -ordinary vectors of type τ is independent of

r ≫ 0 and

dim
(
π(P -ord,τ)
p

)
= dim τ .

Proof. Fix w ∈ Σp and consider π
(Pw-ord,r)
w = ewπ

Iw,r
w for r ≫ 0. By Theorem 6.6

(iii), there is a natural isomorphism

HomLw(Ow)(τw, σw) = HomLw(Ow)(τw, π
(Pw-ord,r)
w [τw]) ,

where τw is any smooth irreducible representation of Lw(Ow). The result follows by
applying the above to τw = τw. �

6.2. P -anti-ordinary theory on G1. Let π be an anti-holomorphic cuspidal repre-
sentation on G = G1 of weight κ such that πKrf 6= 0. Recall that π is P -anti-ordinary

of level r if πw is Pw-anti-ordinary of level r, for all w ∈ Σp.
Recall that according to our conventions set in Section 1, given any representation

ρ, we denote its contragredient representation by ρ∨.
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Lemma 6.10. The representation πw is Pw-anti-ordinary of level r ≥ 0 if and only
if π∨w is Pw-ordinary of level r. In that case, πw is P -anti-ordinary of all level r ≫ 0.

Proof. This is a simple generalization of [EHLS20, Lemma 8.3.6 (i)]. The proof goes
through verbatim by replacing the pro-p Iwahori subgroup (also denoted Iw,r) by

IPw,w,r and only considering the Hecke operators uGL,−
w,Dw(j)

and uGL
w,Dw(j)

, for 1 ≤ j ≤
rw. The key part is that all these operators commute with one another. �

6.2.1. Conventions on contragredient pairings. Let σw be an admissible irreducible
supercuspidal representation of Lw(Kw). Its contragredient σ∨w is again an admissible
irreducible supercuspidal representation of Lw(Kw).

Let 〈·, ·〉σw : σw × σ∨w → C be the tautological pairing on a pair of contragredient
representations. Define

〈·, ·〉w : ιGwPw σw × ι
Gw
Pw

σ∨w → C

〈ϕ,ϕ∨〉w =

∫

Gw(Ow)
〈ϕ(k), ϕ∨(k)〉σwdk ,

a perfect Gw(Kw)-equivariant pairing. Here dk is the Haar measure on Gw(Ow)
that such that Vol(Gw(Ow)) = 1 with respect to dk. Then 〈·, ·〉w naturally identifies

ιGwPw σ
∨
w as the contragredient of ιGwPw σw.

Let πw be the constituent at w ∈ Σp of πp as above. From now on, we assume

πw is the unique irreducible quotient ιGwPw σw ։ πw. Equivalently, π∨w is the unique

irreducible subrepresentation π∨w →֒ ιGwPw σ
∨
w, see Remark 6.5. If one restricts the

second argument of 〈·, ·〉w to π∨w, then the first argument factors through πw. In
other words, 〈·, ·〉w induces the tautological pairing 〈·, ·〉πw : πw × π∨w → C and

〈φ, φ∨〉πw =

∫

Gw(Ow)
〈ϕ(k), ϕ∨(k)〉σwdk , ∀φ ∈ πw, φ∨ ∈ π∨w ,

where ϕ is any lift of φ and ϕ∨ is the image of φ∨.
Let (τw,Xw) be the SZ-type of σw, a representation of Lw(Ow). Then, its contra-

gredient (τ∨w ,X
∨
w) is the SZ-type of σ

∨
w. One can find Lw(Ow)-embeddings τw →֒ σw

and τ∨w →֒ σ∨w (both unique up to scalar) such that for all α ∈ Xw, α
∨ ∈ X∨

w,

〈α,α∨〉σw = 〈α,α∨〉τw .

More generally, upon restriction of σw and σ∨w to representations of Lw(Ow), there
are direct sum decompositions

σw =
⊕

τw

σw[τw] and σ∨w =
⊕

τw

σ∨w[τw]

where τw runs over all smooth irreducible representations of Lw(Ow) and the square
brackets [·] denote isotypic subspaces. The restriction of 〈·, ·〉σw to σw[τw]× σ∨w[τ′w]
is identically zero if τ′w 6∼= τ

∨
w. On the other hand, its restriction to σw[τw]× σ∨w[τ∨w]

is a perfect Lw(Ow)-invariant pairings.
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6.2.2. Structure theorem for P -anti-ordinary representations of G1.

Theorem 6.11. Let π be an anti-holomorphic P -anti-ordinary representation such
that its weight κ satisfies Inequality (93). Let w ∈ Σp and πw be a constituent of π, a
Pw-anti-ordinary representation of level r ≫ 0. Assume πw is the unique irreducible
quotient ιGwPw σw ։ πw for some supercuspidal σw and let (τw,Xw) be the SZ-type
of σw.

Given any α ∈ Xw, let ϕPw-a.ordw,r ∈ ιGwPw σw be the unique vector with support

PwIw,r such that ϕPw-a.ordw,r (1) = α and ϕPw-a.ordw,r is fixed by Iw,r.

Then, the image φPw-a.ordw,r ∈ πIw,rw of ϕPw-a.ordw,r is Pw-anti-ordinary of level r ≫ 0.
Furthermore, it satisfies :

(i) Let φ∨ ∈ π∨,Iw,rw and denote its image in ιGwPw σw by ϕ∨. Then,

〈φPw-a.ordw,r , φ∨〉πw = Vol(I0w,r)〈α,ϕ∨(1)〉σw
In particular, 〈φPw-a.ordw,r , φ∨〉πw 6= 0 if and ony if φ∨ is Pw-ordinary and

the component of ϕ∨(1) in σ∨w[τ
∨
w ] is non-zero.

(ii) The vector φPw-a.ordw,r lies in the τw-isotypic space of π
Iw,r
w . Moreover, any

other Pw-anti-ordinary vector of type τw is obtained as above for some other
choice α′ ∈ Xw.

(iii) One can pick different choices of α for each r′ ≥ r so that

(97)
∑

γ∈Iw,r/(I0w,r′∩Iw,r)

πw(γ)φ
Pw-a.ord
w,r′ = φPw-a.ordw,r

Proof. Write φw,r and ϕw,r instead of φPw-a.ordw,r and ϕPw-a.ordw,r respectively. We first
show that property (i) holds. By Lemma 6.10, π∨w is Pw-ordinary of level r. Write

π
∨,Iw,r
w =

A⊕

a=1

Va ,

where each Va is a simultaneous generalized eigenspace for the Hecke operators
uGL
w,Dw(j)

.

From the proof of Theorem 6.6 and the remark that follows, exactly one Va has
generalized eigenvalues that are all p-adic units. We may assume that this holds
true for V1. The exact eigenvalue of uGL

w,Dw(j)
is given by Equation (96), denote it

βw,Dw(j). For 1 < a ≤ A, at least one generalized eigenvalue for Va is not a p-adic
unit.

Given φ∨ ∈ π∨,Iw,rw , write it as a sum

φ∨ =

A∑

a=1

φ∨a ,
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with φ∨a ∈ Va. Let ϕ∨
a denote the images of φ∨a in ιGwPw σ

∨
w. Then,

〈φw,r, φ∨〉πw =

A∑

a=1

〈φw,r, φ∨a 〉πw =

A∑

a=1

∫

Gw(Ow)
〈ϕw,r(k), ϕ∨

a (k)〉σwdk

Recall that the support of ϕw,r is PwIw,r. Also, the intersection of PwIw,r with
Gw(Ow) is equal to I0w,r and by Theorem 6.6 (ii), ϕ∨

a (I
0
w,r) = 0 for all a 6= 1.

Therefore,

〈φw,r, φ∨〉πw =

∫

I0w,r

〈ϕw,r(k), ϕ∨
1 (k)〉σwdk

Since I0w,r = Lw(Ow)Iw,r and ϕPw-a.ordw,r , ϕ∨
1 are both fixed by Iw,r, one obtains

〈φw,r, φ∨〉πw =

∫

I0w,r

〈ϕw,r(1), ϕ∨
1 (1)〉σwdk = Vol(I0w,r)〈α,ϕ∨

1 (1)〉σw .

The desired relation holds by noting that ϕ∨
1 (1) = ϕ∨(1). The second part of

(i) follows immediately from the discussion about isotypic subspaces at the end of
Section 6.2.1.

As a consequence of property (i), we immediately obtain 〈φw,r, Va〉πw = 0 for all
a > 1. Furthermore, for all φ∨ ∈ V1, we have

〈uGL,−
w,Dw(j)

φw,r, φ
∨〉πw = 〈φw,r, uGL

w,Dw(j)
φ∨〉πw = βw,Dw(j)〈φw,r, φ∨〉πw .

By combining these two facts, we obtain

〈uGL,−
w,Dw(j)

φw,r, φ
∨〉πw = βw,Dw(j)〈φw,r, φ∨〉πw .

for all φ∨ in π
∨,Iw,r
w . In other words, φw,r is Pw-anti-ordinary.

Furthermore, note that the argument above implies that the subspace of Pw-anti-

ordinary vectors of type τw in π
Iw,r
w is dual to the subspace of Pw-ordinary vectors

of type τ∨w . From Theorem 6.6 (iii), they both have dimension dim τw = dim τ∨w .
In particular, the space generated by the action of Lw(Ow/prwOw) on φw,r, which

is of dimension dim τw, is exactly the subspace of Pw-anti-ordinary vectors of type τw.
Therefore, any other Pw-anti-ordinary vector φ′w,r of type τw is equal to πw(l)φw,r,
for some l ∈ Lw(Ow/prwOw). One readily sees that it obtained by picking α′ = τw(l)α
in Xw instead of α. This proves the second sentence of part (ii).

Finally, part (iii) follows immediately from the fact that the analogous properties
hold for ϕw,r. �

Keeping the assumption and notation of Theorem 6.11, fix a vector α ∈ Xw. From
Lemma 6.10, we know π∨w →֒ ιGwPw σ

∨
w is Pw-ordinary.

Let (τ∨w ,X
∨) be the SZ-type of π∨w and fix any α∨ ∈ X∨ such that 〈α,α∨〉τw = 1.

Let φ∨,Pw-ordw,r be the Pw-ordinary vector associated to α∨ obtained from Theorem
6.6 (iii).
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In fact, as r increases, one may pick compatible choices of α so that (97) holds
and compatible choices of α∨ such that 〈α,α∨〉τw = 1 for all r ≫ 0. Then, as a
consequence of Theorem 6.11 (i),

〈φPw-a.ordw,r , φ∨,Pw-ordw,r 〉w
Vol(I0w,r)

= 〈α,α∨〉σw = 〈α,α∨〉τw = 1

is independent of r≫ 0.
Furthermore, one readily obtains a result analogous to Theorem 6.9 from Theorem

6.11. Namely, let τ =
⊗

w∈Σp
τw be the SZ-type of πp, using the identification (62).

Corollary 6.12. Let π be an anti-holomorphic cuspidal representation of G of
weight κ. Suppose κ satisfies Inequality (93). Then, π is P -anti-ordinary if and
only if π∨ is P -ordinary.

In that case, assume π∨ satisfies Hypothesis 6.4 and let τ =
⊗

w∈Σp
τw be the SZ-

type of π. There exists a unique (up to the action of LP (Zp)) P -anti-ordinary vector

φP -a.ord
r of level r and type τ in π

IP,r
p . Furthermore, for each w ∈ Σp, there exists

Pw-ordinary vectors φPw-a.ordw,r of level r and type τw as in Theorem 6.11 such that,

under the identification πp = µp ⊗
⊗

w∈Σp
πw, we have φP -a.ord

r =
⊗

w∈Σp
φPw-a.ordw,r .

6.3. P -ordinary theory on G2. In this section, we proceed to compare the theory
of P -(anti-)ordinary representations on G1 and G2, where Gi is the unitary group
associated to the PEL datum Pi introduced in Section 4.1.1. We add a subscript
V (resp. −V ) in our notation whenever we want to emphasize that we are working
with G1 (resp. G2).

6.3.1. Comparison between representations of G1 and G2. Recall that there is a
canonical identification G1(A) = G2(A). Furthermore, the identification from iso-
morphism (5) remains the same for both G1 and G2. However, the opposite choices
of OK ⊗ Zp-lattices L

±
1 = L∓

2 introduce many changes in the notation.
For instance, under the identification G1(A) = G2(A), the group H0,−V = H0

for G1 corresponds to H0,−V (by switching the roles of Λ0 and Λ∨
0 .) However, the

identification from isomorphism (18) interchanges the role of σ ∈ ΣK and σc (where
c denotes complex conjugation).

Given a dominant weight κ of T1 := TH0,V , it is identified with a tuple (κ0, (κσ)σ)

where κ0 ∈ Z and κσ ∈ Zbσ . The torus T2 := TH0,−V is equal to T1 but the
corresponding isomorphism (18) for G2 identifies κ with (κ0, (κσc)σ). We denote the

latter by κ♭. In particular, κσc ∈ Zaσ = Zbσc and κ♭ is dominant with respect to
Bop
H0,−V

.

As explained in [EHLS20, Sections 6.2.1-6.2.2], if π is a cuspidal (anti-)holomorphic

automorphic representation for G1 of weight κ, then π
♭ = π∨⊗||ν||a(κ) (as in Section

4.2.3) is naturally a cuspidal (anti-)holomorphic automorphic representation for G2

of weight κ♭.
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Furthermore, by choosing the same partitions dw introduced in Section 2.2.2, the
parabolic subgroup Pw ⊂ GLn(Ow) for G1 corresponding to w ∈ Σp is replaced by
the opposite parabolic subgroups, which in our case is simply its transpose tPw ⊂
GLn(Ow), when working with G2. Similarly, P is replaced by tP and the (resp.
pro-p) P -Iwahori subgroup of level r is replaced by the (resp. pro-p) tP -Iwahori
subgroup of level r.

In particular, if πp ∼= µp ⊗
⊗

w∈Σp
πw is the identification obtained from (62) for

G1, the corresponding factorization on G2 induces

π♭p
∼= µ♭p ⊗

⊗

w∈Σp

π♭w ,

where π♭w = π∨w and µ♭p = µ−1
p |ν|

a(κ)
p , by definition of π♭.

6.3.2. Structure theorem for P -ordinary representations of G2. The discussion above
shows that πw is Pw-ordinary of level r≫ 0 (for G1) if and only if π♭w is Pw-ordinary
of level r ≫ 0 (for G2). As explained in Section 4.1.3, adapting the definitions for
P -ordinary theory from G1 to G2 requires to change Pw for tPw and the double

coset operators UGL
w,j for U ♭,GL

w,j = tIw,rt
−1
w,j

tIw,r.The analogue of Theorem 6.6 is the
following.

Lemma 6.13. Let π be an holomorphic cuspidal representation of G1. Suppose
its weight κ satisfies Inequality (93). Assume that πw is Pw-ordinary of level r ≫ 0

(for G1) and that it is the unique irreducible subrepresentation of ιGwPw σw for some

irreducible supercuspidal σw. Let (τw,Xw) be the SW-type of πw.

(i) The unique irreducible quotient of ιGwPw σ
∨
w is isomorphic to π♭w.

(ii) Let (τ∨w ,X
∨
w) be the contragredient of (τw,Xw), the BK-type of σ∨w. Consider

X∨
w as a subspace of the vector space associated to σ∨w, via a fix embedding

(unique up to scalar) τ∨w →֒ σ∨w.

For any α∨ ∈ X∨
w , let ϕ

♭
w ∈ ιGwPw σ∨w be the unique function with support

Pw
tIw,r (for all r ≫ 0) such that ϕ♭w(1) = α∨ and ϕ♭w is fixed by tIw,r (for

all r ≫ 0). Let φ♭w denote its image in π♭w.

Then, φ♭w is Pw-ordinary of type τ∨w = τ ♭w of level r ≫ 0. In particular,
π♭w is Pw-ordinary of level r≫ 0 (for G2).

This induces a natural isomorphism between τ ♭w and the subspace of π♭w
of Pw-ordinary vectors of type τ ♭w of level r ≫ 0. The latter is independent
of r≫ 0 and has dimension dim τ ♭w = dim τw.

Proof. Consider the composition of πw →֒ ιGwPw σw with the map (of vector spaces)

ιGwPw σw → ιGwtPw
σ∨w

φ 7→ φ∨(g) := φ(tg−1)
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Its image is π♭w = π∨w and the above realizes π♭w as the unique irreducible subrep-

resentation of ιGwtPw
σ∨w. In particular, all the consequences of Theorem 6.6 hold for

π♭w by replacing Pw by tPw and σw by σ∨w.

Given α∨ ∈ X∨
w as above, let φ∨w ∈ π

∨,Iw,r
w and ϕ∨

w ∈ ιGwtPw
σ∨w be the vectors

obtained from Theorem 6.6 (iii) associated to α∨. In particular, φ∨w is a Pw-ordinary
vector of type τ∨w and the subspace generated by the action of Lw(Ow) on φ∨w is
exactly the space of all Pw-ordinary vectors of type τ∨w . In particular, the latter is
independent of r ≫ 0 and isomorphic to τ∨w as a representation of Lw(Ow).

Lastly, consider the standard intertwining operator ιGwPw σ
∨
w → ιGwtPw

σ∨w. Its image

is π♭w, hence identifies π♭w as the unique irreducible quotient of ιGwPw σ
∨
w.

One readily checks that under this intertwining operator, the vector ϕ♭w ∈ ιGwPw σ∨w
described in the statement of the lemma maps to ϕ∨

w. Therefore, the desired prop-
erties for φ♭w can be verified through ϕ∨

w. �

6.4. P -anti-ordinary theory on G2. Going back to the discussion of Section 6.3,
we know that πw is Pw-anti-ordinary of level r ≫ 0 (for G1) if and only if π♭w is Pw-
anti-ordinary of level r ≫ 0 (for G2). As explained in Section 4.1.3, adapting the
definitions for P -anti-ordinary theory from G1 to G2 requires to change Pw for tPw
and the double coset operators UGL,−

w,j for U ♭,GL,−
w,j = tIw,rtw,j

tIw,r. The analogue of
Theorem 6.11 is the following.

Lemma 6.14. Let π be an anti-holomorphic cuspidal representation of G1. Sup-
pose its weight κ satisfies Inequality (93). Assume that πw is Pw-anti-ordinary of

level r ≫ 0 (for G1) and that it is the unique irreducible quotient of ιGwPw σw for some

irreducible supercuspidal σw. Let (τw,Xw) be the SZ-type of πw.

(i) The unique irreducible subrepresentation of ιGwPw σ
∨
w is isomorphic to π♭w.

(ii) Let (τ∨w ,X
∨
w) be the contragredient of (τw,Xw), the SZ-type of σ

∨
w. Consider

X∨
w as a subspace of the vector space associated to σ∨w, via a fix embedding

(unique up to scalar) τ∨w →֒ σ∨w.
For each r ≫ 0 and α ∈ X∨

w , there exists some unique Pw-anti-ordinary

φ♭w,r ∈ π♭,
tIr

w of type τ∨w and level r such that ϕ♭w,r(1) = α, where ϕ♭w,r is

the image of φ♭w,r in ιGwPw σ
∨
w, and the support of ϕ♭w,r contains Pw

tIw,r. In

particular, π♭w is Pw-anti-ordinary of level r ≫ 0 (for G2).

(iii) For r′ > r ≫ 0, one can choose α, α′ ∈ X∨
w such that the vectors φ♭w,r and

φ♭w,r′ corresponding to α and α′ respectively satisfy

∑

γ∈tIw,r/(tI0w,r′∩
tIw,r)

π♭w(γ)φ
♭
w,r′ = φ♭w,r
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Proof. As in the proof of Lemma 6.13, the map

ιGwtPw
σ∨w → ιGwPw σw

φ 7→ φ∨(g) := φ(tg−1) ,

realizes π♭w = π∨w as the unique irreducible quotient of ιGwtPw
σ∨w.

In particular, all the consequences of Theorem 6.11 hold for π♭w by replacing Pw
by tPw and σw by σ∨w. Given α ∈ X∨

w as above, let ϕ′
w,r ∈ ιGwtPw σ

∨
w be the vectors

obtained from Theorem 6.11 associated to α.
Furthermore, consider the standard intertwining operator ιGwtPw

σ∨w
∼−→ ιGwPw σ

∨
w. Its

image is both the unique irreducible quotient of ιGwtPw
σ∨w, namely π♭w, and the unique

irreducible subrepresentation of ιGwPw σ
∨
w. This proves part (i).

To conclude, let φ♭w,r (resp. ϕ♭w,r) be the image of ϕ′
w,r in π∨w (resp. ιGwPw σ

∨
w) via

this intertwining operator. The fact that φ♭w,r is tPw-anti-ordinary of type τ∨w and
level r follows from Theorem 6.11 (ii). Similarly, part (iii) follows from Theorem
6.11 (iii) (upon making the appropriate adjustments between G1 and G2). The
properties of ϕ′

w,r are obtained from an easy computation using the definition of

ϕ′
w,r and the exact formula for the intertwining operator above. �

7. Explicit choice of P -(anti-)ordinary vectors.

In what follows, we freely use the notation from Sections 3.1.1 and 3.1.3. In
particular, let π = π∞⊗πf be a cuspidal automorphic representation for G1 of level
K ⊂ G1(Af ) and unramified away from S = S(Kp) and p, and let π∨ denote its
contragredient.

The goal of this section is to single out a set of test vectors in a P -anti-ordinary
anti-holomorphic cuspidal automorphic representation π on G1. Our strategy is to
construct local test vectors ϕl ∈ πl for all places l of Q and consider ϕ = ⊗lϕl ∈ π
via (59).

Then, we use the involutions in Section 4.2 to obtain a compatible space of test
vectors for π♭ on G2. Recall that π♭ is defined as a twist of π∨, hence it suffices
specify a space of test vectors in π∨.

Throughout this section, we assume that π is anti-holomorphic of a certain weight
κ, hence πf (and π♭f ) is defined over some number field E(π), see Remark 3.2. Recall

that we always assume that E(π) contains K′. We further assume that π (resp. π♭)
is P -anti-ordinary of level r ≫ 0 for G1 (resp. for G2).

We work with the G(Ql)-equivariant perfect pairing 〈·, ·〉πl : πl×π∨l → C, for each
place l ≤ ∞ of Q, as in Section 3.1.3.

Remark 7.1. Using the involution F∞ from Section 4.2.2, this leads to test vectors
for holomorphic, P -ordinary cuspidal automorphic representations.

7.1. Local test vectors at places away from p and ∞.
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7.1.1. Local test vectors at unramified places. For each finite prime l /∈ S∪{p}, we fix
E(π)-rational Kl-spherical vectors ϕl,0 ∈ πl and ϕ∨

l,0 ∈ π∨l such that 〈ϕl,0, ϕ∨
l,0〉πl = 1,

as in Section 3.1.3.

7.1.2. Local test vectors at ramified places. On the other hand, the choice of local
test vectors at l ∈ S is non-canonical. We adapt the same conventions as in [EHLS20,
Section 4.2.2].

Given l ∈ S, fix an arbitrary irreducible U1(Ql)-subrepresentation πl of πl. The
dual π∨l of πl occurs as an irreducible U1(Ql)-subrepresentation of π∨l . Furthermore,
the bilinear 〈·, ·〉πl : πl×π∨l → C induces a perfect U1(Ql)-equivariant pairing between
πl and π

∨
l , again denoted 〈·, ·〉πl .

Since U1 is the restriction of scalar of a reductive group from K+ to Q, we have
U1(Ql) =

∏
v|l U1,v, where the product is over the places v of K+ above l and U1,v is

the set of K+
v -points of a unitary group over K+. Similarly, we obtain

(98) πl
∼=
⊗

v|l

πv and π∨l
∼=
⊗

v|l

π∨v

for irreducible admissible representations πv and π∨v of U1,v.
Naturally, there are U1,v-equivariant perfect pairings 〈·, ·〉πv : πv × π∨v → C, iden-

tifying π∨v as the contragredient of πv, such that 〈·, ·〉πl =
∏
v|l〈·, ·〉πv .

Fix any nonzero vectors ϕv ∈ πv and ϕ∨
v ∈ π∨v such that 〈ϕv, ϕ∨

v 〉πv = 1. Our
choice of local test vectors ϕl ∈ πl and ϕ∨

l ∈ π∨l are

ϕl := ⊗v|lϕv and ϕ∨
l := ⊗v|lϕ∨

v ,

via (98). In Section 8.4.4, we restrict our attention slightly and choose an integral
structure for such local test vectors.

Remark 7.2. In Section 9.4, we use this naive choice of test vectors at l ∈ S
suffices to obtain non-zero constant local zeta integrals, essentially volume factors,
that are insensitive to the variation of π in a p-adic family. This approach is standard
in the literature, see [EHLS20, Section 4.2.2].

7.2. Local test vectors at p. In this section, we choose test vectors at p following
the strategy developed in [EHLS20, Section 4.3.4]. However, to generalize their
results, we need to work out various extra details due to the fact that spaces of
P -ordinary vectors are not 1-dimensional in general, see Theorem 6.11 and Lemma
6.14. The theory of types of P -(anti-)ordinary vectors here is used as a substitute
for the lack of “ordinary nebentypus”, see [EHLS20, Section 6.6.6], in the general
P -(anti-)ordinary setting.

7.2.1. Local representations over CM type at p. Let w ∈ Σp and set Gw := GLn(Kw).
As in Section 3.2, the isomorphisms (5) and (7) induce an identification G(Qp) =
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Q×
p ×

∏
w∈Σp

Gw as well as an isomorphism

(99) πp ∼= µp ⊗


⊗

w∈Σp

πw


 ,

where µp is some character of Qp and πw is an irreducible admissible representations
of Gw. Since π is P -anti-ordinary of level r ≫ 0, we know µp is unramified and

π
IP,r
p
∼=
⊗

w∈Σp

π
Iw,r
w 6= 0 .

Similarly, for the contragredient π∨ of π, we have

(100) π∨p
∼= µ−1

p ⊗


⊗

w∈Σp

π∨w




and (π∨w)
tIw,r 6= 0 for each w ∈ Σp. Note that π∨w = π♭w for each w ∈ Σp.

7.2.2. Compatibility of parabolic subgroups. For each w ∈ Σp and integer d ≥ 1, let
Gw(d) denote the algebraic group GL(d) over Ow = OKw . However, when d = n, we
still write Gw instead of Gw(n). Let (aw, bw) be the signature at w ∈ Σp associated
to the PEL datum P = P1, as in Section 2.1.

Proceeding as in Section 2.2.2, let Paw ⊂ Gw(aw), Pbw ⊂ Gw(bw) and Paw,bw ⊂ Gw
be the standard upper triangular parabolic subgroups associated to partitions

daw = (nw,1, . . . , nw,tw) ; dbw = (nw,tw+1, . . . , nw,rw) ; dw = (aw, bw)

of aw, bw and n, respectively. We also work with the parabolic subgroup Pw ⊂ Gw
constructed in (11). Note that Pw ⊂ Paw ,bw ⊂ Gw.

For any one of these parabolic subgroup P•, let L• denote its standard Levi
subgroup consisting of block-diagonal matrices (corresponding to the decomposition
defining P•). Similarly, consider the pro-p Iwahori subgroup I•,r of level r associated
to P• consisting of invertible matrices g (of the appropriate size) over Ow such that
g mod prw is in P u• (Ow/prwOw), see Definition 2.9 and (14).

Let K• = L•(Ow) and I0•,r = K•I•,r. Setting Kw,j = GLnw,j (Ow), we have

Kaw =

tw∏

j=1

Kw,j ; Kbw =

rw∏

j=tw+1

Kw,j ; Kw = Kaw ×Kbw ,

where the products take place in Gw(aw), Gw(bw) and Gw, respectively.

7.2.3. Compatibility of local representations. Since π is P -anti-ordinary, we may as-
sume (see Lemma 6.2, Lemma 6.10 and Section 6.2.1) that there exists an admissible
irreducible representation σw of Lw such that πw is the unique irreducible quotient
of ιGwPw σw. Equivalently, π

∨
w is the unique irreducible subrepresentation of ιGwPw σ

∨
w.

Remark 7.3. We do not assume that σw is supercuspidal.
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Write σw = ⊠
rw
j=1σw,j and consider the representations

σaw = ⊠
tw
j=1σw,j ; σbw = ⊠

rw
j=tw+1σw,j

of Law and Lbw . Let πaw and πbw be the unique irreducible quotients

(101) ι
Gw(aw)
Paw

σaw ։ πaw and ι
Gw(bw)

P op
bw

σbw ։ πbw ,

and set πaw,bw := πaw ⊠ πbw . Under the canonical isomorphism

(102) ιGwPw σw
∼−→ ιGwPaw,bw

(
ι
Gw(aw)×Gw(bw)

Paw×P op
bw

σaw ⊠ σbw

)
,

given by φ 7→ (g 7→ (h 7→ φ(hg)), πw is the unique irreducible quotient

(103) ιGwPaw,bw
(πaw,bw) ։ πw .

7.2.4. Conventions on local pairings above p. In this section, we refine the con-
ventions on pairings set in Section 6.2.1 to local places above p. This follows the
approach of [EHLS20, Section 4.3.3].

Let 〈·, ·〉σw,j be the tautological pairing between σw,j and its contragredient σ∨w,j.

Then, define (·, ·)aw = ⊗twi=1〈·, ·〉σw,j so that

〈·, ·〉aw :
(
ι
Gw(aw)
Paw

σaw

)
×
(
ι
Gw(aw)
Paw

σ∨aw

)
→ C

〈ϕ,ϕ∨〉aw =

∫

Kaw

(ϕ(k), ϕ∨(k))awdk

is the perfect Gw(aw)-invariant pairing that identify the above pair as contragredient
representations. A similar logic applies for (·, ·)bw = ⊗rwi=tw+1〈·, ·〉σw,j and

〈·, ·〉bw :

(
ι
Gw(bw)

P op
bw

σbw

)
×
(
ι
Gw(bw)

P op
bw

σ∨bw

)
→ C

〈ϕ,ϕ∨〉bw =

∫

Kbw

(ϕ(k), ϕ∨(k))bwdk .

Taking the dual of the surjections in Equation (101) yields injections

(104) π∨aw →֒ ι
G(aw)
Paw

σ∨aw and π∨bw →֒ ι
G(bw)

P op
bw

σ∨bw

and restricting the second argument of 〈·, ·〉aw to π∨aw makes the first argument
of the pairing factor through πaw . It is identified with the tautological pairing
〈·, ·〉πaw : πaw × π∨aw → C. Again, a similar logic applies for 〈·, ·〉πbw : πbw ×π∨bw → C.

Let (·, ·)w = 〈·, ·〉πaw ⊗ 〈·, ·〉πbw . As above, it determines a pairing

〈·, ·〉w : ιGwPaw,bw
(πaw,bw)× ιGwPaw,bw

(
π∨aw,bw

)
→ C

as well as a pairing 〈·, ·〉w : πw × π∨w → C, using the dual π∨w →֒ ιGwPaw,bw

(
π∨aw,bw

)

induced from Equation (103).
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Remark 7.4. One may normalize these pairings so that 〈·, ·〉πp =
∏
w∈Σp

〈·, ·〉πw .
For any φ ∈ πw, φ∨ ∈ π∨w, if ϕ is a lift of φ and ϕ∨ is the image of φ∨, then

(105) 〈φ, φ∨〉πw =

∫

GLn(Ow)

(
ϕ(k), ϕ∨(k)

)
w
dk

7.2.5. Compatibility of test vectors. For each 1 ≤ j ≤ rw, let τw,j be a smooth (finite-
dimensional) irreducible representation of Kw,j. We assume that r is large enough
so that τw,j factors through GLnw,j (Ow/prwOw). Assume there exists an embedding
αw,j of τw,j in the restriction of σw,j as a representation of Kw,j.

Let αaw : τaw → σaw and αbw : τbw → σbw be the corresponding embeddings over
Kaw and Kbw respectively, where

τaw = ⊠
tw
j=1τw,j ; τbw = ⊠

rw
j=tw+1τw,j .

Remark 7.5. Implicitly, we think of τaw as the SZ-type of σaw , in the sense Section
1.2.3. In that case, there exists a unique such embedding αw,j (up to scalar) and The-
orem 6.11 is concerned about constructing a canonical lift of αaw to an embedding

of τaw into π
(Pw-a.ord,r)
aw . For now, Theorem 6.11 only deals with σaw supercuspidal.

However, in the following we proceed as if this theorem held for arbitrary admissible
σaw . In other words, we conjecture that we can omit the supercuspidal aHypothe-
sis 6.4 and proceed without comments. Note that similar statements can be made
about τbw and τw := τaw ⊠ τbw .

For each j = 1, . . . , rw, fix a vector φw,j in the image of αw,j and consider

(106) φ0aw :=

tw⊗

j=1

φw,j ; φ0bw :=

rw⊗

j=tw+1

φw,j

as vectors in the image of αaw and αbw respectively.

Remark 7.6. In Section 11, given local representations τw,j and σw,j as above, we
work with such local vectors with respect τw,j⊗ψw,j and σw,j⊗ψw,j, where ψw,j is a
finite-order character of Kw,j (viewing τw,j as fixed and ψw,j as varying). We always
assume that the corresponding test vectors in the image of αw,j ⊗ id are φw,j ⊗ 1,
i.e. essentially the “same” local vectors. See Remark 1.5.

Let ϕaw ∈ ι
Gw(aw)
Paw

σaw be the unique function fixed by Iaw ,r that has support

PawIaw ,r and

(107) ϕaw(γ) = σaw(γ)φ
0
aw = τaw(γ)φ

0
aw ,

for all γ ∈ I0aw ,r. Denote its image in πaw by φaw .

Remark 7.7. Here, we implicitly identify τaw with its image in σaw and as a
representation of I0aw,r that factors through I0aw ,r/Iaw ,r

∼= Law(Ow/prwOw). In what

follows, we similarly identify τbw (resp. τ∨aw , τ
∨
bw
) with its cover as a representation

of tI0bw,r (resp.
tI0aw,r, I

0
bw ,r

) contained in σbw (resp. σ∨aw , σ
∨
bw
).
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Let ϕbw ∈ ι
Gw(bw)

P op
bw

σbw be the unique function whose support is P op
bw

tIbw,r such

that

(108) ϕbw(γ) = τbw(γ)φ
0
bw ,

for all γ ∈ tI0bw,r. Let φbw denote its image in πbw .

Lastly, consider the unique function ϕw ∈ ιGwPw σw fixed by Iw,r whose support is
PwIw,r and

(109) ϕw(γ) = τw(γ)(φ
0
aw ⊗ φ0bw) ,

for all γ ∈ I0w,r, where τw = τaw ⊠ τbw . Here, we view τw as a I0w,r-subrepresentation
of σw, see Remark 7.7.

For our purposes, it is more convenient to work with the vector corresponding to
ϕw via the map ιGwPw σw → ιGwPaw,bw

πaw,bw induced by the maps in (101) and (102).

We denote this image by ϕw again, which should not cause any confusion since we
will only ever work with ϕw in ιGwPaw,bw

πaw,bw from now on.

One easily checks that the support of ϕw is Paw ,bwIw,r and

ϕw(γ) = τw(γ)(φaw ⊗ φbw) ,
for all γ ∈ I0w,r. Let φw be the image of ϕw in πw.

Remark 7.8. If σw is supercuspidal, for each w ∈ Σp, then φaw (resp. φbw , φw)
is a Paw -anti-ordinary (resp. tP bw -anti-ordinary, Pw-anti-ordinary) vector of level r
and type τaw (resp. τbw , τw) as in 6.11.

We now proceed similarly by constructing explicit vectors related to the contra-
gredient representations. Since σw,j is admissible, for j = 1, . . . , rw, we also have
an embedding α∨

w,j : τ∨w,j → σ∨w,j of Kw,j-representations. We identify the natural

contragredient pairing on τw,j × τ∨w,j with the restriction of 〈·, ·〉σw,j via their fixed

embedding in σw,j × σ∨w,j.

Remark 7.9. If τw,j is the SZ-type of σw,j as in Remark 7.5, then τ∨w,j is also

the SZ-type of σ∨w,j. In that case, such maps α∨
w,j again exist and are unique up to

scalar.

Fix a vector φ∨w,j ∈ σ∨w,j in the image of α∨
w,j such that 〈φw,j, φ∨w,j〉σw,j = 1 and

define

(110) φ∨,0aw :=

tw⊗

j=1

φ∨w,j ; φ∨,0bw
:=

rw⊗

j=tw+1

φ∨w,j

as vectors in σ∨aw and σ∨bw respectively.

Remark 7.10. As in Remark 7.6, if we replace τw,j by τw,j ⊗ ψ, for some finite-
order character ψw,j of Kw,j, then we always assume that the corresponding choice
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of local vector in the image of α∨
w,j ⊗ id is φ∨w,j ⊗ 1. Once again, see Remark 1.5 for

further details.

Assume there exists a vector φ∨aw in π∨aw fixed by tIaw ,r such that the support of

its image ϕ∨
aw in ι

Gw(aw)
Paw

σ∨aw contains Paw
tIaw ,r and that

(111) ϕ∨
aw(γ) = τ∨aw(γ)φ

∨,0
aw , ∀γ ∈ tI0aw ,r .

Similarly, assume there exists a vector φ∨bw in π∨bw fixed by Ibw,r such that the

support of its image ϕ∨
bw

in ι
Gw(bw)
Pbw

σ∨bw contains PbwIbw,r and that

(112) ϕ∨
bw(γ) = τ∨bw(γ)φ

∨,0
bw

, ∀γ ∈ I0bw,r .
Lastly, assume there exists a vector φ∨w in π∨w fixed by tIw,r such that the support

of its image ϕ∨
w in ιGwPaw,bw

π∨aw,bw contains Pw
tIw,r and that

(113) ϕ∨
w(γ) = τ∨w (γ)(φ

∨
aw ⊗ φ∨bw) , ∀γ ∈ tI0w,r .

Remark 7.11. As in Remark 7.8, assume that σw is supercuspidal for each w ∈ Σp.
In that case, Lemma 6.14 proves the existence of the vectors φ∨aw , φ

∨
bw

and φ∨w. In
the last case, we are implicitly using the isomorphism (102) to compare loc. cit.
with our notation here.

In particular, in that case φ∨aw (resp. φ∨bw , φ
∨
w) is

tP aw -anti-ordinary (resp. Pbw -

anti-ordinary, tPw-anti-ordinary) of type τ
∨
aw (resp. τ∨bw , τ

∨
w ) in the sense of Section

6.4.

7.2.6. Choice of P -anti-ordinary test vectors (and twists). Our choice of test vectors
at p is

(114) ϕp = 1⊗


⊗

w∈Σp

φw


 ∈ πp and ϕ∨

p = 1⊗


⊗

w∈Σp

φ∨w


 ∈ π∨p ,

via (99) and (100). By definition of π♭, ϕ∨
p naturally corresponds to some ϕ♭p ∈ π∨p .

Observe that for each w ∈ Σp, the construction of φw not only depends on the
choice of SZ-type τw,j of σw,j but also on the choice of nonzero vectors vw,j ∈ τw,v,
see (106).

Let π′ be some other anti-holomorphic P -anti-ordinary automorphic representa-
tion of G1, with SZ-type τ ′ at p. Let σ′w,j and τ ′w,j be the analogues for π′ of and
σw,j and τw,j for π, as in Section 7.2.3.

If τ ′ = τ ⊗ ψ for some character ψ of L(Zp), for instance if σw,j = σ′w,j ⊗ ψw,j
for some unramified character ψw,j of GLnw,j (Kw) (see conventions set in Section
1.2.3), then the vectors spaces for τw,j and τ

′
w,j are canonically identified.

We always assume that the vector ϕ′
p for π′p is obtained from the same choices of

vectors vw,j in this situation. We impose a similar convention for the dual vectors

ϕ∨
p ∈ π∨p and ϕ′,∨

p ∈ π′,∨p .
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7.2.7. Inner products between test vectors. Observe that the intersection of the sup-
port of ϕw with GLn(Ow) is Paw,bwIw,r ∩GLn(Ow) = I0aw ,bw,r. Therefore,

〈φw, φ∨w〉πw =

∫

I0aw,bw,r

(ϕw(k), ϕ
∨
w(k))aw ,bwd

×k ,

Write any k ∈ I0aw,bw,r as

k =

(
1 B
0 1

)(
A 0
0 D

)(
1 0
C 1

)

where A ∈ GLaw(Ow), D ∈ GLbw(Ow), B ∈Maw×bw(Ow) and C ∈ prwMbw×aw(Ow).
Since

(
1 B
0 1

)
is in Paw ,bw and

(
1 0
C 1

)
is in both Iw,r and

tIw,r, we see that

ϕw(k) = ϕw

((
A 0
0 D

))
= πaw(A)φaw ⊗ πbw(D)φbw

and

ϕ∨
w(k) = ϕ∨

w

((
A 0
0 D

))
= π∨aw(A)φ

∨
aw ⊗ π∨bw(D)φ∨bw ,

so we obtain

(115) 〈φw, φ∨w〉πw = Vol(I0aw ,bw,r)〈φaw , φ∨aw 〉πaw 〈φbw , φ∨bw〉πbw .

Similar arguments yield

(116) 〈φaw , φ∨aw〉πaw = Vol(I0Paw ,r)(φ
0
aw , φ

∨,0
aw )aw = Vol(I0Paw ,r)

and

(117) 〈φbw , φ∨bw〉πbw = Vol(I0Pbw ,r)(φ
0
bw , φ

∨,0
bw

)bw = Vol(I0Pbw ,r) ,

using the fact that (φ0w,j, φ
∨,0
w,j) = 1 for each 1 ≤ j ≤ rw. Ultimately, we obtain

(118) 〈φw, φ∨w〉πw = Vol(I0aw ,bw,r)Vol(I
0
Paw ,r

)Vol(I0Pbw ,r) = Vol(I0w,r) ,

which in particular is nonzero.

7.3. Local test vectors at ∞. In this section, we choose local test vectors for π∞
and π∨∞. This material is well-establish in the literature. The author redirects the
reader to [EHLS20, Section 4.4] for ample details.

7.3.1. Anti-holomorphic modules for G1. First consider G∗ = RK/QGU+(V, 〈·, ·〉),
where GU+(V, 〈·, ·〉) is the full unitary group associated to P = P1. We have

G∗(R) =
∏

σ∈Σ

Gσ ,

where Gσ = GU+(V )Kσ ≃ GU+(aσ, bσ). Here, we implicitly use the identification
between ΣK+ and Σ. Note that G(R) consists of the subgroup of elements (gσ)σ∈Σ
for which the similitude factors v(gσ) are independent of σ ∈ Σ.
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We view the map h introduced in Section 2.1 associated to P as a homomorphism

h =
∏

σ∈Σ

hσ : RC/R(Gm/C)→ G∗
R

whose image is contained in GR. Note that g = Lie(G(R))C = Lie(G∗(R))C = ⊕σgσ,
where gσ = Lie(Gσ).

Let U∞ = C(R) ⊂ G(R) be the stabilizer of h via conjugation, as in Section 2.6.1.
Then, π∞ and π∨∞ are both irreducible (g, U∞)-modules.

For each σ ∈ ΣK+ , let Uσ = U∞ ∩ Gσ and let K◦
σ ⊂ Uσ be its maximal compact

subgroup. One readily checks that Kσ is isomorphic to U(aσ)× U(bσ).
As in Section 2.6.3, the Harish-Chandra decomposition for gσ is

gσ = p−σ ⊕ kσ ⊕ p+σ ,

where p±σ is the (±1)-eigenspace of adhσ(
√
−1) on gσ and kσ is the 0-eigenspace. In

particular, kσ = Lie(Uσ) = zσ ⊕ Lie(K◦
σ), where zσ is the R-split center of gσ.

Recall that we assume that h is standard, see Hypothesis 2.1. This implies the
above decomposition is rational over σ(K) ⊂ C.

Furthermore, the fact that h is standard is equivalent to the existence of a specific
maximal rational torus T of G such that h factors through T →֒ G. See [EHLS20,

Section 2.3.2] for further details and the exact construction of T (denoted J
(n)
0 ). In

particular, (T, h) is a Shimura datum.
We decompose π∞ and π∨∞ as

π∞ =
⊗

σ∈Σ

πσ and π∨∞ =
⊗

σ∈Σ

π∨σ ,

for contragredient pairs of irreducible (gσ, Uσ)-modules πσ and π∨σ .
The fact that π∞ is anti-holomorphic (for G1) of weight κ = (κ0, (κσ)) implies

that for each σ ∈ Σ,

(119) πσ ∼= U(gσ)
⊗

U(kσ⊕p+σ )

Wκσ =: Dc(κσ) ,

where U(−) is the universal enveloping algebra functor, and Wκσ is the irreducible
representation of Uσ of highest weight κσ.

7.3.2. Anti-holomorphic modules for G2. If we consider π♭ as a representation of G2

instead of π as a representation of G1, all of the theory above remains the same.
However the roles of p+σ and p−σ are reversed.

One therefore obtains the isomorphism

(120) π♭σ
∼= U(gσ)

⊗

U(kσ⊕p−σ )

Wκ♭σ
= Dc(κ

♭
σ) ,

and it follows from our discussion in Section 4.2.2 that D(κσ) := Dc(κσ)
∨ ∼= Dc(κ

♭
σ)

as representations of U(aσ, bσ).



p-ADIC L-FUNCTIONS FOR P -ORDINARY FAMILIES 85

Furthermore, Dc(κσ) is isomorphic to the complex conjugate of Dc(κ
♭
σ) with re-

spect to the R-structure on gσ.

Remark 7.12. It is well-known that when the weight κ satisfies Inequality (93), i.e.
κ is strongly positive, then the modules Dc(κσ) and D(κσ) are the anti-holomorphic
and holomorphic discrete series representations of Gσ respectively. See [EHLS20,
Section 4.4.1].

7.3.3. Choice of anti-holomorphic test vectors. One refers to the subspaces 1⊗Wκσ

and 1⊗Wκ♭σ
as the minimal Uσ-type of Dc(κσ) and Dc(κ

♭
σ) respectively.

For each σ, let ϕκσ ,− ∈ πσ be a lowest-weight vector in the minimal Uσ-type of

Dc(κσ) and ϕ
♭
κ♭σ ,−

∈ π♭σ be a lowest-weight vector in the minimal Uσ-type of Dc(κ
♭
σ),

both unique up to scalar. We normalize them so that 〈ϕκσ ,−, ϕ♭κ♭σ ,−〉σ = 1.

Recall that we assume that the homorphism h associated to the PEL data P1 is
standard. In particular, ϕκσ ,− (resp. ϕ♭

κ♭σ,−
) is an eigenvector for Tσ of weight −κ

(resp. −κ♭σ). Here, Tσ ⊂ Gσ is the σ-component of T (R).
Our choice of local test vectors ϕ∞ and ϕ♭∞ are

(121) ϕ∞ = ⊗σϕκσ ,− and ϕ♭∞ = ⊗σϕ♭κ♭σ ,− .

8. P -(anti-)ordinary Hida families.

8.1. Hecke algebras for modular forms with respect to P .

8.1.1. (Anti-)holomorphic Hecke algebras. We now construct the Hecke algebra of
level Kr = IrK

p generated by Hecke operators at unramified places and at p. Let
S = S(Kp) as in Section 3.1.1.

Let R be a p-adic algebra over S0 = OK′,(p′), as in Section 5.2. Let TKr,κ,R denote
the R-subalgebra of EndC(Sκ(Kr;C)) generated by the operators

(i) T (g) = Tr(g), for all g ∈ G(AS,pf ),

(ii) uw,Dw(j) = uw,Dw(j),κ, for all w ∈ Σp, 1 ≤ j ≤ rw, and
(iii) up(t) = up,κ(t), for all t ∈ ZP .

In particular, TKr,κ,R is an algebra over R[ZP ], where ZP is the center of LP . In
fact, setting ZP,r = ZP /(1 + prZP ), then it is equivalently an algebra over R[ZP,r].

If R is also an S0[τ ]-algebra, we define TKr,κ,τ,R as the quotient algebra obtained
by restricting each operator to an endomorphism of Sκ(Kr, τ ;C). Finally, if R is
also an Sr[τ ]-algebra, we define TKr,κ,[τ ],R as the quotient algebra obtained upon
restriction to Sκ(Kr, [τ ];C), where we recall that [τ ] = [τ ]r denotes the equivalence
class of τ as a P -nebentypus of level r.

If R = S0, S0[τ ] or Sr[τ ], we omit R from the notation. Moreover, if r is clear
from the context or does not affect the argument, we omit Kr from the notation and
simply write Tκ,τ or Tκ,[τ ].
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Similarly, we define the Hecke algebra Td
Kr,κ,R

as we constructed TKr,κ,R above

but we replace Sκ(Kr;C) by Ŝκ(Kr;C), and each uw,Dw(j) by u
−
w,Dw(j)

, for all w ∈ Σp

and 1 ≤ j ≤ rw. Lastly, we define Td
Kr,κ,τ,R

(resp. Td
Kr,κ,[τ ],R

) analogously as a

subalgebra of EndC(Ŝκ(Kr, τ ;C)) (resp. EndC(Ŝκ(Kr, [τ ];C))).

For each of these Hecke algebras T?
•, we write T?,p

• for the subalgebra generated
by the operators Tr(g), g ∈ G(ASf ), i.e. by omitting the Hecke operators at p.

Remark 8.1. Implicitly, all of the above is stated for G = G1. The definitions for
G = G2 are identical, considering the conventions set in Section 4.2. If we want to
distinguish the two situations, we write T ?

V,• for G1 and T ?
−V,• for G2.

8.1.2. Hecke equivariance. Let ϕ ∈ H0
! (KrSh(V ), ωκ) and ϕ′ ∈ Hd

! (KrSh(V ), ωκD).
By definition of (49), one readily checks that

〈T (g)ϕ,ϕ′〉κ,Kr = 〈ϕ, T (g)dϕ′〉κ,Kr
and

〈uw,Dw(j),κϕ,ϕ′〉κ,Kr = 〈ϕ, u−w,Dw(j),κDϕ
′〉κ,Kr ,

for all g ∈ G(AS,pf ) and w ∈ Σp, 1 ≤ j ≤ rw, where T (g)d := ||ν(g)||a(κ)T (g−1).
Similarly, using notation from Section 4.2.4 and the isomorphism in Remark 4.9,

if ϕ♭ = F †(ϕ) ∈ Sκ♭(−V,K♭
r;R), we have

T (g)♭ϕ♭ = F †(T (g)ϕ) ; u♭w,Dw(j),κϕ
♭ = F †(uw,Dw(j),κϕ) ,

where T (g)♭ := T (g†) = T (g) and u♭w,Dw(j),κ := u−1
w,n,κ♭

uw,n−Dw(j),κ♭ .

We obtain the next result as a consequence.

Lemma 8.2. Let R ⊂ C be any subring.

(i) The map TKr,κ,R → Td
Kr,κD,R

induced by

T (g) 7→ T (g)d and uw,Dw(j),κ 7→ u−
w,Dw(j),κD

,

is an isomorphism.
(ii) The map in (i) induces an isomorphism TKr,κ,τ,R

∼−→ Td
Kr,κD,τ∨,R

.

(iii) The map TV,Kr,κ,R → T−V,K♭
r,κ

♭,R induced by

T (g) 7→ T (g)♭ and uw,Dw(j),κ 7→ u♭w,Dw(j),κ

is an isomorphism.
(iv) The map in (iii) induces an isomorphism TV,Kr,κ,τ,R

∼−→ Td
−V,K♭

r,κ
♭,τ ♭,R

.

We use the isomorphisms of Lemma 8.2 to view Ŝκ(Kr;R) and Sκ♭(−V,K♭
r;R)

(resp. Ŝκ(Kr, τ ;R) and Sκ♭(−V,K♭
r, τ

♭;R)) as modules over TKr,κ,R (resp. TKr,κ,τ,R).
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8.1.3. P -(anti-)ordinary Hecke algebras. Let TP -ord
Kr,κ,R

:= eκTKr,κ,R and TP -a.ord
Kr,κ,R

:=

e−κTKr,κ,R. We define TP -ord
Kr,κ,τ,R

, TP -ord
Kr,κ,[τ ],R

, TP -a.ord
Kr,κ,τ,R

and TP -a.ord
Kr,κ,[τ ],R

similarly.

Lemma 8.3. The isomorphism of Lemma 8.2 (i) induces an isomorphism

TP -ord

Kr,κ,R
∼−→ Td,P -a.ord

Kr,κD,R
.

Similarly, The isomorphism of Lemma 8.2 (iii) induces an isomorphism

TP -ord

V,Kr,κ,R
∼−→ TP -ord

−V,K♭
r,κ

♭,R
.

Remark 8.4. Similar isomorphisms exists for Hecke algebras associated to a (class
of) type but we omit the explicit statement.

Consequently, ŜP -a.ord
κ (Kr;R) (resp. Ŝ

P -a.ord
κ (Kr, τ ;R), Ŝ

P -a.ord
κ (Kr, [τ ];R)) has a

natural structure as a module over TP -ord
Kr,κ,R

(resp. TP -ord
Kr,κ,τ,R

, TP -ord
Kr,κ,[τ ],R

).

8.2. Lattices of holomorphic P -ordinary forms. Let π be a holomorphic cuspi-
dal automorphic representation on G of weight κ and levelK = Kr = KP,r = IP,rK

p,
for some r ≥ 0. In what follows, we use the notation of Section 3.1 without com-
ments.

In particular, we identify (πp,S)K
p,S

as a 1-dimensional C-vector space with a
natural E(π)-rational structure, see Remark 3.3.

Furthermore, we fix a choice of a highest weight vector ϕ∞ in π∞. By definition of
the weight of π, this is equivalent to the choice a nonzero vector in the 1-dimensional
C-vector space

H0(Ph,Kh;π∞ ⊗Wκ) .

Using the above and (38), we obtain an embedding

π
IP,r
p ⊗ πKSS →֒ Sκ(Kr;C) ,

over C, which is equivariant for the action of Tp
Kr,κ

.

Let λpπ be the character via which Tp
Kr,κ

acts on πKr , namely its action on

(πp,S)K
p,S

. Then the embedding above factors through

jπ : π
IP,r
p ⊗ πKsS →֒ Sκ(Kr;C)(π) ,

where Sκ(Kr;C)(π) denotes the λ
p
π-isotypic component of Sκ(Kr;C).

For the remainder of this article, we assume the following :

HYPOTHESIS 8.5 (Multiplicity one for π). For any holomorphic cuspidal au-
tomorphic representation π′ of weight κ such that (π′f )

Kr 6= 0, if π′ 6= π, then

λpπ′ 6= λpπ.

Remark 8.6. This is the same multiplicity one hypothesis as [EHLS20, Hypothesis
6.6.4]. See the comments below loc. cit to see the limitations of this hypothesis and
the cases where it is known to hold.
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Lemma 8.7. Let π, κ and Kr = KP,r be as above. Assume that π satisfies
Hypothesis 8.5. Then, the embedding jπ is an isomorphism.

To study this isomorphism further, assume that π is P -ordinary. Let (τ,Mτ ) is
the SZ-type of πp, as in Section 6.1.3. We assume r is large enough so that τ is a
P -nebentypus of level r.

It follows from Remark 6.7 that the Hecke operator uw,Dw(j) = uw,Dw(j),κ, for

w ∈ Σp and 1 ≤ j ≤ rw, acts as a scalar on π
(P -ord,r)
p [τ ], independent of r ≫ 0 and

our choice of SZ-type from Section 1.2.3. Hence, the character λpπ extends uniquely

to a character λπ of TKr,κ corresponding to its action on π
(P -ord,r)
p ⊗ πKSS , and λπ

factors through TP -ord
Kr,κ,τ,R

.

Let E(λπ) denote the smallest extension of E(π) also containing the values of λπ.
Let R(λπ) denote the localization of the ring of integers of E(λπ) at the maximal
ideal determined by inclp. One readily sees that λπ is R(λπ)-valued.

We always denote the residue field of R(λπ) by k(π), the reduction of λπ in k(π)
by λπ, and the p-adic completion of R(λπ) by Oπ. In particular, we view λπ as being
valued in a fixed algebraic closure of Fp = Z/pZ.

Let

ϕ◦ =

(⊗

l /∈S

ϕl,0

)
⊗ ϕ◦

S ⊗ ϕ∞ ⊗ ϕp ∈ H0(Ph,Kh;π
Kr ⊗Wκ) ,

where each local factor is a test vector for π chosen as in Section 7. In particular,

ϕp = ϕp,ι,v := ι(v) depends on the choice of an Lr-embedding ι : τ →֒ π
(P -ord,r)
p and

a nonzero vector v ∈ Mτ .
From (37), one readily sees that the (canonical) choice of test vectors away from

S ∪ {p} induces a map

(122) πIrp ⊗ πKSS → Sκ(Kr;C) ,

that is equivariant under the action of Tp
Kr,κ,τ

The above can be improved via (40) to incorporate our choice of ϕp as follows.
Following our discussion from Section 2.6.2, we can tensor this map by M∨

τ (and
apply P -ordinary projections), to obtain a map

(123) HomLr(τ, π
(P -ord,r)
p )⊗ πKSS →֒ SP -ord

κ (Kr, τ ;C)

that is equivariant under the action of TKr,κ,τ . Let f
◦ and F ◦ denote the image of

ϕp ⊗ ϕ◦
S and ι ⊗ ϕ◦

S via (122) and (123) respectively. Then, one readily sees that
F ◦(v) = f◦.

By definition of λπ, we in fact have a TKr,κ,τ -equivariant embedding

jπ : HomLr(τ, π
(P -ord,r)
p )⊗ πKSS →֒ SP -ord

κ (Kr, τ ;E(λπ))[λπ]⊗E(λπ) C ,

where [λπ] indicates the λπ-isotypic component.
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By Theorem 6.9, the space HomLr(τ, π
(P -ord,r)
p ) is 1-dimensional and ι corresponds

to a basis element. Therefore, the following is an immediate consequence of the above
together with Lemma 8.7.

Proposition 8.8. Let π, κ and Kr be as in Lemma 8.7. Let τ and ι be as above.
Suppose that π satisfies Hypothesis 8.5.

Let R ⊂ C be the localization of a finite extension of R(λπ) at the prime deter-
mined by inclp or the p-adic completion of such a ring. Let E = R[1/p]. Then, jπ
induces an isomorphism between

HomLr(τ, π
(P -ord,r)
p )⊗ πKSS = πKSS .

and SP -ord
κ (Kr, τ ;E)[λπ ]⊗E C.

Furthermore, let mπ ⊂ TKr,κ,τ,R be the kernel of the reduction of λπ modulo the

maximal ideal of R. Let SP -ord
κ (Kr, τ ;R)π denote the localization of SP -ord

κ (Kr, τ ;R)
at the maximal ideal mπ, and set

SP -ord

κ (Kr, τ ;R)[π] := SP -ord

κ (Kr, [τ ];R)π ∩ SP -ord

κ (Kr, τ ;E)[λπ ]

= SP -ord

κ (Kr, τ ;R)π ∩ SP -ord

κ (Kr, τ ;E)[λπ ] .

Then, jπ identifies SP -ord
κ (Kr, τ ;R)[π] with an R-lattice in πK

S

S .

To finish this section, we also identify SP -ord
κ (Kr, [τ ];R)π as a lattice in a space of

automorphic forms. To do so, we consider congruence between automorphic forms
modulo p.

Namely, define the set S(π, κ,Kr , [τ ]) as the collection of P -ordinary holomorphic
cuspidal automorphic representation π′ of P -WLT (κ,Kr, τ

′) such that [τ ]r = [τ ′]r
and λπ = λπ′ . Here, τ ′ is again chosen to be the SZ-type of π′.

In particular, for any π′ ∈ S(π, κ,Kr , τ), both λπ and λ′π both factor through
characters of TKr,κ,[τ ],R (for some sufficiently large ring R), and mπ = mπ′ .

Proposition 8.9. With notation as in Proposition 8.8, SP -ord
κ (Kr, [τ ];R)π is iden-

tified with an R-lattice in⊕

π′∈S(π,κ,Kr,[τ ])

HomLr(τ
′, π(P -ord,r)

p )⊕ (π′S)
KS =

⊕

π′∈S(π,κ,Kr,[τ ])

(π′S)
KS

via the map ⊕π′jπ′ .

8.3. Lattices of anti-holomorphic P -anti-ordinary forms. We now adjust the
theory above in the anti-holomorphic case for π♭ on G, where π is as in the previous
section. We keep our assumption that π satisfies Hypothesis 8.5, hence π♭ = π as
subspaces of A0(G), see Remark 4.7.

8.3.1. Lattices in π♭. Let

ϕ♭,◦ =

(⊗

l /∈S

ϕ♭l,0

)
⊗ ϕ♭,◦S ⊗ ϕ♭∞ ⊗ ϕ♭p ∈ Hd(Ph,Kh;π

♭,Kr ⊗WκD) ,
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where each local factor is a test vector for π♭ chosen as in Section 7. Again, ϕ♭p =

ι∨(v∨) depends on the choice of an Lr-embedding ι : τ∨ →֒ (π♭p)
(P -a.ord,r) and a

nonzero vector v∨ ∈ M∨
τ .

Similar to the holomorphic case, after fixing a basis of the 1-dimensional com-
plex vector space Hd(Ph,Kh;π

♭⊗WκD) and unramified local vectors, we obtain an
embedding

π♭,Irp ⊗ π♭,KSS →֒ Hd
κD(Kr,C) = Hd

! (KrSh(V ), ωκD) ,

via the identification (37).

Assume π is P -ordinary with SZ-type τ , or equivalently, that π♭ is P -anti-ordinary

with SZ-type τ ♭. Then, Td
Kr,κD,τ ♭

acts on (π♭p)
(P -a.ord,r)[τ ♭]⊗π♭,KSS via some character

λ♭π. We use Lemma 8.2 to view λ♭π as a character of TKr,κ,τ .

Remark 8.10. It follows from the definition of the isomorphism in Lemma 8.2 (ii)

that λ♭π = λπ as characters of TKr,κ,τ . In particular, the ring R(λπ) and its p-adic
completion Oπ defined in the previous section are the same when working with π or
π♭. Furthermore, the kernel of λ♭π is again the maximal mπ of TKr,κ,τ .

Again, the map above further induces an embedding

jπ♭ : HomLr(τ
♭, π♭,(P -a.ord,r)

p )⊗ π♭,KSS →֒ Ŝκ(Kr, τ ;E(λπ))[λπ]⊗E(λπ) C ,

using the identification (40), that is TKr,κ,τ -equivariant. From Corollary 6.12, we

know HomLr(τ
♭, π

♭,(P -a.ord,r)
p ) is 1-dimensional and ι∨ corresponds to a basis element.

Let R ⊂ C be any ring as in Prop 8.8, and let E = R[1/p]. Given any TKr,κ,τ,R-

module M , we again denote its λπ-isotypic (or equivalently, λ♭π-isotypic) component
by M [λπ] and its localization at mπ by Mπ. Moreover, we define

ŜP -a.ord
κ (Kr, τ ;R)[π] := ŜP -a.ord

κ (Kr, [τ ];R)π ∩ ŜP -a.ord
κ (Kr, τ ;E)[λπ ]

= ŜP -a.ord
κ (Kr, τ ;R)π ∩ ŜP -ord

κ (Kr, τ ;E)[λπ ]

Lemma 8.11. Let π be as above, R, and E be as above. Assume π satisfies
Hypothesis 8.5. Then,

(i) The embedding j♭π induces an isomorphism

π♭,KSS
∼−→ Ŝκ(Kr, τ ;E)[λπ ]⊗E C .

(ii) The isomorphism from part (i) identifies ŜP -a.ord
κ (Kr, τ ;R)[π] with an R-

lattice in π♭,KSS . Similarly, ŜP -a.ord
κ (Kr, [τ ];R)π with an R-lattices in
⊕

π′∈S(π,κ,Kr,[τ ])

(π′,♭S )KS

via the map ⊕π′j♭π′ .

(iii) The pairing 〈·, ·〉κ,Kr ,τ induces perfect TP -ord

Kr,κ,τ,R
-equivariant pairings

SP -ord

κ (Kr, τ ;R)[π] ⊗ ŜP -a.ord

κ (Kr, τ ;R)[π]→ R
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and the pairing 〈·, ·〉κ,Kr ,[τ ] induces perfect TP -ord

Kr,κ,[τ ],R
-equivariant pairings

SP -ord

κ (Kr, [τ ];R)π ⊗ ŜP -a.ord

κ (Kr, [τ ];R)π → R

8.4. Big Hecke algebra and P -anti-ordinary Hida families.

8.4.1. Independence of weights. Let R, κ, τ and Kr be as above. Consider the
algebra

lim←−
r

TP -ord
Kr,κ,[τ ],R

over ΛR := R[[ZP ]]. It follows from the discussion at the end of Section 5.4 that this
algebra can be viewed as a subquotient of EndR(VP -ord(Kp, [κp, τ ], R).

Conjecture 8.12. Let κ1 and κ2 be two dominant characters such that [κ1] = [κ2].
There is a canonical isomorphism

lim←−
r

TP -ord

Kr,κ1,[τ ],R
∼−→ lim←−

r

TP -ord

Kr,κ2,[τ ],R
.

From now on, we assume that this conjecture holds without comments. Further-
more, we write TP -ord

Kp,[κ,τ ],R instead of lim←−rT
P -ord
Kr,κ,[τ ],R

to emphasize the fact that this

algebra (conjecturally) only depends on the set [κ] of dominant weights obtained as
P -parallel shifts of κ.

Remark 8.13. When P = B as in Remark 2.8, this result holds and is due to
Hida, see [EHLS20, Theorem 7.1.1].

Recall that the normalized Serre pairing is stable under the trace map, see (51)
and (52). In particular, for τ of level r′ > r ≫ 0, we have a map

trKr/Kr′ : Ŝκ(Kr′ , [τ ];R)→ Ŝκ(Kr, [τ ];R) .

Therefore, the above induces natural maps

Td,P -a.ord
Kr′ ,κ

D,[τ∨],R
→ Td,P -a.ord

Kr,κD,[τ∨],R

that are compatible with the isomorphisms of Lemma 8.3 and the maps

TP -ord
Kr′ ,κ,[τ ],R

→ TP -ord
Kr,κ,[τ ],R

.

In other words, the algebra

Td,P -a.ord
Kp,[κD,τ∨],R

:= lim←−
r

Td,P -a.ord
Kr,κD,[τ∨],R

.

is well-defined and isomorphic to TP -ord
Kp,[κ,τ ],R via Lemma 8.3. In particular, Conjec-

ture 8.12 implies a similar independence of weight for Td,P -a.ord
Kp,[κD,τ∨],R

.
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8.4.2. Classical points of P -anti-ordinary families. Let Z◦
P denote the maximal pro-

p-subgroup of ZP . There exists a finite group ∆P ⊂ ZP of order prime-to-p such
that ZP = ∆P × Z◦

P .
For a p-adic ring R as in the previous section, let Λ◦

R ⊂ ΛR be the complete group
algebra associated to Z◦

P over R. We refer to W = SpecΛ◦
R as the weight space over

R (associated to the parabolic P ). The weight map is the structure homomorphism
Ω : Λ0

R → TP -ord
Kp,[κ,τ ],R sending t 7→ up(t) for all t ∈ Z◦

P .

Let κ, Kr and τ be as in the previous sections. Let κp be the p-adic weight cor-
responding to κ, viewed as an algebraic character of TH(Zp). Denote its restriction
to a character of ZP by κp again. Furthermore, let ωτ denote the central character
of τ , a finite order character of ZP .

Definition 8.14. We say that a homomorphism Λ◦
R → R is arithmetic if it is

induced by an R-valued character of ZP of the form κp · ωτ for some κ and τ as
above. We sometimes say that κp · ωτ is an arithmetic character of ZP .

Definition 8.15. Let λ : TP -ord
Kp,[κp,τ ],R

→ R× be a continuous character. We say

that λ is arithmetic if its composition λ ◦ Ω : Λ◦
R → R with the weight map is

arithmetic.

If we fix “base points” κ and τ of [κ] and [τ ] respectively, note that any arithmetic
character of Λ◦

R corresponds to a product of an algebraic character (κ + θ)p and
a finite-order character ωτ⊗ψ, for some P -parallel weight θ and some finite-order
character ψ of LH(Zp). Recall that we use additive notation for the binary operation
on the set of algebraic weights.

Furthermore, one readily sees that for all P -anti-ordinary automorphic representa-
tion π, the associated character λπ constructed in Section 8.3.1 is arithmetic, valued
in Oπ and factors through (TP -ord

Kp,[κ,τ ],Oπ
)mπ .

Definition 8.16. We say that an arithmetic character λ is classical if it arises as
λ = λπ for some π as above. If π is of P -anti-WLT (κ,Kr , τ), we say λ has weight
κ, level r ≫ 0 and P -nebentypus τ .

For any tame character ǫ of ZP , we write ΛR,ǫ (resp. Λ◦
R,ǫ) for the localization

of ΛR (resp. Λ◦
R) at the maximal ideal of ΛR (resp. Λ◦

R) defined by ǫ. Note that
the quotient map Λπ → Λπ/(mπ ∩Λπ) is the homomorphism induced by some tame
character of ZP .

Conjecture 8.17. Let R, κ, τ and Kr be as above, and assume Conjecture 8.12.

(i) For each tame character ǫ, the localization TP -ord

Kp,[κ,τ ],R,ǫ of the Hecke algebra

TP -ord

Kp,[κ,τ ],R at the maximal ideal defined by ǫ is finite free over Λ◦
R,ǫ.

(ii) Let κ be a P -very regular weight and let κp be the corresponding p-adic
weight of TH(Zp), as in (26). Let Iκ be the kernel of the homomorphism
Λ◦
P → R ⊂ Cp induced by the restriction of κp to Z◦

P . Then, the natural
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homomorphism

TP -ord

Kp,[κ,τ ],R
⊗ Λ◦

R/Iκ → TP -ord

Kr,κ,[τ ],R

is an isomorphism.

Remark 8.18. Again, when P = B as in Remark 2.8, this result holds and is due
to Hida, see [EHLS20, Theorem 7.2.1].

Now, let π be cuspidal automorphic representation of G = G1. Assume that π is
anti-holomorphic and P -anti-ordinary of anti-P -WLT (κ,Kr, τ). In particular, π♭

is holomorphic P -ordinary on G1, or equivalently, anti-holomorphic P -anti-ordinary
on G2. In what follows, we work with R = Oπ and set Λπ := ΛOπ = Oπ[[ZP ]],
Λ◦
π := Λ◦

Oπ
= Oπ[[Z◦

P ]].
Let λπ be the classical character, see Definition 8.16, of the Λπ-algebra TKp,[κ,τ ],Oπ

associated to π as in Section 8.3.
Denote the localization of TP -ord

Kp,[κ,τ ],Oπ
at mπ by T = Tπ. Similarly, denote the

localization of TP -ord
Kr,κ,[τ ],Oπ

at mπ by TKr,κ,[τ ],Oπ. We do not include the superscript

“P -ord” in the notation of the localized Hecke algebras T? as we do not ever consider
such localization of “non-P -ordinary” Hecke algebras in what follows.

Proposition 8.19. Assume Conjectures 8.12 and 8.17. Then,

(i) The Hecke algebra T is finite, free over Λ◦
π.

(ii) Let κ be a very regular weight and let κp be the corresponding p-adic
weight of TH(Zp), as in (26). Let Iκ be the kernel of the homomorphism
Λ◦
P → Oπ ⊂ Cp induced by the restriction of κp to Z◦

P . Then, the natural
homomorphism

T⊗ Λ◦
R/Iκ → TKr,κ,[τ ],Oπ

is an isomorphism.

Definition 8.20. The representation π, or more precisely the homomorphism λπ,
corresponds to an Oπ-valued point SpecTπ. We refer to Tπ as a P -anti-ordinary
Hida family associated to π.

Remark 8.21. Note that this Hida family is not an irreducible component of Tπ.
The p-adic L-function constructed in Section 12 is well-defined on all of SpecTπ.
This (connected) space is implicitly a branch corresponding to our choice of SZ-type
τ associated to π. However, the choice of τ does not affect the p-adic interpolation
formula of the p-adic L-function constructed in this paper. Namely, the reader
should note that expression at the end of Theorem 12.6 does not depend on τ .

Let π′ be an anti-holomorphic, P -anti-ordinary cuspidal automorphic representa-
tion of G = G1 of anti-P -WLT (κ′,Kr′ , τ

′). Assume that [κ′] = [κ] and [τ ′] = [τ ].
The canonical isomorphism provided by Conjecture 8.12 identifies the maximal

ideal mπ′ associated to π′ as a maximal ideal of TKp,[κ,τ ],R, for some Oπ-algebra R.
This allows us to generalize the set S(Kr, κ, [τ ], π) defined at the end of Section 8.2
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for other levels and weights, i.e. let

(124) S(Kr′ , κ
′, [τ ], π) := {π′ as above such that mπ′ = mπ} .

Similarly, let

(125) S(Kp, π) = S(Kp, [κ], [τ ], π) :=
⋃

r≥1

⋃

κ′∈[κ]

S(Kr′ , κ
′, [τ ], π) ,

hence a classical character corresponds to a point λ = λπ′ of SpecTπ, for some
representation π′ ∈ S(Kp, π).

The image of π′ ∈ S(Kp, π) in W is ωτ⊗ψ · (κp + θp). Implicitly, in what follows,
we view π as a choice of “base point” and π′ as a “shift” from π by ψ · θp.
Remark 8.22. Naturally, our constructions in the following sections do not de-
pend on the choice of a base point. However, this perspective of “shifting” (or
“twisting”) π by ψ · θp is useful to understand the construction of the P -ordinary
Eisenstein measure, see Proposition 11.8.

8.4.3. P -anti-ordinary vectors and minimal ramification. In what follows, we view

ŜP -a.ord
κ (Kr, [τ ];Oπ)π := HomOπ (S

P -a.ord
κ (Kr, [τ ];Oπ),Oπ)mπ

as a module over TKr,κ,[τ ],Oπ . Similarly, we view

ŜP -a.ord
κ (Kp, [τ ];Oπ)π := lim←−

r

ŜP -ord
κ (Kr, [τ ];Oπ)π

as a T-module.

HYPOTHESIS 8.23 (Gorenstein Hypothesis). Let T̂ denote the Λ◦
π-dual of T.

(i) The T-module T̂ is free of rank one. Fix an isomorphism Gπ : T
∼−→ T̂ of

T-modules.
(ii) The T-module ŜP -a.ord

κ (Kp, [τ ];Oπ)π is finite, free.

From now on, we always assume that the Gorenstein hypothesis above holds. We

fix any T-basis of ŜP -a.ord
κ (Kp, [τ ];Oπ)π and let Îπ denote the Oπ-lattice spanned by

this basis. In particular, we have an isomorphism

T⊗Oπ Îπ
∼−→ ŜP -a.ord

κ (Kp, [τ ];Oπ)π .
Assume that the weight κ of π is very regular. Then, the vertical control theorem

Proposition 8.19 (ii) implies that taking tensor with Λ◦
π/Iκ on both sides yields an

isomorphism

(126) TKr,κ,[τ ],Oπ ⊗ Îπ
∼−→ ŜP -a.ord

κ (Kr, [τ ];Oπ)π .
Similarly, the λπ-isotypic component TKr,κ,[τ ],Oπ [λπ] = TP -ord

Kr,κ,τ,Oπ
[λπ] is free of

rank 1 over Oπ, by the multiplicity one hypothesis 8.5. Hence, the identification
(126) also induces an isomorphism

Îπ
∼−→ (TKr,κ,[τ ],Oπ ⊗ Îπ)[λπ]

∼−→ ŜP -a.ord
κ (Kr, [τ ];Oπ)[λπ] ,
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and note that the last term is equal to ŜP -a.ord
κ (Kr, τ ;Oπ)[λπ].

Therefore, the isomorphism j♭π from Lemma 8.11 (i) induces an embedding
(127)

Îπ
∼−→ ŜP -a.ord

κ (Kr, τ ;Oπ)[λπ]
(j♭π)

−1

−֒−−−→ HomLr(τ
♭, π♭,(P -a.ord,r)

p )⊗ π♭,KSS = π♭,KSS .

For the dual picture, we map both sides of (126) to their quotients modulo ker(λπ)
and obtain

Îπ
∼−→ (TKr,κ,[τ ],Oπ/ ker(λπ))⊗ Îπ

∼−→ HomOπ(S
P -ord
κ (Kr, τ ;Oπ)[λπ],Oπ) .

Define Iπ as the Oπ-dual of Îπ. Then the above, together with the isomorphism
jπ from Lemma 8.7 (i), induces an embedding

(128) Iπ
∼−→ SP -ord

κ (Kr, τ ;Oπ)[λπ]
j−1
π−֒−→ HomLr(τ, π

(P -ord,r)
p )⊗ πKSS = πKSS .

Remark 8.24. Note that Iπ and Îπ only depend on mπ. Therefore, the embedding
(127) (resp. (128)) identifies a lattice of P -anti-ordinary (resp. P -ordinary) anti-

holomorphic (resp. holomorphic) automorphic forms shared by all (π′)♭ (resp. π′)
such that mπ = mπ′ as a maximal ideal of TP -ord

Kp,[κ,τ ],Oπ
.

In other words, the embedding (127) (resp. (128)) obtained by assuming the
Gorenstein Hypothesis 8.23 implies that the C-dimension of local representations at
ramified places of all (π′)♭ (resp. π′) as above is constant. This can therefore be
viewed as a certain minimality hypothesis on the behavior over the ramified places
of the P -ordinary Hida family associated to π.

The discussion above, together with Remark 8.24, proves the following propo-
sition (the analogue of [EHLS20, Proposition 7.3.5] in the context of P -ordinary
representations).

Proposition 8.25. Let π, r, κ and τ be as above. Let π′ ∈ S(π, κ′,Kr′ , [τ ]), for
some r′ ≥ 1 and some very regular weight κ′ such that [κ] = [κ′].

There is an isomorphism of TKr′ ,κ′,[τ ],Oπ-module

(129) TKr′ ,κ′,[τ ],Oπ ⊗ Îπ
∼−→ ŜP -a.ord

κ′ (Kr′ , [τ ];Oπ)π

such that for r′′ ≥ r′, the “change-of-level” diagram

TKr′′ ,κ′,[τ ],Oπ ⊗ Îπ ŜP -a.ord

κ′ (Kr′′ , [τ ];Oπ)π

TKr′ ,κ′,[τ ],Oπ ⊗ Îπ ŜP -a.ord

κ′ (Kr′ , [τ ];Oπ)π

∼

∼

commutes.
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Furthermore, tensoring (129) with TKr′ ,κ′,[τ ],Oπ/ ker(λπ′) over TKr′ ,κ′,[τ ],Oπ , i.e.
specializing this isomorphism at the Oπ-valued point λπ′ of TKr′ ,κ′,[τ ],Oπ correspond-

ing to π′, yields the commutative diagram

(TKr′ ,κ′,[τ ],Oπ/ ker(λπ′))⊗ Îπ HomOπ(S
P -ord

κ′ (Kr′ , τ ;Oπ)[λπ′ ],Oπ)

Oπ ⊗Oπ Îπ HomOπ(Iπ,Oπ)

∼

=

∼=

,

where the bottom map is the tautological identification of Îπ as the Oπ-dual of Iπ.
Observe that all of this section can be rephrased for G2. Namely, we can rewrite

all of the above for π♭ as an anti-holomorphic P -anti-ordinary automorphic repre-
sentation on G2. Then, considering the analogue of Hypothesis 8.23, we similarly
obtain an isomorphism

(130) Tπ♭ ⊗Oπ Îπ♭
∼−→ ŜP -a.ord

κ♭,−V (K♭,p, [τ ♭];Oπ)π♭ ,

of finite free Tπ♭-modules. Considering (78) and the isomorphism Tπ♭
∼= Tπ induced

from the second part of Lemma (8.3), we naturally identify Îπ♭ with Iπ.

8.4.4. Iπ and test vectors. Fix any ϕS ∈ πKSS and ϕ♭S ∈ π
♭,KS
S such that jπ(ϕS) ∈ Iπ

and j♭π(ϕ
♭
S) ∈ Îπ. Furthermore, let ϕl,0 ∈ πl and ϕ♭l,0 ∈ π♭l be local test vectors at l

for all finite places l /∈ S ∪ {p} of Q as well as ϕ∞ ∈ π∞ and ϕ♭∞ be local test vector
at ∞, as in Section 7.

Fix a basis ι of HomLP (τ, π
(P -a.ord,r)
p ) and a basis ι♭ of HomLP (τ

♭, π
♭,(P -a.ord,r)
p ).

For any v ∈ τ and v♭ ∈ τ ♭, let ϕp,v = ι(v) and ϕ♭
p,v♭

= ι♭(v♭). By definition,

(131) ϕ =


 ⊗

l /∈S∪{p}

ϕl,0


⊗ ϕp,v ⊗ ϕ∞ ⊗ ϕS

and

(132) ϕ♭ =


 ⊗

l /∈S∪{p}

ϕ♭l,0


⊗ ϕ♭p,v ⊗ ϕ♭∞ ⊗ ϕ♭S

are test vectors of π and π♭ respectively. By construction and (118), the inner

product between ϕ and ϕ♭ only depend on the choice of ϕS and ϕ♭S , i.e.

(133) 〈ϕ,ϕ♭〉 = C · Vol(I0P,r) · 〈ϕS , ϕ♭S〉S ,
where C is the constant from (61) and 〈·, ·〉S =

⊗
l∈S〈·, ·〉πl .

By abuse of terminology, we still refer to jπ(ϕS) and j♭π(ϕ
♭
S) as “test vectors”,

leaving the choice of basis of HomL(τ, π
(P -a.ord,r)
p and HomL(τ

♭, π
♭,(P -a.ord,r)
p implicit.



p-ADIC L-FUNCTIONS FOR P -ORDINARY FAMILIES 97

Let π′ ∈ S(Kr, κ, [τ ], π) be a P -anti-ordinary automorphic representation of P -

anti-WLT (κ,Kr, τ
′). Using Remarks 1.5 and 8.24, one readily sees that ϕv and ϕ♭v

similarly determine test vectors of π′ and π′,♭, which we again denote ϕv and ϕ♭v.
This yields embeddings

Iπ♭ = Îπ →֒ (π′S)
KS and Îπ♭ = Iπ →֒ (π′S)

♭,KS

into the subspaces of test vectors. Therefore, using Proposition 8.25, we identify

Îπ ⊗ Iπ = EndOπ(Îπ) = EndOπ(Iπ♭)

as the space of test vectors in π′S ⊗ π
′,♭
S , for all π′ ∈ S(Kp, π).

Part III. P -ordinary family of Siegel Eisenstein series

9. Siegel Eisenstein series for the doubling method.

Given any number field F/Q, we write |·|F for the standard absolute value on A×
F

(instead of |·|AF ). For F = Q, we keep writing A for AQ.

9.1. Siegel Eisenstein series.

9.1.1. Siegel parabolic. Let W = V ⊕ V , equipped with 〈·, ·〉W := 〈·, ·〉V ⊕ (−〈·, ·〉V ),
be the Hermitian vector space associated to G4. We work with G4 for most of what
follows, hence we set G := G4 in all of Section 9.

Consider the subspaces V d = {(x, x) ∈ W : x ∈ V } and Vd = {(x,−x) ∈ W : x ∈
V }. We identify both with V via projection on their first factor. The direct sum
W = Vd ⊕ V d is a polarization of 〈·, ·〉W .

Let PSgl ⊂ G denote the stabilizer of V d under the right-action of G, a maximal
Q-parabolic subgroup. Let M ⊂ PSgl denote the Levi subgroup that also stabilizes

Vd. The unipotent radical of PSgl is the subgroup N that fixes both V d and W/V d

and clearly, PSgl/N ∼= M . Furthermore, there is a canonical identification M
∼−→

GLK(V )×Gm via m 7→ (∆(m), ν(m)), where ∆ is the projection

PSgl → GLK(V
d) = GLK(V ) ,

whose inverse is given by (A,λ) 7→ diag(λ(A∗)−1, A), where A∗ = tAc.

9.1.2. Induced Representations. Let χ : K×\A×
K → C× be a unitary Hecke character.

It factors as χ =
⊗
w
χw, where w runs over all places of K. In later section, we assume

that χ is of type A0, i.e. we impose certain conditions on χ∞ =
⊗
w|∞

χw.

For convenience, define the character ∇ of PSgl(A) as

∇(−) =
∣∣NmK/K+ ◦det ◦∆(−)

∣∣
K+ · |ν(−)|−nK+ = |det ◦∆(−)|K · |ν(−)|

−n/2
K ,

where NmK/E is the usual norm homomorphism AK → AE. One readily checks that
G1(A), via its natural diagonal inclusion in G4(A), is in the kernel of ∇. Moreover,
the modulus character δSgl of PSgl(AQ) equals ∇n.
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Let s ∈ C, and define the smooth and normalized induction

(134) I(χ, s) = ι
G(A)
PSgl(A)

(
χ (det ◦∆(−)) · ∇(−)−s

)
.

This degenerate principal series is identical to the one in [EHLS20, Section 4.1.2].
It is also equal to the smooth, unnormalized parabolic induction

(135) I(χ, s) = Ind
G(A)
PSgl(A)

(
χ (det ◦∆(−)) · ∇(−)−s−n

2

)
,

and factors as a restricted tensor product of local induced representations

I(χ, s) =
⊗

v

Iv(χv, s) ,

where v runs over all places of Q and χv =
⊗
w|v

χw. The definition of Iv(χv, s) is

given by the obvious local analogue of (135) at v.

Remark 9.1. To compare with results in [Eis15] and [EL20], let us write sE and
sEL for the variable s appearing in the unnormalized parabolic induction functor for
these articles respectively. Then, the relations with our variable s are sE = s + n

2
and sEL = −s.

9.1.3. Siegel-Weil sections and Eisenstein series. Given a Siegel-Weil section f =
fχ,s of I(χ, s), one constructs the standard (nonnormalized) Eisenstein series

(136) Ef (g) =
∑

γ∈P (Q)\G(Q)

f(γg)

as a function on G(A). It converges on the half-plane Re(s) > n/2 and if f is right-
K-finite, for some maximal compact open subgroupK ⊂ G, it admits a meromorphic
continuation on C.

Remark 9.2. In the following sections, we choose explicit fv ∈ Iv(χv, s) for each
place v of Q. Our choices are parallel to the ones in [EHLS20, Section 4] and are
standard in the literature, especially at finite unramified places and at archimedean
places.

However, our choice of section at p requires several adjustments to construct
a Siegel Eisenstein series that interpolates properly p-adically along a P -ordinary
family.

The main difference is that the locally constant function µ in [EHLS20, Section
4.3.1], which is essentially the nebentypus of an ordinary cuspidal automorphic rep-
resentation, is replaced by a (matrix coefficient of a) type of a P -ordinary cuspidal
automorphic representations.
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9.1.4. Zeta integrals. Let f = fχ,s ∈ I(χ, s). Let π be any cuspidal automorphic
representation for G1 and let ϕ ∈ π and ϕ∨ ∈ π∨ be any vectors. The doubling
method consists of relating the Rankin-Selberg integral

I(ϕ,ϕ∨, f ;χ, s) :=

∫

Z3(A)G3(Q)\G3(A)
Ef (g1, g2)ϕ(g1)ϕ

∨(g2)χ
−1(det g2)d(g1, g2)

and relate it to the L-function associated to π and χ. In Section 12, we reinterpret
this integral algebraically as a pairing between a holomorphic modular form on G3

and a anti-holomorphic cusp form on G3. To do so, as explained in [GPSR87], we
use that for Re(s) large enough,

I(ϕ, ϕ̃, f ;χ, s) =

∫

U1(A)
fχ,s(u, 1)〈π(u)ϕ,ϕ∨〉πdu .

In the following sections, we choose some f for which this can be done. More
precisely, we construct f as a pure tensor f =

⊗
l fl over all places l of Q. Assuming

that π is P -anti-ordinary of P -anti-WLT (κ,Kr, τ), we construct these local Siegel-
Weil sections so that fp depends on χp and τ , f∞ depends on χ∞ and κ, and for all
finite prime l away from p, fl depends on K

p
r .

Assume ϕ and ϕ∨ are “pure tensors”, i.e. ϕ =
⊗

l ϕl and ϕ
∨ =

⊗
l ϕ

∨
l according

to the factorization (59), e.g. ϕ and ϕ∨ are test vectors as in Section 7.
Then

I(ϕ,ϕ∨, f ;χ, s) =
∏

l

Il(ϕl, ϕ
∨
l , fl;χl, s) · 〈ϕ,ϕ∨〉 ,

where

(137) Il(ϕl, ϕ
∨
l , fl;χl, s) =

∫
U1,l

fχ,s,l(u, 1)〈πl(u)ϕl, ϕ∨
l 〉πldu

〈ϕl, ϕ∨
l 〉πl

,

for any place l of Q. Let Zl denote the numerator of the fraction on the right-hand
side of (137). We compute each zeta integral Zl individually (by factoring it over
places of K+ above l), in Section 10.

9.2. Local Siegel-Weil section at p. For each places w ∈ Σp of K, fix an isomor-
phism Kw = Kw. Then, the identification (5) for G4 induces an identification of
PSgl(Qp) with Q×

p ×
∏
w∈Σp

Pn(Kw), where Pn ⊂ GLK(W ) is the parabolic subgroup

stabilizing V d.
Let χp = ⊗w|pχw and, given s ∈ C, view χp · |−|−sp as a character of PSgl(Qp).

One readily checks that its restriction to
∏
w∈Σp

Pn(Kw) corresponds to the product

over w ∈ Σp of the characters ψw,s : Pn(Kw)→ C× defined as

ψw,s

((
A B
0 D

))
= χw(detD)χw(detA

−1) ·
∣∣detA−1D

∣∣−s
w

,

by writing element of Pn according to the direct sum decomposition W = Vd ⊕ V d.
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LetWw =W⊗KKw and choose any fw,s ∈ ιGLKw (Ww)

Pn(Kw)
ψw,s, for each w ∈ Σ. Then,

it is clear that the section

(138) fp(g) = fp,χ,s(g) := |ν|
(s+n

2
)n
2

p

∏

w∈Σp

fw,s(gw) , g = (ν, (gw)w) ∈ G(Qp) ,

is in Ip(χp, s).

Remark 9.3. The strategy below is to construct such fw,s = fΦww,s , and hence
fp = fp, from a specific Schwartz function Φw = Φτww (that depends on the type
τw), see (147). This approach is already used in [Eis15, Section 2.2.8] and [EHLS20,
Section 4.3.1]. In fact, our argument owes a great deal to their work and the details
they carefully provide.

The novelty here is that we associate Schwartz functions to finite dimensional
representations (namely the SZ types from Section 1.2.3), instead of characters.

9.2.1. Locally Constant Matrix Coefficients. In what follows, we use the notation of
Section 7.2 freely. Let χw,1 := χw and χw,2 := χ−1

w . Increasing the level r of the
SZ-types τ and τ∨ at p if necessary, we assume that the following inequality holds :

(139) r ≥ max(1, ordw(cond(χw,1)), ordw(cond(χw,2))) ,

for each w ∈ Σp. In what follows, we consider χw,1 and χw,2 as characters of general
linear groups of any rank via composition with the determinant without comment.

Let µ′w,j : Kw,j → C be the matrix coefficient defined as

µ′w,j(X) =

{
〈φw,j, τ∨w,j(X)φ∨w,j〉σw,j , if j = 1, . . . , tw,

〈τw,j(X)φw,j , φ
∨
w,j〉σw,j , if j = tw + 1, . . . , rw.

Remark 9.4. We do not make the choice of φw,j and φ∨w,j (see (106) and (110))

explicit in our notation for µ′w,j. See Remark 9.9 below for further details.

The products µ′aw =
⊗tw

j=1 µ
′
w,j and µ′bw =

⊗rw
j=tw+1 µ

′
w,j on Kaw and Kbw , re-

spectively, are the matrix coefficients

µ′aw(X) = (φ0aw , τ
∨
aw(X)φ∨,0aw )aw ; µ′bw(X) = (τbw(X)φ0bw , φ

∨,0
bw

)bw

of τ̃aw and τbw respectively.
We now consider µ′aw as a locally constant function on Maw(Kw) supported on

X
(1)
w := tI0aw ,rI

0
aw ,r. More precisely, one readily verifies that given X ∈ X

(1)
w and any

tγ1, γ2 ∈ I0aw,r such that X = γ1γ2, then

(140) µ′aw(X) := (τaw(γ
−1
1 )φ0aw , τ

∨
aw(γ2)φ

∨,0
aw )aw
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is well-defined. Indeed, given tγ′1, γ
′
2 ∈ I0aw,r such that X = γ1γ2 = γ′1γ

′
2, we have

(τaw(γ
−1
1 )φ0aw , τ

∨
aw(γ2)φ

∨,0
aw )aw = (τaw(γ2(γ

′
2)

−1)τaw((γ
′
1)

−1)φ0aw , τ
∨
aw(γ2)φ

∨,0
aw )aw

= (τaw((γ
′
1)

−1)φ0aw , τ
∨
aw(γ

′
2γ

−1
2 )τ∨aw(γ2)φ

∨,0
aw )aw

= (τaw((γ
′
1)

−1)φ0aw , τ
∨
aw(γ

′
2)φ

∨,0
aw )aw

where the first and second equality holds since γ−1
1 γ′1 = γ2(γ

′
2)

−1 modulo prw lies in
Law(Ow/prwOw).

Similarly, we extend µ′bw to a locally constant function on Mbw(Kw) supported on

X
(4)
w := tI0bw ,rI

0
bw,r

via

(141) µ′bw(X) := (τbw(γ2)φ
0
bw , τ

∨
bw(γ

−1
1 )φ∨,0bw

)bw ,

where X ∈ X
(4)
w and tγ1, γ2 ∈ I0bw,r are any elements such that X = γ1γ2.

Let µaw(A) := χ−1
2,wµ

′
aw and µbw := χ1,wµ

′
bw
. Let Xw ⊂ Mn(Ow) be the set of

matrices

(
A B
C D

)
such that A ∈ X

(1)
w , B ∈ Maw×bw(Ow), C ∈ Mbw×aw(Ow) and

D ∈ X
(4)
w .

We define a locally constant function µw on Mn(Kw) supported on X via

(142) µw

((
A B
C D

))
= µaw(A)µbw(D) ,

for all

(
A B
C D

)
∈ Xw.

Observe that the set Xw contains the subgroup Gw = Gw(r) ⊂ GLn(Ow) con-
sisting of matrices whose terms below the (nw,j × nw,j)-blocks along the diagonal
are in prw and such that the upper right (aw × bw)-block is also in prw. Similarly, let
Gl,w = Gl,w(r) (resp. Gu,w = Gu,w(r)) be the largest subgroup of GLn(Ow) such
that Gl,w ∩ P udw = 1 (resp. Gl,w ∩ P u,opdw

= 1).

In particular, we have the natural decomposition Gw = Gl(I
0
aw ,r × I0bw,r)Gu. By

abuse of notation, given B ∈Maw×bw(Kw) or C ∈Mbw×aw(Kw), we sometimes write
B ∈ Gu,w or C ∈ Gl,w when we mean

(
1 B
0 1

)
∈ Gu,w or

(
1 0
C 1

)
∈ Gl,w .

9.2.2. Choice of Schwartz functions. Let Φ1,w :Mn(Kw)→ C be the locally constant
function supported on Gw such that

(143) Φ1,w(X) = µw(X)

for all X ∈ Gw. Furthermore, define the locally constant functions

(144) ν•(z) = χ−1
w,1χw,2µ•(z) ; φν•(z) = ν•(−z) ,

where • denotes aw, bw or w, and z is in the appropriate domain.
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Let Φ2,w :Mn(Qp)→ C be

(145) Φ2,w(x) = (νw)
∧(x) =

∫

Mn(Kw)
φνw(y)ew(tr(yx))dy

Remark 9.5. The definition of µw and its twist νw on Xw allows us to generalize
the function denoted φνv in [EHLS20, Section 4.3.1]. In loc. cit., the SZ-types are all
characters, in which case τ• is equal to µ

′
• (and there is no need to talk about types).

The “telescoping product” in the definition of φνv is simply a formula that expresses
the extension of these characters to I0• and tI0• simultaneously. Our alternative is to
use extensions of (matrix coefficients of) SZ-types such as in Equations (140), (141)
and (142).

Remark 9.6. This Fourier transform in the definition of Φ2,w is slightly different
than the one in [Eis15, Section 2.2.8] and [EHLS20, Section 4.3.1]. It is the same as
the one involved in the Godement-Jacquet functional equation [Jac79].

Lemma 9.7. Given X =

(
A B
C D

)
with A ∈ Maw×aw(Kw), B, tC ∈ Maw×bw(Kw)

and D ∈Mbw×bw(Kw), one can write

Φ2,w(X) = Φ(1)
w (A)Φ(2)

w (B)Φ(3)
w (C)Φ(4)

w (D)

with

Φ(2)
w = charMaw×bw (Ow), Φ(3)

w = charMbw×aw (Ow),

supp(Φ(1)
w ) ⊂ p−rw Maw×aw(Ow), supp(Φ(4)

w ) ⊂ p−rw Mbw×bw(Ow),

where r is as in Inequality (139).

Proof. The definitions of φνaw , φνbw and φνw immediately imply

Φ2,w(X) =

∫

Xw

φνw

((
α β
γ δ

))
ew(tr(αA+ βB + γC + δD))dαdβdγdδ

=

∫

X
(1)
w

φνaw (α) ew(tr(αA))dα

∫

X
(4)
w

φνbw (δ)ew(tr(δD))dδ

× charMaw×bw (Ow)(B) charMbw×aw (Ow)(C)

Then, we may conclude as in the proof of [EHLS20, Lemma 4.3.2 (ii)] by observing

Φ(1)
w (A) :=

∫

X
(1)
w

φνaw (α) ew(tr(αA))dα

= Vol(prwMaw(Ow))
∑

α∈X
(1)
w mod prw

φνaw (α) ew(trαA) charp−rw Maw (Ow)
(A) ,
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and

Φ(4)
w (D) :=

∫

X
(4)
w

φνbw (δ) ew(tr(δD))dδ

= Vol(prwMbw(Ow))
∑

δ∈X
(4)
w mod pr

φνbw (δ) ew(tr δD) charp−rw Mbw (Ow)
(D) .

�

Define the Schwartz function Φw :Mn×2n(Qp)→ C as

(146) Φw(X) = Φw(X1,X2) =
dim τw
Vol(Gw)

Φ1,w(−X1)Φ2,w(X2) .

Remark 9.8. In this section, the local type τw is fixed, hence we do not include
it in our notation. However, in Section 11, the type varies along a P -ordinary Hida
family. Therefore, we write µτww , ντww , Φτww and so on to emphasize the role of τw.

9.2.3. Construction of fw,s for w ∈ Σp. For each w ∈ Σp, write Vw = V ⊗K Kw and

use similar notation for Vd,w and V d
w . Consider the decomposition

HomKw(Vw,Ww) = HomKw(Vw, Vw,d)⊕HomKw(Vw, V
d
w), X = (X1,X2)

and its subspace

X := {X ∈ HomKw(Vw,Ww) | X(Vw) = V d
w} = {(0,X) | X : Vw

∼−→ V d
w}.

In fact, any X ∈ X can be viewed as an automorphism of Vw (by composing with
the identification of V d with V ) and hence, we identify X with GLKw(Vw). Let d

×X
be the Haar measure on the latter.

Furthermore, recall that we fixed an Ow-basis of L1,w in Section 2.2.1. This
provides a Kw-basis of Vw and, via their identification to V , a Kw-basis of Vd,w and

of V d
w . Hence, it also induces a Kw-basis of Ww = Vd,w ⊕ V d

w .

It identifies Isom(V d
w , Vw) with Isom(Vw,d, Vw), GLKw(Vw) with GLn(Kw), GLKw(Ww)

with GL2n(Kw), Pn(Kw) with the subgroup of GL2n(Kw) consisting of upper-triangular
n× n-block matrices, and HomKw(Vw,Ww) with Mn×2n(Qp)

Therefore, we now view the Schwartz function Φw :Mn×2n(Qp)→ C constructed
above as a function on HomKw(Vw,Ww). We define fw,s = fΦww,s = fΦw , an element

of ι
GL2n(Kw)
Pn(Kw)

ψw,s, as

(147) fΦw(g) = χ2,w(g) |det g|
n
2
+s

w

∫

X

Φw(Xg)χ
−1
w,1χw,2(X)|detX|n+2s

w d×X ,

as in [EHLS20, Equation (55)]. To emphasize the role of χp and τ in the construction

of the local Siegel-Weil section fp = fp,χ,s via (138) obtained from fΦw in (147), for
each w ∈ Σp, we sometimes denote it by

(148) fp(•) = fp(•; τ, χp, s) .
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Remark 9.9. In Section 11, we consider the section fp(•; τ⊗ψ,χp, s) as τ remains
fixed and ψ = ⊗ψw varies over finite-order characters of LP (Zp). Note that this
section depends on the choice of local vectors φw,j and φ

∨
w,j, for w ∈ Σp and 1 ≤ j ≤

rw, with respect to τ ⊗ ψ instead of τ , see (106) and (110).
However, we do not make this dependence explicit in our notation. This is because

the choice of such local vectors φ?w,j are fixed given any τ , and our conventions

ensure that the corresponding local vector for τ ⊗ ψ are the local vectors φ?w,j ⊗ 1,
i.e. essentially the “same” local vectors, see Remarks 1.5, 7.6, 7.10, and 8.24.

9.3. Local Siegel-Weil section at ∞. In what follows, we continue with the
notation of Section 7.3 (for G = G4 instead of G1). In particular, we have G =
G4 ⊂ G∗ and G∗(R) =

∏
σ Gσ, where Gσ

∼= GU+(n, n), identifying σ ∈ Σ with its
restriction in ΣK+ = Hom(K+,R). Similarly, the homomorphism h = h4 from the
PEL datum P4, valued in G∗

/R, factors as h =
∏
σ hσ.

By fixing a basis of of L1, we naturally obtain bases for Vd and V d (via their
identification with V = L1 ⊗ R) and W = Vd ⊕ V d. We use these to view Gσ

as a subgroup of GL2n(C) and write gσ =

(
aσ bσ
cσ dσ

)
where aσ, bσ, cσ and dσ are

all n × n-matrices. We always use this convention of symbols without comments.
Furthermore, this choice of basis induces an identification between p+σ = p+4,σ and

Mn(C).
One readily checks that the G∗(R)-conjugacy class of h is again equal to the G(R)-

conjugacy class X of h. Therefore, X =
∏
σ∈ΣXσ, where Xσ is the Gσ-conjugacy

class of hσ. Let X
+
σ ⊂ Xσ be the connected component containing hσ.

It is well-known that the spaceX+
σ is holomorphically isomorphic to a tube domain

in p+σ ≃Mn(C), see [Har86, (5.3.2)], [Eis15, Section 2.1] or [EHLS20, Section 4.4.2].
Namely, let σג ∈ Mn(C) be the fixed point of Uσ = U∞ ∩ Gσ. Without loss of
generality, we may assume that σג is a diagonal matrix whose entries are trace-zero
elements of σ(K). Then, X+

σ is naturally identified with

Xn,n := {z ∈Mn(C) | σ(tzג − z) is positive-definite} .
The action of gσ ∈ Gσ on z ∈ Xn,n is given by

gσ(z) = (aσz + bσ) · (cσz + dσ)
−1 .

9.3.1. Unitary Hecke characters of type A0. Let χ = ⊗wχw be the unitary Hecke
character introduced in Section 9.1.2. Let χ∞ = ⊗σ∈Σχσ. We assume that for each
σ ∈ Σ, there exists integer kσ ∈ Z≥0 and νσ ∈ Z such that

(149) χ∞(z) =
∏

σ∈Σ

z−(kσ+2νσ)
σ (zσzσ)

kσ
2
+νσ =

∏

σ∈Σ

( |zσ|σ
zσ

)kσ+2νσ

,

for all z = (zσ)σ ∈ A×
K,∞ =

∏
σ∈Σ C.
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Remark 9.10. To compare with the notation with [EHLS20, Section 4.4.2], con-

sider the Hecke character χ∞(•)| • |−s−
n
2

∞ . Assume there exists some integer k such
that k = kσ for all σ ∈ Σ. In that case, let s = k−n

2 so that

(150) |z|−
k
2

∞ χ∞(z) =
∏

σ∈Σ

z−(k+νσ)
σ zσ

νσ ,

for all z = (zσ)σ ∈ A×
K,∞.

For the expression (150) to be in the same form as the character denoted | • |mχ0

from [EHLS20, p.72], there is a lot of freedom on the integers m, a(χσ) and b(χσ)
introduced in loc.cit. For instance, we can pick m arbitrarily and let a(χσ) =
m+ k + νσ and b(χσ) = m− νσ.
Remark 9.11. The relations of the previous remark are the ones unstated in the
explanations of [EHLS20, Section 5.3]. We prefer to work with the notation of k, νσ
and a unitary character χ as it is easier to compare with the computations of [Eis15]
and [EL20] and the work of Shimura more generally. However, for applications
towards motivic conjectures, the notation with m, a(χσ) and b(χσ) is often more
appropriate.

9.3.2. Canonical automorphy factors for GU(n, n). For σ ∈ Σ, z ∈ Xn,n and gσ ∈
Gσ , let

Jσ(gσ, z) = cσz + dσ and jσ(gσ, z) = det(Jσ(gσ , z)) .

Similarly, for z = (zσ) ∈ X =
∏
σXσ and g = (gσ) ∈ G∗(R) =

∏
σ Gσ, let

J(g, z) =
∏

σ

Jσ(gσ, zσ) and J ′(g, z) =
∏

σ

J ′
σ(gσ, zσ) .

The functions

Jσ(gσ) = Jσ(gσ , (σג and J ′
σ(gσ) = J ′

σ(gσ, (σג

are C∞-functions on Gσ valued in GLn(C), and so the functions

jσ(gσ) = det(Jσ(gσ)) and j′σ(gσ) = det(J ′
σ(gσ))

are C∞-functions on Gσ valued in C×.
Using the integers kσ and νσ from above, let

jχσ(gσ , z) := det(gσ, z)
−νσ jσ(gσ, z)

−kσ

and given s ∈ C, define fσ(gσ; σג , χσ, s) as

jχσ(gσ , (σג · |jσ(gσ , |(σג
s− kσ−n

2
σ · |ν(gσ)|

n
2 (s+

n
2 )

σ ,

a function on Gσ.
From this point on, assume χ satisfies the following hypothesis :

HYPOTHESIS 9.12. There exists some integer k ≥ 0 such that kσ = k for all
σ ∈ Σ.
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Remark 9.13. This hypothesis is exactly the necessary condition to ensure that

the function
∏
σ∈Σ jχσ(gσ , z) · |jσ(gσ, z)|

s− kσ−n
2

σ is holomorphic as a function of z at

s = k−n
2 .

Let U(gσ) denote the universal enveloping algebra of gσ. Consider the U(gσ)-
submodule Cχσ(Gσ) generated by fσ(gσ; σג , χσ,

n−k
2 ) of C∞(Gσ). It naturally carries

the structure of a (U(gσ), Uσ)-module and as explained in [EHLS20, Section 4.4.2], it
is isomorphic to the holomorphic (U(gσ), Uσ)-module D2(χσ) with highest Uσ-type

Λ(χσ) := (•; νσ , . . . , νσ; k + νσ, . . . , k + νσ) ,

where • denotes some character of the R-split center of Uσ (whose exact description
is irrelevant for our purpose), the next n entries are identical, and the last n-entries
are also identical.

One readily checks that

(151) f∞(g) = f∞(g; ,ג χ∞, s) :=
∏

σ∈Σ

fσ(gσ ; σג , χσ, s) ∈ I∞(χ∞, s) ,

where ג = σ(σג) ∈ X and g = (gσ)σ ∈ G4(R) ⊂ G∗(R) =
∏
σ Gσ.

More generally, replacing ג by any z = (zσ)σ ∈ X, we define fσ(gσ; zσ , χσ, s) and
f∞(g; z, χ∞, s) similarly.

9.3.3. C∞-differential operators.

Remark 9.14. The Eisenstein measure involved in the construction of our p-adic
L-functions uses the Siegel section f∞ constructed above at s = k−n

2 . The idea is to
view the corresponding Siegel Eisenstein series as a p-adic modular form, using the
theory of Section 5, and apply p-adic differential operators.

However, to relate this measure to standard L-functions, we compare this p-adic
Eisenstein series to a smooth (non-holomorphic) Eisenstein series obtained by re-
placing the p-adic differential operators with more familiar C∞ differential operators.
We obtain special values of L-functions by applying the doubling method to the C∞

Eisenstein series.
As opposed to our choice of Siegel-Weil sections at p from Section 9.2 (and the cor-

responding computation of Zeta integrals in Section 10.1), the objects and calculus
needed here are already explained thoroughly in the literature, see [Har97, Har08],
[EHLS20, Sections 4.4-4.5] or [EL20]. Therefore, we simply recall the material and
results upon which we rely.

Let κ be a dominant character of TH0 as in Section 2.3.1. We modify our notation
slightly in this section by identifying κ as a tuple in Z×∏σ∈Σ Zaσ ×Zbσ . Therefore,
we momentarily write

κσ = (κσ,1, . . . , κσ,aσ ;κ
c
σ,1, . . . , κ

c
σ,bσ ) ∈ Zaσ × Zbσ

and κ = (κ0, (κσ)σ∈Σ).
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Definition 9.15. We say a pair (κ, χ) is critical if κσ ∈ C3(χσ) for all σ ∈ Σ,
where C3(χσ) ⊂ Zaσ × Zbσ is defined as{

(−νσ − raσ , . . . ,−νσ − r1;
−k − νσ + s1, . . . ,−k − νσ + sbσ)

∣∣∣∣
r1 ≥ . . . ≥ raσ ≥ 0;
s1 ≥ . . . ≥ sbσ ≥ 0

}

Given a critical pair (κ, χ), we set

(152) ρσ := (−raσ , . . . ,−r1; s1, . . . , sbσ) and ρvσ := (r1, . . . , raσ ; s1, . . . , sbσ)

and write ρ = (ρσ)σ∈Σ, ρ
v = (ρvσ)σ∈Σ. Obviously, given a fixed unitary Hecke

character χ of type A0, the tuples κσ and ρσ determine one another, however we
do not make this relation explicit in our notation. Informally, we think of ρσ as the
“shift” from Λ(χσ) to κσ (but note the change of signs).

Remark 9.16. See [EHLS20, Remark 4.4.6] and the discussion that precedes it
for more information about the relevance of the set C3(χσ).

Fix any κσ ∈ C3(χσ). Following the discussion in Section 7.3, note that D(κσ)⊗
D(κ♭σ⊗χσ) is a holomorphic discrete series for U3,σ := U(aσ, bσ)×U(bσ , aσ), see Re-
mark 7.12, for all κσ ∈ C3(χσ). Furthermore, for k sufficiently large, the restriction
of D2(χσ) to U3,σ is isomorphic to

⊕

κσ∈C3(χσ)

D(κσ)⊗ D(κ♭σ ⊗ χσ) .

Observe that D(κσ)⊗D(κ♭σ ⊗ χσ) is defined over the field of definition E(κσ , χσ)

of κσ ⊠ (κ♭σ ⊗ χσ). Let vκσ ⊗ vκσ⊗χσ be a highest weight vector in the minimal
U3,σ-type, rational over E(κσ , χσ). Note that vκσ and vκσ⊗χσ are dual to the choice
of anti-holomorphic test vectors from Section 7.3.3.

Similarly, let vχσ be the tautological generator of the Λ(χσ)-isotypic subspace of

D2(χσ). We fix a map ιχ∞ : D2(χσ)→ C∞(Gσ) mapping vσ to fσ(•; σג , χσ, k−n2 ).
For each κσ, there is a natural projection

prκσ : D2(χσ)→ D(κσ)⊗ D(κ♭σ ⊗ χσ)
and its composition with the orthogonal projection onto the highest weight compo-
nent also yields

(153) prholκσ : D2(χσ)→ span(vκσ ⊗ vκ♭σ⊗χσ) .
Then, as explained in [EHLS20, Section 4.4.7], there exists a differential operator

D(ρvσ) ∈ U(p+4,σ) such that :

prholκσ (D(ρvσ)vχσ) = Pκσ ,χσ · vκσ ⊗ vκ♭σ⊗χσ ,

for some Pκσ ,χσ ∈ E(κσ , χσ)
×. Furthermore, let

D(ρv) =
∏

σ

D(ρvσ) ; Dhol(ρvσ) = prholκσD(ρvσ) ; Dhol(ρv) =
∏

σ

Dhol(ρvσ) .
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Then, for any other dominant weight κ† ≤ κ of TH0 (in particular, (κ†, χ) is again
critical), there exists a differential operator δ(κ, κ†) ∈ U(p+3 ) such that

(154) D(κ, χ) =
∑

κ†≤κ

δ(κ, κ†) ◦Dhol(κ†, χ) ,

and δ(κ, κ) =
∏
σ Pκσ ,χσ . See [EHLS20, Corollary 4.4.9] for further details.

Remark 9.17. We sometimes denote D(ρvσ) and D(ρ) by D(χσ, κσ) and D(χ, κ)
respectively. We have similar conventions for the holomorphic differential operators.

Lastly, if κσ ∈ C3(χσ), let

fσ,κσ(gσ ; ,σג χσ, s) := D(χσ, κσ)fσ(gσ; σג , χσ, s)

where s = k−n
2 as previously set. For each critical pair (κ, χ), our choice of Siegel-

Weil section at ∞ is

(155) f∞,κ(g) = f∞,κ(g; ,ג χ∞, s) :=
∏

σ∈Σ

fσ,κσ(g; σג , χσ, s) , g = (gσ)σ ,

which lies in I∞(χ∞,
k−n
2 ) by [EHLS20, Lemma 4.5.2].

9.4. Local Siegel-Weil section away from p and ∞. Our choice of Siegel-Weil
section away from p and ∞ is

fp,∞(•) :=
⊗

l 6=p,∞

fl ∈
⊗

l 6=p,∞

Il(χl, s) ,

where fl ∈ Il(χl, s) is defined as in the following two section, for each finite prime
l 6= p of Q, .

9.4.1. Local Siegel-Weil section at finite unramified places. Fix a prime l /∈ S ∪ {p}.
Then, G4(Zl) is a hyperspecial maximal compact subgroup of G4(Ql). Furthermore,
G4(Ql) factors as

∏
v|lG4,v and so does Il(χl, s) =

⊗
v|l Iv(χv, s). Our choice of local

Siegel-Weil section at l is the unique G4(Zl)-invariant function

(156) fl =
⊗

v|l

fv

such that fl(G4(Zl)) = 1.

9.4.2. Local Siegel-Weil section at finite ramified places. For a prime l ∈ S, we
choose the same section fl as in [EHLS20, Section 4.2.2] and [Eis15, Section 2.2.9]
(with some minor adjustments).

Consider PU,Sgl = PSgl ∩ U , where U = U4 is the unitary subgroup of G = G4.
Then, PSgl = Gm⋉PU,Sgl, where Gm is the similitude factor.

We have U4(Ql) =
∏
v|l U4,v, where the products run over all primes v of K+

above l. There are similar decompositions Ui(Ql) =
∏
v|l Ui,v for i = 1, 2 and 3,

with the obvious inclusions (see Section 4 for more details). Similarly, we have
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PU,Sgl(Ql) =
∏
v|l PSgl,v. Fix any place v | l of K+ and write Pv := PSgl,v. Let Nv be

the unipotent radical of Pv.
As explained in [EHLS20, Section 4.2.2], we know A = Pv · (U1,v × 1n) ∩ PvwPv

is open in U4,v. Furthermore,

Pvw = Pv · (−1n, 1n) ⊂ Pv · U3,v and Pv ∩ (U1,v × 1n) = (1n, 1n) ∈ U3,v ,

hence A is an open neighborhood of w in PvwPv and can be written as A = PvwU
for some open subgroup U of Nv.

Let ϕv ∈ πv be any nonzero vector (i.e. a local test vector at v as in Section 7.1).
Let Kv ⊂ U1,v be an open compact subgroup that fixes ϕv and fix any lattice Lv
sufficiently small so that

N(Lv) :=

{(
1n Lv
0 1n

)}
⊂ U ,

and

PvwN(Lv) ⊂ Pv · ((−1 ·Kv)× 1n) ⊂ Pv · U3,v .

For such Lv, we have PvwN(Lv) = Pv · (Uv × 1n) ⊂ −1 · Kv, for some open
neighborhood Uv of −1n. Since −1 ·Kn is open in U1,v, so is Uv.

Let IU4,v(χv, s) be the principal series defined as in (134) (and its local version)
for Pv and U4,v. Then, there exists some fLv ∈ Iv(χv, s) supported on PvwPv such
that

fLv(wx) = δLv (x) ,

for all x ∈ Nv, where δLv is the characteristic function of N(Lv), see [HLS06, p.
449-450].

Let

(157) fv = f−Lv ,

where f−Lv(g) = fLv(g · (−1n, 1n)) for all g ∈ U4,v, and define fU = ⊗fv on U(Ql) =∏
v|l Uv.

Our choice of local Siegel-Weil section at l is any fl ∈ Il(χl, s) whose restriction
from G4(Ql) to U4(Ql) equals fU . This section depends on many choices which we
do not make explicit in our notation.

Remark 9.18. One easily checks that any element of
⊗

v|l Iv(χv, s) can be ex-

tended to a function in Il(χl, s). Furthermore, the choice of extension fl of fU is
irrelevant for our purpose as all of our later constructions (Fourier coefficients and
local zeta integrals) only depends on the restriction of fl to U4(Ql). In fact, the
Siegel-Weil section at l in [EHLS20, Section 4.2.2.] is only described on U4(Ql) as
its full description on G4(Ql) is unnecessary.
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9.4.3. Comparison to other choices in the literature. For each finite place v of K+

away from p, the local section fv at v is constructed as in [EHLS20, Section 4.2].
However, they differ slightly from [Shi97, Section 18], [HLS06, Section (3.3.1)-
(3.3.2)], [Eis15, Section 2.2.9], see [EHLS20, Section 4.2.2].

Namely, given an ideal b of OK+ , let f bv = f bv (•;χv , s) be the local Siegel-Weil
section in [EHLS20, Section 2.2.9]. Then, one can choose b prime to p (depending
on the lattice Lv for each ramified v) such that

f bv =

{
fv, v is unramified,

fLv , v is ramified.

Since f bv is at most a translation of fv, the Fourier coefficients associated to each
of them are equal, see Section 11.2.3. For more details, see [Eis15, Remark 12].

9.5. Siegel Eisenstein series as C∞-modular forms. Let π be a P -anti-ordinary
automorphic representation of P -anti-WLT (κ,Kr , τ). Furthermore, fix a unitary
Hecke character χ as in Section 9.3.1 that satisfies Hypothesis 9.12 for some integer
k ≥ 0.

To Kr, τ and χ, we associate the Siegel-Weil section

(158) f τχ = f τχ(•; s) := fp(•; τ ;χp, s)⊗ f∞(•; i1n, χ∞, s)⊗ fp,∞(•) ,
using notation from (148), (151), (156) and (157).

Similarly, if (κ, χ) is critical, we also define

(159) f τ,κχ = f τχ(•; s) := fp,∞(•)⊗ fp(•; τ, χp, s)⊗ f∞,κ(•; i1n, χ∞, s) ,

using (155).
Let ψ be any finite order character of LP (Zp). When considering τ ⊗ ψ instead

of τ (thinking of τ as fixed and ψ as varying), we set

(160) f τχ,ψ := f τ⊗ψχ and f τ,κχ,ψ := f τ⊗ψ,κχ .

Set Efτχ,ψ = Efτχ,ψ(•;
k−n
2 ) for the Eisenstein series associated to f τχ,ψ(•; s) at

s = k−n
2 , for k as in Hypothesis 9.12.

Let L(χ) be the 1-dimensional vector space on which U∞ acts via Λ(χ), and L(χ)
denote the automorphic line bundle on Sh(G4) determined by the dual of Λ(χ). Its
fiber at the fixed point h4 of U∞ is isomorphic to L(χ). Let L(χ)can denote its
canonical extension to the toroidal compactification Sh(G4)

tor.

Remark 9.19. Although the notation is different, the automorphic line bundle
L(χ) is an automorphic bundle associated to a highest weight representation as in
Section 2.4.1 (replacing G1 with G4).

Then, Efτχ,ψ corresponds to an Eisenstein modular form

(161) Eτχ,ψ ∈ H0(Sh(G4)
tor,L(χ)can)
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via complex uniformization and pullback to functions on G4(A). It descends to a
modular form of level K4 = K4,r = I4,rK

p
4 ⊂ G4(Af ), for r as in (139) and where

Kp
4 contains the maximal subgroup G4(Zl) for each l /∈ S ∪ {p} and depends on

Kv = K1,v for each v | l ∈ S (see Section 9.4.1).
Most importantly, if Kr = K1,r is the level of the anti-holomorphic P -anti-

ordinary representation π on G1 fixed in Section 9.1.4, and K2,r = K♭
1,r, then

K4,r ∩G3(Af ) ⊃ (K1,r ×K2,r) ∩G3(Af ).
The differential operators D(κ, χ) used to define f∞,κ can be interpreted at the

level of modular forms as well. Set

d =
∑

σ∈Σ

r1,σ + s1,σ =
∑

σ∈Σ

k − κσ,aσ + κc1,σ ,

where r1 = r1,σ and s1 = s1,σ are the integers appearing in the definition of ρv =
(ρvσ)σ in (152). Consider the C∞-differential operator

δd(κ, χ) = δdχ(ρ
v) : H0(Sh(V4)

tor,L(χ)can)→ A(G,L(χ)h)

defined [EHLS20, Equation (105)].
Furthermore, let K1 = K1,r, K2 = K2,r and K4 = K4,r be the level subgroups

above, and set K3 = K3,r := (K1,r ×K2,r) ∩G3(Af ). If we compose the above with
restriction of functions from G4(A) to G3(A), we obtain

Res3 ◦δd(κ, χ) : H0(K4
Sh(V4)

tor,L(χ)can)→ H0(K3
Sh(34)

tor, i∗3L(χ)can) ,

where i3 is as in (69). Then, [EHLS20, Proposition 4.4.11] show that the above is
the pullback to functions on G4(A) of a differential operator

D(κ, χ) : H0(K4
Sh(V4)

tor,L(χ)can)→M∞
κ,V (K1,C)⊗M∞

κ♭,−V (K2,C)⊗ (χ ◦ det)

where the superscript∞ stands for smooth modular forms (as opposed to holomor-
phic ones). The above respect cuspidal forms, namely we also have

D(κ, χ) : H0
! (K4

Sh(V4)
tor,L(χ)can)→ S∞

κ,V (K1,C)⊗ S∞
κ♭,−V (K2,C)⊗ (χ ◦ det) .

Lastly, one can compose with the holomorphic projections from (153) to obtain

Dhol(κ, χ) : H0(K4
Sh(V4)

tor,L(χ)can)→Mκ,V (K1,C)⊗Mκ♭,−V (K2,C)⊗ (χ ◦ det)

and

Dhol(κ, χ) : H0
! (K4

Sh(V4)
tor,L(χ)can)→ Sκ,V (K1,C)⊗ Sκ♭,−V (K2,C)⊗ (χ ◦ det)

Therefore,

Eτ,κχ,ψ := D(κ, χ)Eτχ,ψ

is (the restriction to G3) of the Eisenstein C∞-modular form associated to f τ,κχ,ψ.
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9.5.1. Family of Siegel Eisenstein series. Fix two dominant weights κ and κ′ such
that [κ] = [κ′], say κ′ = κ+ θ for some P -parallel weight θ. Assume that both (κ, χ)
and (κ′, χ) are critical. In later section, it is convenient to think of κ as fixed and
vary θ, see Remark 8.22, hence we sometimes write D(κ, θ, χ) (resp. Dhol(κ, θ, χ))
instead of D(κ′, χ) (resp. Dhol(κ′, χ)). Similarly, we set

Eτ,κχ,ψ,θ := Eτ,κ
′

χ,ψ = D(κ′, χ)Eτχ,ψ = D(κ, θ, χ)Eτχ,ψ ,

and

Eτ,κ,holχ,ψ,θ = Eτ,κ
′,hol

χ,ψ := Dhol(κ′, χ)Eτχ,ψ = Dhol(κ, θ, χ)Eτχ,ψ .

10. Zeta integrals and the doubling method.

In this section, we compute the zeta integral Zl introduced in Section 9.1.4, for
each place l of Q. The most technical case is objectively for l = p. Our method
adapts the calculations of [EHLS20, Section 4.3.6], where we resolve various issues
arising when working with a P -nebentypus (i.e. finite-dimensional representations)
instead of an ordinary nebentypus (i.e. a character). The calculations of the other
integrals are more common in the literature, and we recall the necessary results for
our purposes.

10.1. Local zeta integrals at p.

10.1.1. Construction of f+w,s. Let fp be the corresponding local Siegel-Weil section
at p, as in Equation (138). Ahead of our computations in the next section, we write
down an explicit expression for fp(u, 1) for any u ∈ U1(Qp).

Firstly, the isomorphism (5), restricted to U1, yields an identification U1(Qp) =∏
w∈Σp

U1,w, where U1,w = GLKw(Vw) = GLn(Kw). We write u = (uw)w∈Σp accord-

ingly and wish to evaluate (147) at g = (u, 1), where this notation is with respect
to the embedding G1 × G2 →֒ G3. To simplify the expression, it is therefore more
convenient to replace the decomposition Ww = Vw,d ⊕ V d

w with Ww = Vw ⊕ Vw. In
that case, an element X ∈ GLn(Kw) = GLKw(Vw) corresponds to an element (X,X)
in X instead of (0,X).

Secondly, using the decomposition Ww = Vw ⊕ Vw again and the corresponding
identification Ww = Vw ⊕ Vw, consider the element

Sw =




1aw 0 0 0
0 0 0 1bw
0 0 1aw 0
0 1bw 0 0


 .

Remark 10.1. As explained in [HLS06, Section 2.1.11] and [EHLS20, Remark
3.1.4], the natural inclusion of Shimura varieties associated to G3 and G4 does not
induce the natural inclusion on Igusa tower. In fact, one needs to twist the former
by the matrix Sw to obtain the latter, see Section 5.1.2 (where we wrote γw for Sw).
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Lastly, replace each fw,s by its translation f+w,s via g 7→ gSw, and let f+p be the
corresponding local Siegel-Weil section at p defined by Equation (138). In that case,
for g = (u, 1), we obtain that f+p (u, 1) is equal to a product over w ∈ Σp of

χ2,w(det uw) |detuw|
n
2
+s

w

∫

GLn(Kw)
Φw((Xuw,X)Sw)χ

−1
w,1χw,2(detX)|detX|n+2s

w d×X

and we denote the above expression by f+w,s(uw, 1) = f+w (uw, 1), as a function of
uw ∈ GLn(Kw).

In the following two subsections, we prove the following formula :
(162)

Ip(ϕp, ϕ
∨
p , f

+
p , χp, s) = Ep

(
s+

1

2
, P -ord, πp, χp

)
· (dim τp) ·

Vol(I0P,r)Vol(
tI0P,r)

Vol(I0P,r ∩ tI0P,r)

10.1.2. Local integrals at places above p. We proceed with the same notation as in
Sections 7.2 and 9.2. In particular, for each w ∈ Σp, consider the local test vectors
φw ∈ πw and φ∨w ∈ π̃w at w defined in Section 7.2.5. We now compute the p-adic
local zeta integral Zp defined in (137) for the local section f+p constructed above and
the test vectors

ϕp = 1⊗


⊗

w∈Σp

φw


 ; ϕ∨

p = 1⊗


⊗

w∈Σp

φ∨w




as in (114).
Then by definition, for

Zw :=

∫

GLn(Kw)
f+w,s(g, 1)〈πw(g)φw, φ̃w〉πwd×g

=

∫

GLn(Kw)
χ2,w(det g) |det g|

n
2
+s

w

∫

GLn(Kw)
Φw((Xg,X)Sw)

× χ−1
w,1χw,2(detX)|detX|n+2s

w 〈πw(g)φw, φ̃w〉πwd×Xd×g ,

we have Zp =
∏
w∈Σp

Zw.

According to the decomposition Mn×n(Kw) =Mn×aw(Kw)×Mn×bw , write Z1 :=
Xg = [Z ′

1, Z
′′
1 ] and Z2 := X = [Z ′

2, Z
′′
2 ], where Z

′
1 and Z ′

2 (resp. Z ′′
1 and Z ′′

2 ) are
n× a-matrices (resp. n× b-matrices). Then,

(Xg,X)Sw = ([Z ′
1, Z

′′
2 ], [Z

′
2, Z

′′
1 ])

and

〈πw(g)φw, φ̃w〉πw = 〈πw(Xg)φw, π̃w(X)φ̃w〉πw = 〈πw(Z1)φw, π̃w(Z2)φ̃w〉πw .
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Therefore, using (146), we obtain

Zw =
dim τw
Vol(Gw)

∫

GLn(Kw)
χw,2(Z1)χw,1(Z2)

−1 |detZ1Z2|
s+n

2
w

× Φ1,w(Z
′
1, Z

′′
2 )Φ2,w(Z

′
2, Z

′′
1 )〈πw(Z1)φw, π̃w(Z2)φ̃w〉πwd×Z1d

×Z2 .

We take the integrals over the following open subsets of full measure. We take
the integral in Z1 over
{(

1 0
C1 1

)(
A1 0
0 D1

)(
1 B1

0 1

)
| B1,

tC1 ∈Maw×bw(Kw), A1 ∈ GLaw(Kw),D1 ∈ GLbw(Kw)
}
,

with the measure
∣∣∣detAbw1 detD−aw

1

∣∣∣
w
dC1d

×A1d
×D1dB1 .

Similarly, we take the integral in Z2 over
{(

1 B2

0 1

)(
A2 0
0 D2

)(
1 0
C2 1

)
| B2,

tC2 ∈Maw×bw(Kw), A2 ∈ GLaw(Kw),D2 ∈ GLbw(Kw)
}
,

with the measure
∣∣∣detAbw2 detD−aw

2

∣∣∣
w
dC2d

×A2d
×D2dB2 .

Therefore, one has

Φ1,w(Z
′
1, Z

′′
2 ) = Φ1,w

((
A1 B2D2

C1A1 D2

))

Φ2,w(Z
′
2, Z

′′
1 ) = Φ2,w

((
A2 +B2D2C2 A1B1

D2C2 C1A1B1 +D1

))

and both can be simplified by considering their support.

Lemma 10.2. The product

Φ1,w

((
A1 B2D2

C1A1 D2

))
Φ2,w

((
A2 +B2D2C2 A1B1

D2C2 C1A1B1 +D1

))

is zero unless all of the following conditions are met:

A1 ∈ I0aw ,r ; D2 ∈ I0bw,r ; C1 ∈ Gl ; B2 ∈ Gu

B1 ∈Maw×bw(Ow) ; C2 ∈Mbw×aw(Ow)
A2 ∈ p−rw Maw×aw(Ow) ; D1 ∈ p−rw Mbw×bw(Ow)

Moreover, in this case, the product is equal to µaw(A1)µbw(D2)Φ
(1)
w (A2)Φ

(4)
w (D1).
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Proof. Using Lemma 9.7 and the definition of Φw,1, it is clear that the product above
is nonzero if and only if the conditions above are satisfied. Moreover, if they are
satisfied, one has

Φ1,w

((
A1 B2D2

C1A1 D2

))
= µaw(A1)µbw(D2)

by definition of µw. One also obtains

Φ2,w

((
A2 +B2D2C2 A1B1

D2C2 C1A1B1 +D1

))
= Φ(1)

w (A2)Φ
(4)
w (D1)

as in the proof of Lemma 9.7. �

Lemma 10.3. Under the conditions of Lemma 10.2, one has

〈πw(Z1)φw, π
∨
w(Z2)φ

∨
w〉πw = 〈πw

((
A1 0
0 1

))
φw, π

∨
w

((
A2 0
0 D−1

1 D2

))
φ∨w〉πw

Proof. We write

Z1 =

(
1 0
C1 1

)(
A1 0
0 D1

)(
1 B1

0 1

)
and Z2 =

(
1 B2

0 1

)(
A2 0
0 D2

)(
1 0
C2 1

)

under the conditions of Lemma 10.2. As

(
1 B1

0 1

)
∈ Iw,r and

(
1 0
C2 1

)
∈ tIw,r fix

φw and φ∨w respectively, the pairing

〈πw(Z1)φw, π
∨
w(Z2)φ

∨
w〉πw

is equal to

〈πw
((

1 −B2

0 1

)(
1 0
C1 D1

))
πw

((
A1 0
0 1

))
φw, π

∨
w

((
A2 0
0 D2

))
φ∨w〉πw

Furthermore, write(
1 −B2

0 1

)(
1 0
C1 D1

)
=

(
1 0
C 1

)(
A 0
0 D

)(
1 B
0 1

)

where

A = 1−B2C1 ∈ 1 + p2rwMaw(Ow),
CA = C1 ∈ prwMbw×aw(Ow),
AB = −B2D1 ∈Maw×bw(Ow)
D1 = D + CAB ∈ p−rw Mbw(Ow) .

Note that 1 = A−1 +B2C1A
−1, so

A−1 = 1−B2C ∈ 1 + p2rwMaw(Ow),
C ∈ prwMbw×aw(Ow), B ∈Maw×bw(Ow),
D = (1 + CB2)D1 ∈ (1 + p2rw )Mbw(Ow)D1 .
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Therefore,
(
1 −B2

0 1

)(
1 0
C1 D1

)
=

(
1 0
C 1 +CB2

)(
1 0
0 D1

)(
A AB
0 1

)

Setting

γ0 =

(
A AB
0 1

)
and γ̃0 =

(
1 0
C 1 + CB2

)
,

one obtains

〈πw(Z1)φw, π
∨
w(Z2)φ

∨
w〉πw

= 〈πw
(
γ0

(
A1 0
0 1

))
φw, π

∨
w

((
1 0
0 D−1

1

)
γ̃0

(
A2 0
0 D2

))
φ∨w〉πw

The desired result follows since γ0,
tγ̃0 ∈ Iw,r. �

Proposition 10.4. Under the conditions of Lemma 10.2, we have

Φw,1(Z
′
1, Z

′′
2 )Φw,2(Z

′
2, Z

′′
1 )〈πw(Z1)φw, π

∨
w(Z2)φ

∨
w〉πw = Vol(I0aw ,bw,r) · Jaw · Jbw

where

Jaw = µaw(A1)Φ
(1)
w (A2) |detA2|bw/2w 〈πaw(A1)φaw , π

∨
aw(A2)φ

∨
aw〉πaw ,

Jbw = µbw(D2)Φ
(4)
w (D1) |detD1|aw/2w 〈πbw(D1)φbw , π

∨
bw(D2)φ

∨
bw〉πbw

Proof. Using the conditions on Z1 and Z2, we have

〈πw(Z1)φw, π
∨
w(Z2)φ

∨
w〉πw

= 〈πw
((

A1 0
0 1

))
φw, π

∨
w

((
A2 0
0 D−1

1 D2

))
φ∨w〉πw

=

∫

GLn(Ow)
(ϕw

(
k

(
A1 0
0 1

))
, ϕ∨

w

(
k

(
A2 0
0 D−1

1 D2

))
)wd

×k ,

using Equation (105).
As the support of ϕw is Paw ,bwIw,r and its intersection with GLn(Ow) is equal

to I0aw,bw,r, the integrand above is nonzero if and only if k ∈ I0aw,bw,r. Write such a

k ∈ I0aw,bw,r as

k =

(
1 B
0 1

)(
A 0
0 D

)(
1 0
C 1

)

with A ∈ GLaw(Ow), D ∈ GLbw(Ow), B ∈Maw×bw(Ow) and C ∈ prwMbw×aw(Ow).
An short computation shows that

ϕw

(
k

(
A1 0
0 1

))
= ϕw

((
AA1 0
0 D

))
, and

ϕ∨
w

(
k

(
A2 0
0 D−1

1 D2

))
= ϕ∨

w

((
AA2 0
0 DD−1

1 D2

))
.
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Observe that the determinant of the matrices A, D, A1 and D2 are all integral
p-adic units. Therefore, using the definition of ϕw (resp. ϕ∨

w) and its relation to

φaw ⊗ φbw (resp. φ̃aw ⊗ φ̃bw), the integrand above is equal to

|detA2|bw/2w

∣∣detD−1
1

∣∣−aw/2
w

× 〈πaw(AA1)φaw ⊗ πbw(D)φbw , π
∨
aw(AA2)φ

∨
aw ⊗ π∨bw(DD−1

1 D2)φ
∨
bw〉aw ,bw

= |detA2|bw/2w |detD1|aw/2w

× 〈πaw(A1)φaw , π
∨
aw(A2)φ

∨
aw〉πaw 〈πbw(D1)φbw , π

∨
bw(D2)φ

∨
bw〉πbw ,

which does not depend on k ∈ I0aw,bw,r. The result follows by using the second part
of Lemma 10.2. �

Corollary 10.5. The zeta integral Zw is equal to

dim τw ·
Vol(I0aw ,bw,r)

Vol(I0aw,r)Vol(I
0
bw,r

)
· Iaw · Ibw

where

Iaw =

∫

I0aw,r

∫

GLaw (Kw)
µaw(A1)χw,2(A1)χ

−1
w,1(A2)

× Φ(1)
w (A2) |detA2|

s+ aw
2

w 〈πaw(A1)φaw , π
∨
aw(A2)φ

∨
aw〉πawd×A2d

×A1

Ibw =

∫

I0bw,r

∫

GLbw (Kw)
µbw(D2)χw,2(D1)χ

−1
w,1(D2)

× Φ(4)
w (D1) |detD1|

s+ bw
2

w 〈πbw(D1)φbw , π
∨
bw(D2)φ

∨
bw〉πbwd

×D1d
×D2

Proof. Using Lemma 10.2 and Proposition 10.4,

Zw =
dim τw
Vol(Gw)

×
∫

A1,B1,C1,A2,B2,D1,C2,D2

χw,2(A1)χw,2(D1)χ
−1
w,1(A2)χ

−1
w,1(D2)

× |detA1 detD1 detA2 detD2|
s+n

2
w

×Vol(I0aw,bw,r)JawJbw

×
∣∣∣detAbw1 detD−aw

1

∣∣∣ d×A1dB1dC1d
×D1

×
∣∣∣detA−bw

2 detDaw
2

∣∣∣ d×A2dB2dC2d
×D2

where the domain of integration for the matrices Ai, Bi, Ci and Di (i = 1, 2) is given
by the conditions of Lemma 10.2.

Note that the integrand is independent of B1 ∈ Maw×bw(Ow), B2 ∈ Gu,w, C1 ∈
Gl,w and C2 ∈ Mbw×aw(Ow). Moreover, the determinants of the matrices A1 and
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D2 are both p-adic units. Therefore, the above simplifies to

Zw =
dim τw
Vol(Gw)

Vol(I0aw ,bw,r)Vol(Maw×bw(Ow))2 Vol(Gl,w)Vol(Gu,w)

×
∫

I0aw,r

∫

I0bw,r

∫

GLaw (Kw)

∫

GLbw (Kw)
χw,2(A1)χw,2(D1)χ

−1
w,1(A2)χ

−1
w,1(D2)

× µaw(A1)Φ
(1)
w (A2) |detA2|

s+ aw
2

w 〈πaw(A1)φaw , π
∨
aw(A2)φ

∨
aw〉πaw

× µbw(D2)Φ
(4)
w (D1) |detD1|

s+ bw
2

w 〈πbw(D1)φbw , π
∨
bw(D2)φ

∨
bw〉πbw

× d×D1d
×A2d

×D2d
×A1 ,

and using the decomposition Gw = Gl,w(I
0
aw ,r × I0bw,r)Gu,w, the result follows imme-

diately. �

Theorem 10.6. The integrals Iaw and Ibw are equal to

Iaw =
ǫ(−s+ 1

2 , πaw ⊗ χw,1)L(s+ 1
2 , π

∨
aw ⊗ χ−1

w,1)

L(−s+ 1
2 , πaw ⊗ χw,1)

· Vol(X
(1))Vol(I0aw ,r)

(dim τaw)
2

〈φaw , φ∨aw〉πaw

Ibw =
L(s+ 1

2 , πbw ⊗ χw,2)
ǫ(s+ 1

2 , πbw ⊗ χw,2)L(−s+ 1
2 , π

∨
bw
⊗ χ−1

w,2)
·
Vol(X(4))Vol(I0bw ,r)

(dim τbw)
2

〈φbw , φ∨bw〉πbw

Therefore, by setting

L

(
s+

1

2
, ord, πw, χw

)

:=
ǫ(−s+ 1

2 , πaw ⊗ χw,1)L(s+ 1
2 , π

∨
aw ⊗ χ−1

w,1)L(s+
1
2 , πbw ⊗ χw,2)

L(−s+ 1
2 , πaw ⊗ χw,1)ǫ(s + 1

2 , πbw ⊗ χw,2)L(−s+ 1
2 , π̃bw ⊗ χ−1

w,2)

one has

Zw =
1

dim τw
L

(
s+

1

2
, ord, πw, χw

)
·
Vol(I0w,r)Vol(

tI0w,r)

Vol(I0w,r ∩ tI0w,r)
· 〈ϕw, ϕ∨

w〉πw

Proof. This proof is inspired by the argument of [EHLS20, Theorem 4.3.10]. First,
write

Iaw =

∫

I0aw,r

µaw(A1)χw,2(A1)Iaw ,2(A1)d
×A1 ,

where Iaw,2 = Iaw,2(A1) is defined as
∫

GLaw (Kw)
Φ(1)
w (A2) |detA2|

s+ aw
2

w 〈πaw(A1)φaw , (χ
−1
w,1 ⊗ π∨aw)(A2)φ

∨
aw〉πawd×A2 .
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The above is a “Godement-Jacquet” integral, as defined in [Jac79, Equation
(1.1.3)]. Therefore, we use its functional equation to obtain

Iaw,2 =
ǫ(−s+ 1

2 , πaw ⊗ χw,1)L(s + 1
2 , π

∨
aw ⊗ χ−1

w,1)

L(−s+ 1
2 , πaw ⊗ χw,1)

×
∫

GLaw (Kw)

(
Φ(1)
w

)∧
(A2) |detA2|

−s+ aw
2

w

× χw,1(A2)〈πaw (A1)φaw , π
∨
aw(A

−1
2 )φ∨aw〉πawd×A2

Let Law,ord denote the quotient of L-factors and ǫ-factors leading the expression

above. Recall that
(
Φ
(1)
w

)∧
(A2) is supported on X(1). Furthermore, for A2 ∈ X(1),

we have
(
Φ
(1)
w

)∧
(A2) = νaw(A2) and |detA2|w = 1. Then, Iaw,2 is equal to

Law ,ord ×
∫

X(1)

χw,1(A2)νaw(A2)〈πaw(A1)φaw , π
∨
aw(A

−1
2 )φ∨aw〉πawd×A2

By definition of X(1), we can write A2 = γ1k2γ2 uniquely for some k2 ∈ Kaw ,

γ1 ∈ X
(1)
l := tI0aw,r ∩ tP uaw , and γ2 ∈ X

(1)
u := I0aw ,r ∩ P uaw . It follows that

〈πaw(A1)φaw , π
∨
aw(A

−1
2 )φ∨aw〉πaw = 〈πaw(k2γ2A1)φaw , π

∨
aw(γ

−1
1 )φ∨aw〉πaw

= 〈πaw(k2A1)φaw , φ
∨
aw〉πaw

=

∫

GLaw (Ow)
(ϕaw(kk2A1), ϕ

∨
aw (k))awd

×k

The support of ϕaw is PawIaw ,r = PawI
0
aw,r. Since k2A1 ∈ I0aw,r, the integrand

vanishes unless k ∈ PawIaw ,r ∩ GLaw(Ow) = I0aw,r. Using the fact that such k is in
Paw as well as Equation (107), we obtain

(ϕaw (kk2A1), ϕ
∨
a (k))aw = (ϕaw(k2A1), ϕ

∨
aw (1))aw = (τaw(k2A1)φ

0
aw , φ

∨,0
aw )aw .

Then, using the above, Equation (140), the definition of νaw , and orthogonality
relations of matrix coefficients, we obtain

Iaw,2 = Law,ord ×
∫

X(1)

µ′aw(A2)〈πaw(A1)φaw , π
∨
aw(A

−1
2 )φ∨aw〉πawd×A2

= Law,ordVol(I
0
aw ,r)Vol(X

(1)
l )Vol(X(1)

u )

×
∫

Kaw

(φ0aw , τ
∨
aw(k2)φ

∨,0
aw )aw(τaw(k2)τaw(A1)φ

0
aw , φ

∨,0
aw )awd

×k2

= Law,ordVol(I
0
aw ,r)

Vol(X(1))

dim τaw
(φ0aw , φ

∨,0
aw )aw(τaw(A1)φ

0
aw , φ

∨,0
aw )aw
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Using Equation (116), orthogonality relations of matrix coefficients once more,

and the normalization (φ0aw , φ
∨,0
aw )aw = 1, we ultimately obtain that Iaw is equal to

Law ,ord〈φaw , φ∨aw〉πaw
Vol(X(1))

dim τaw

∫

I0aw,r

µ′aw(A1)(τaw (A1)φ
0
aw , φ

∨,0
aw )awd

×A1

=La,ord
Vol(X(1))Vol(I0aw ,r)

(dim τaw)
2

〈φaw , φ∨aw〉πaw

A similar argument yields

Ibw = Lbw ,ord
Vol(X(4))Vol(I0bw ,r)

(dim τbw)
2

〈φbw , φ∨bw〉πbw ,

where

Lbw,ord =
L(s+ 1

2 , πbw ⊗ χw,2)
ǫ(s+ 1

2 , πbw ⊗ χw,2)L(−s+ 1
2 , π

∨
bw
⊗ χ−1

w,2) .

Therefore, the result follows using Corollary 10.5, Equation (118), and the identity

Vol(X(1))Vol(X(4)) =
Vol(I0aw,r)Vol(

tI0aw,r)Vol(I
0
bw,r

)Vol(tI0bw ,r)

Vol(I0aw,r ∩ tI0aw,r)Vol(I
0
bw,r
∩ tI0bw ,r)

=
Vol(I0w,r)Vol(

tI0w,r)

Vol(I0w,r ∩ tI0w,r)

�

10.1.3. Main Local Theorem. Keeping with the notation of Theorem 10.6, define

Ip

(
s+

1

2
, P -ord, π, χ

)
:=

∏

w∈Σp

L

(
s+

1

2
, P -ord, πw, χw

)
.

Then, from Theorem 10.6 and (137), we immediately obtain our main result.

Theorem 10.7. Let χ be a unitary Hecke character of K, χp = ⊗w|pχw, and let
s ∈ C. Let fp = fp(•; τ, χp, s) ∈ Ip(χp, s) be the local Siegel-Weil section at p in
(148). Let ϕp ∈ πp and ϕ∨

p ∈ π∨p be the test vectors defined in (114).

Then, the p-adic local zeta integral Ip(ϕp, ϕ
∨
p , fp;χp, s) from (137) is equal to

(163)
1

dim τ
Ip

(
s+

1

2
, P -ord, π, χ

)
·
Vol(I0P,r)Vol(

tI0P,r)

Vol(I0P,r ∩ tI0P,r)

Remark 10.8. Using the same minor manipulation explained in [EHLS20, Remark
4.3.11], we see that the p-Euler factor Ip(s +

1
2 , P -ord, πp, χp) takes the form of a

modified Euler factor at p as predicted in [Coa89, Section 2, Equation (18b)] for the
conjectures of Coates and Perrin-Riou on p-adic L-functions.
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10.2. Local zeta integrals at ∞. Assume the unitary character χ satisfies Hy-
pothesis 9.12 for some k ≥ 0. Let f∞,κ = f∞,κ(•; ,ג χ∞, s) be the Siegel-Weil section
in (155). Let ϕ∞ ∈ π∞ and ϕ∨

∞ ∈ π∨∞ be test vectors as in (121).
If k ≥ n and (κ, χ) is critical, then [EL20, Theorem 1.3.1] yields

Z∞(ϕ∞, ϕ
♭
∞, f∞,κ;χ∞, s)|s= k−n

2

=
A(π∞, χ∞)

(
2(n−1)n(−2πi)−nkπ n(n−1)

2

n−1∏
j=0

Γ(k − j)
)[K+:Q]

E∞

(
k − n+ 1

2
, π, χ

)

where A(π∞, χ∞) is some algebraic number depending on π∞ and χ∞, and E∞ is
the modified archimedean Euler factor (both introduced in [EL20, Section 1.3]). Let
D∞(π∞, χ∞) denote the fraction on the right-hand side.

Remark 10.9. The denominator of the leading term on the right-hand side of the
equation above also appears in the archimedean Fourier coefficients of the Siegel
Eisenstein series associated to f∞ = f∞(•; ,ג χ∞,

n−k
2 ) (the holomorphic Siegel-Weil

section introduced in Section 9.3.2), see (170).
We later normalize this Siegel-Weil section so that this terms does not appear in

either the local archimedean zeta integral nor Fourier coefficient.

We set

(164) I∞

(
k − n+ 1

2
, π, χ

)
:= A(π∞, χ∞)E∞

(
k − n+ 1

2
, π, χ

)
.

10.3. Local zeta integrals away from p and ∞.

10.3.1. Local zeta integrals at finite unramified places. For each l /∈ S ∪ {p}, let ϕl
and ϕ∨

l be local test vectors at l as in Section 7.1.1. Similarly, let fl ∈ Il(χl, s) be
as in Section 9.4.1.

It follows from [Jac79], [GPSR87, Section 6] and [Li92, Section 3] that

dS,p(s+
1

2
, χ)

∏

l /∈S∪{p}

Il(ϕl, ϕ
∨
l , fl, s) = LS,p(s+

1

2
, π, χ) ,

where dS,p(s, χ) =
∏
l /∈S∪{p}

∏
v|l dv(s, χ) and

(165) dv(s, χ) =

n∏

r=1

Lv(2s+ n− r, χ+ · ηr) ,

where χ+ is the restriction of χ to AK+ , and η = ηK/K+ is the quadratic character

of AK+ associated to the extension K/K+. For more details, see [EHLS20, Section
4.2.1].
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10.3.2. Local zeta integrals at finite ramified places. For each l ∈ S, let ϕl =
⊗

v|l ϕv
and ϕ∨

l =
⊗

v|l ϕ
∨
v be local test vectors at l as in Section 7.1.2. Similarly, let

fl =
⊗

v|l fv ∈ Il(χl, s) be as in Section 9.4.2.

For each place v | l of K+, let Uv be the open neighborhood of −1 in Kv as in
Section 9.4.2. It follows from [EHLS20, Lemma 4.2.3] that

Il(ϕl, ϕ
∨
l , fl, χ) =

∏

v|l

Vol(Uv) ,

where the volume is respect to the local Haar measure discussed in Section 2.7.1.
We normalize the product over all primes in S as

(166) IS =
∏

l∈S

∏

v|l

dv(s+
1

2
, χ)Vol(Uv) ,

where dv(s, χ) is defined as in (165). Note that IS is independent of π, see Remark
7.2.

10.4. Global formula. Let Dp,∞(χ) =
∏
v∤p∞ dv(s+

1
2 , χ), where the product runs

over all finite places v of K+ away from p, and dv(s, χ) is again as in (165).

Theorem 10.10. Let π be a P -anti-ordinary, anti-holomorphic cuspidal automor-
phic representation for G1 of P -anti-WLT (κ,Kr, τ). Let S = S(Kp) as in Section
3.1.1 and let χ be a unitary Hecke character of type A0 satisfying Hypothesis 9.12
for some integer k ≥ n. Assume that (κ, χ) is critical.

Let ϕ ∈ π and ϕ∨ ∈ π∨ be test vectors as in Section 7. Let f = f τ,κχ ∈ I(χ, s) be
as in (159) for s = k−n

2 . Then,

Dp,∞(χ)I
(
ϕ,ϕ∨, f ;χ, s

)

=
〈ϕ,ϕ∨〉
dim τ

·
Vol(I0P,r)Vol(

tI0P,r)

Vol(I0P,r ∩ tI0P,r)
· Ip
(
s+

1

2
, P -ord, π, χ

)

×D∞(π∞, χ∞)E∞

(
s+

1

2
;π, χ

)
ISL

S

(
s+

1

2
;π, χu

)

at s = k−n
2 .

11. P -ordinary Eisenstein measure.

We now construct an Eisenstein measure, in the sense of [EHLS20, Section 5], by
p-adically interpolating the (holomorphic) Eisenstein series associated to the Siegel-
Weil sections chosen in the previous section. To do so, we follow the approach of
[Eis15] and in particular use several results of [Shi97]. Therefore, it is convenient to
work with a specific choice of basis for the Hermitian vector space associated to G4.

Namely, let (V, 〈·, ·〉V ) and (W, 〈·, ·〉W ) be the Hermitian vector spaces associ-
ated to G1/R and G4/R respectively. Let B1 := {e1, . . . , en} be any orthogonal

basis of V and let φ be the corresponding diagonal matrix for 〈·, ·〉V . Let B4 :=
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{(e1, 0), . . . , (en, 0), (0, e1), . . . , (0, en)} be the corresponding basis of W . Then, we
momentarily identify G1(R) with the group of matrices (written with respect to
B1) preserving some form φ up to scalar, and G4(R) with the group of matrices
preserving (

φ 0
0 −φ

)
.

Let α ∈ K be any totally imaginary element, define

S =

(
1n −α

2φ
−1n −α

2φ

)

and consider the basis B′4 := SB4 of W . In this section, and only in this section, we
identify G4/R with the group of matrices preserving the matrix

η :=

(
0 −1n
1n 0

)

This way, the unitary group U4(R) is equal to the group denoted G(η) in [Eis15].
The results of Shimura to compute Fourier coefficients of Eisenstein series are stated
with respect to this G(η), motivating our change in notation. Our choice of local
Siegel-Weil sections in Section 9.2, 9.3, and 9.4 make no mention of an explicit global
basis for V or W , hence this does not introduce any unintentional technicalities.

Observe that U4 is the restriction of scalar to Q of an algebraic group U := UK+

on K+. In what follows, it is more convenient to work with U4(AQ) = U(AK+).
Fix a unitary Hecke character χ that satisfies Hypothesis 9.12 for some integer

k ≥ 0, a P -nebentypus τ =
⊗

w∈Σp
τw of level r ≫ 0 and a finite-order character

ψ =
⊗

w∈Σp
ψw of LP (Zp). Let f = f τχ,ψ ∈ I(χ, s) be the associated Siegel-Weil

section in (160). By construction, its restriction fU to U factors as

fU =
⊗

v

fv

where the tensor product runs over all the places v of K+.
Let PU,Sgl ⊂ U4 be the maximal Q-parabolic subgroup that stabilizes V d, i.e.

PU,Sgl = PSgl ∩ U . Its Levi subgroup MU is identified with GLK(V ) via ∆ or
equivalently, with GLn(K) using the basis B1. Its unipotent radical NU is identified

with the group of matrices

(
1 m
0 1

)
, where m ∈ Hern(K).

With this notation, we can adapt the content of Section 9.1 by replacing G4 with
U4. Let Ef,U be the Eisenstein series associated to fU on U4 or equivalently, the
restriction of Ef from G4(A) to U4(A) = U(AK+).

11.1. Fourier coefficients of Eisenstein series. The Siegel-Weil section fU sat-
isfies Conditions 4 and 5 of [Eis15, Section 2.2.3]. Therefore by [Shi97, Proposition
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18.3], Ef,U admits a Fourier expansion: For all m ∈ Hern(AK), h ∈ GLn(AK), we
have

(167) Ef,U

((
1 m
0 1

)(t
h−1 0
0 h

))
=

∑

β∈Hern(K)

c(β, h; fU )eA
K+ (tr βm) ,

where c(β, h; fU ) is a complex number that depends on fU , the Hermitian matrix β,
and h.

Furthermore, by [Shi97, Sections 18.9, 18.10], for each non-degenerate matrix β,
the Fourier coefficient c(β, h; f) factors over the places v of K+. More precisely, write
β = (βv)v and h = (hv)v as v runs overs the places v of K+, and define c(βv , hv; fv)
as

∫

Her(K⊗
K+K+

v )
fv

((
0 −1
1 0

)(
1 Nv

0 1

)(t
h−1
v 0
0 hv

))
ev(− tr βvNv)dNv .

Then, we have

c(β, h; f) = C(n,K)
∏

v

c(βv , hv ; fv),

where

(168) C(n,K) = 2n(n−1)[K+:Q]/2 |DK+ |−n/2 |DK|−n(n−1)/4 ,

and dNv denotes the Haar measure on Her(K ⊗K+ K+
v ) such that

∫

Hern(OK⊗O
K+

O
K
+
v
)
dNv = 1 , for each finite place v ,

and

dNv :=

∣∣∣∣∣∣

n∧

j=1

dNjj

∧

j<k

2−1dNjk ∧ dNkj

∣∣∣∣∣∣
, for each archimedean place v ,

where Njk is the (j, k)-th entry of the matrix Nv.
In the following sections, we generalize the approach of [Eis15] to compute the

local Fourier coefficients at p corresponding to the local Siegel-Weil sections associ-
ated to types constructed in Section 9.2. Then, we rely on known formulas obtained
by Shimura in [Shi97] and extended by Eischen in [Eis15] for the local coefficients
at places away from p. We later combine these results with the discussion above to
p-adically interpolate the Eisenstein series Ef,U .

11.2. Calculations of local Fourier coefficients. In this section, for each place v
of K+, we compute c(βv , hv; fv). It is more convenient to compute these coefficients
for hv = 1. One can use [Eis15, Lemma 9] to relate c(β, h; fU ) to c(β, 1; fU ) for
arbitrary h ∈ GLn(AK).
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11.2.1. Local coefficients at p. Assume v | p and identify v with the unique place

w | v in Σp. Let fv = fw = fΦw be as in (147), for Φw = Φτw⊗ψww , see Remark 9.8.
Then, the local coefficient for βv = βw is

c(βw, 1; fw) =

∫

Mn(Kw)
fw

((
0 −1
1 0

)(
1 N
0 1

))
ep(− tr βwN)dN

=

∫

GLn(Kw)
χ−1
w,1χw,2(X) |detX|n+2s

w

×
∫

Mn(Kw)
Φw

(
(0,X)

(
0 −1
1 N

))
ep(− tr βwN)dNd×X

From (146), we have

Φw

(
(0,X)

(
0 −1
1 N

))
=

dim τw
Vol(Gw)

Φ1,w(X)Φ2,w(XN)

which is nonzero if and only if X ∈ Gw. It follows that c(βw, 1; fw) is equal to

dim τw
Vol(Gw)

∫

Gw

χ−1
w,1χw,2(X)Φ1,w(X)

∫

Mn(Kw)
Φ2,w(XN)ep(− tr βwN)dNd×X

=
dim τw
Vol(Gw)

∫

Gw

χ−1
w,1χw,2(X)Φ1,w(X)

∫

Mn(Kw)
Φ2,w(N)ep(tr(−βwX−1N))dNd×X

=
dim τw
Vol(Gw)

∫

Gw

χ−1
w,1χw,2(X)Φ1,w(X)(Φ2,w)

∧(−βwX−1)d×X

=
dim τw
Vol(Gw)

∫

Gw

χ−1
w,1χw,2(X)Φ1,w(X)ντw⊗ψww (−βwX−1)d×X ,

using (145) in the last line and notation as in Remark 9.8 for νw = ντw⊗ψww .
Now, write

X =

(
A B
C D

)

for some B, tC ∈Maw×bw(Zp), A ∈ I0aw ,r and D ∈ I0bw,r, so that the above equals

dim τw
Vol(Gw)

∫

Gw

χ−1
w,1χw,2(X)µaw (A)µbw(D)νw(−βwX−1)d×X ,

using (142) and (143).
In particular, the above is zero unless −βwX−1 ∈ Xw. Thus, βw ∈ Mn(Ow) and

we can write

βw =

(
β1 β2
β3 β4

)

with β1 ∈Maw(Ow), β2, tβ3 ∈Maw×bw(Ow), and β4 ∈Mbw(Ow).
In particular,

−βwX−1 ≡
(
−β1A−1 ∗
∗ −β4D−1

)
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modulo prw, where the precise description of the bottom-left and upper-right corners
is irrelevant in what follows.

Using (144) and the definitions of both µaw and µbw , we obtain

c(βw, 1; fw) =
dim τw
Vol(Gw)

χ−1
w,1χw,2(−βw)χ−1

2 (−β1)χ1(−β4)

×
∫

Gw

χw,1(A)χ
−1
w,2(D)µ′aw(A)µ

′
bw(D)µ′aw(−β1A−1)µ′bw(−β4D−1)d×X .

Using orthogonality relations between matrix coefficients, as in the end of the
proof of Theorem 10.6, it follows that

c(β, 1; f) = χ−1
w,1χw,2(−βw)χ−1

2 (−β1)χ1(−β4)µ′aw(−β1)µ′bw(−β4) ,
and using (144) once more, we ultimately obtain

c(βw, 1; fw) = νw(−βw) .

From now on, we write νw(•; τw, ψw) for νw(•) = ντw⊗ψww (•).

11.2.2. Local coefficients at ∞. Assume Hypothesis 9.12 and consider the Siegel-
Weil section f∞,ג = f∞(•; ,ג χ∞, s) defined at the end of Section 9.3.2.

Let g0 ∈ U4(R) be any element such that g0ג = i1n. Then, we have

(169) f∞(g; ,ג χ∞, s) = f∞(gg−1
0 ; i1n, χ∞, s)f∞(g−1

0 ; i1n, χ∞, s)
−1 ,

where f∞,i1n = f∞(•; i1n, χ∞, s) is defined by replacing ג with i1n in (151). In
particular, f∞,ג and f∞,i1n only differ by nonzero constant.

Remark 11.1. In what follows, we use f∞(•; i1n, χ∞, s) instead of f∞(•; ,ג χ∞, s)
to state the results of Shimura directly. However, the Eisenstein series appearing in
the previous section is still the one associated to f∞(•; ,ג χ∞, s).

As we are currently trying to p-adically interpolate its Fourier coefficients, this
change is not an issue as the two sections are related the Fourier coefficients of each
are related by a nonzero constant.

Let f∞,U =
∏
σ∈Σ fσ be the restriction of f∞,i1n to U4(R) =

∏
σ∈Σ U(R). It follows

from [Shi83, Equation (7.12)] (see [Eis15, Section 2.2.6] as well) that at s = k−n
2 ,

the archimedean Fourier coefficients at β = βσ is

c(βσ , 1; fσ) =


2(n−1)n(2πi)nkπ

n(n−1)
2

n−1∏

j=0

Γ(k − j)




−1

σ(det β)k−nei tr(σ(β)) .

Let β∞ = (βσ)σ∈Σ. The product c(β∞, 1; f∞,U ) =
∏
σ∈Σ c(βσ , 1; fσ) is equal to

(170)


2(n−1)n(−2πi)−nkπ

n(n−1)
2

n−1∏

j=0

Γ(k − j)




−[K+:Q]
∏

σ

det(βσ)
k−nei tr(βσ) .
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Using [Eis15, Lemma 9], we see that given any h∞ = (hσ)σ∈Σ ∈ GLn(AK,∞), if
k > n, then c(β∞, h∞, f∞) 6= 0 if and only if detβ∞ 6= 0. In particular, the Fourier
coefficients are nonzero only if β is non-degenerate.

11.2.3. Local coefficients at places away from p and ∞. Assume v is a finite place of
K+ away from p. Let fv be the local Siegel-Weil section at v constructed in Section
9.4.1 and 9.4.2, for v unramified and ramified respectively. As explained in Section
9.4.3, see [EHLS20, Section 4.2.2] as well, we have

c(βv , 1; fv) = c(βv , 1; f
b
v ) ,

for some ideal b of OK+ prime to p.
As explained in [Eis15], it follows from [Shi97, Proposition 19.2] that

∏

v∤p∞

c(βv , 1; f
b
v ) = NmK+

Q (b)−n
2
n−1∏

i=0

Lp(2s+ n− i, (χ+)−1ηi)−1

×
∏

v∤p∞

Pβv,b(χ
+(̟v)

−1|̟v|2s+n) ,

where

(i) χ+ is the restriction of the unitary Hecke character χ from AK to AK+;
(ii) η is the quadratic character of AK+ associated to the extension K/K+;
(iii) ̟v is a uniformizer of OK+,v, viewed as an element of K× prime to p. In

what follows, we identify ̟v with its image in (OK ⊗ Zp)
×;

(iv) Pβv,b is a polynomial, depending on βv and b, with Z-coefficients and con-
stant term 1, which is identically 1 for all but finitely many v; and

(v) Lp(r, χ+ηr) =
∏
v∤p∞condη dv(s+

1
2 , χ), where dv(s, χ) is as in (165).

Furthermore, note that only

α(β;χ, s) = αb(β;χ, s) :=
∏

v∤p∞

Pβv,b(χ
+(̟v)

−1|̟v |2s+n)

depends on βv in the expression on the right-hand side above. For future reference,
we set α(β;χ) = αb(β;χ) := α(β;χ, k−n2 ) for k as in Hypothesis 9.12.

As explained in [Eis15, Section 2.2.10], α(β;χ) is a (finite) Z-linear combination
of terms of the form ∏

v∤p∞

χv(̟)−1|̟|kv ,

where ̟ is a p-integral element of the integer ring of K+. Furthermore, using (149),
we have

(171)
∏

v∤p∞

χv(̟)−1|̟|kv = χ1χ
−1
2 (̟)

∏

σ∈Σ

σ(̟)−k ,
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where χi =
⊗

w∈Σp
χi,w for i = 1 and 2, see [Eis15, Equation (28)]. In particular,

from the definition of χw,1 and χw,2 in Section 9.2.1, we have χp = ⊗w|pχw =

χ1 ⊗ χ−1
2 . We can thus rewrite α(β;χ) as

(172) α(β;χ) =
∏

v∤p∞

Pβv,b(χp(̟v)Nm
K+

Q (̟v)
−k)

11.2.4. Global Fourier coefficients. Assume Hypothesis 9.12. Using the same nota-
tion as in the previous sections, let

D(n,K, b, p, k) = C(n,K)NmK+

Q (b)

×
∏

σ∈Σ


2(n−1)n(−2πi)−nkπ

n(n−1)
2

n−1∏

j=0

Γ(k − j)




[K+:Q]

×
n−1∏

i=0

Lp(k − i, (χ+)−1ηi)−1 .

Proposition 11.2. Assume k > n and let f τχ,ψ be the Siegel-Weil section f τχ,τ (•; k−n2 )

as in (160). For β ∈ Hern(K), all the nonzero Fourier coefficients c(β, 1; f τχ ) are given
by

(173) D(n,K, b, p, k)α(β)νp(−βp; τ, ψ)
∏

σ∈Σ

(det βσ)
k−nei tr

K+

Q
(β) ,

where

νp(−βp; τ, ψ) :=
∏

w∈Σp

νw(−βw; τw, ψw) .

Furthermore,

νw(•; τw, ψw) = ντw⊗ψww = χ−1
w,1χw,2µw(•; τw, ψw)

is as in (144), where µw(•; τw, ψw) is the product of matrix coefficients constructed
in (142) with respect to τw ⊗ ψw.

Let Eτχ,ψ be the Eisenstein modular form in (161). It follows from Proposition
11.2 that the algebraic q-expansion of

(174) Gτχ,ψ := D(n,K, b, p, k)−1Eτχ,ψ

at a cusp L is

(175) Gτχ,ψ(q) =
∑

β∈L

(
α(β, χ)νp(−βp; τ, ψ)

∏

σ∈Σ

det(βσ)
k−n

)
qβ ,

for k > n, see [Eis15, Section 2.2.11]. In particular, the coefficients are algebraic.
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Remark 11.3. Recall that ψ is a finite-order character of L(Zp). From now on, we
identify ψ as a character of the center ZP of LP , see Remark 2.7 and the comments
that follow.

Note that all of the above, especially the content of Section 11.2.1, remains valid
if ψ is only a locally constant function on ZP , and not necessarily a character. See
Remark 9.9.

11.2.5. p-adic shifts of Hecke characters. In this section, we recall the notion of the
“p-adic shift” of χ, see [Eis15, Section 2.2.13] and [EHLS20, Section 8.2].

Assume the conductor of χ divides pmN0 for some m ≥ 0 and integer N0 prime
to p. Let

Um,N0 = (1 +N0O ⊗ Ẑp)× × (1 + pmO ⊗ Zp) ⊂ (K ⊗ Ẑ)× ,

where O = OK, and consider

Xp = Xp,N0 := lim←−
m

K×\(K ⊗ Ẑ)×/Um,N0 ,

the ray class group of K of conductor p∞N0. The p-adic shift of χ will be a character
of Xp. We often decompose a character α of Xp as α =

⊗
w αw, where the tensor

product runs over all the finite places of K.
Now, assume as usual that χ satisfies Hypothesis 9.12 for some integer k ≥ 0. Let

χ0 = χ| · |−k/2AK
and write χ0 =

∏
w χ0,w, as the product runs over all the places of K.

Similarly, for any place v of Q, let χ0,v =
∏
w|v χ0,w, so that

χ0,∞(a) =
∏

σ∈Σ

σ(a)−k−νσσ(a)νσ ,

for all a ∈ K, where σ = σc and ν = (νσ)σ is as in (149) (this sequence of integers ν
should not be confused with the locally constant function νp(•; τ, ψ)). We say that
the ∞-type χ0 is

Ψk,ν =
∏

σ∈Σ

σ−k
(
σ

σ

)νσ
,

viewed as a function of (OK ⊗ Zp)
×. Note that for all ̟ ∈ O×

K+ , we have

(176) Ψk,ν(̟) = NmK+

Q (̟)−k .

Let χ̃0,∞ : (K ⊗ Zp)
× → Q

×
p be the unique p-adically continuous character such

that

χ̃0,∞(a) = inclp ◦ χ0,∞(a) ,

for all a ∈ K×. In particular, χ̃0,∞(a) ∈ O×
Cp

for all a ∈ (OK ⊗ Zp)
×.

The p-adic shift of χ is defined as the p-adic character χ̃0 : Xp → O×
Cp

for which

χ̃0(a) = χ̃0,∞((aw)w|p)
∏

w∤∞

χ0,w(aw) ,
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for all a = (aw)w∤∞ ∈ Xp.
We now express the Fourier coefficients of Gτχ,ψ in terms of χ̃0. In the process, we

also use the definition of νw(•; τ, ψ) in (144) to express these coefficients in terms of

µp(•; τ, ψ) :=
∏

w∈Σp

µw(•; τw, ψw) ,

where µw(•; τw, ψw) = µτw⊗ψww is as in (142) and Remark 9.8.
Firstly, observe that using (172) and (176), we have

α(β, χ) =
∏

v∤p∞

Pβv,b(χ̃0,p(̟v)) ,

where

χ̃0,p :=
∏

w|p

χ̃0,w .

Similarly, we have

νp(−β; τ, ψ)Nm(det β)k = χp(−β−1)µp(−β; τ, ψ)Nm(det β)k

= χp(−1)χ̃0,p(β
−1)µp(−β; τ, ψ) .

Therefore, the β-th coefficient of the q-expansion of Gτχ,ψ at a cusp L can be
rewritten as a finite Z-linear combinations of terms of the form

(177) χ̃0,p(̟)χ̃0,p(β
−1)µp(−β; τ, ψ)Nm(det β)−n ,

where the linear combination is over a finite set (which depends on β and L) of
p-adic units ̟ ∈ K×.

Note that if ψ and ψ′ are two finite-order characters of ZP such that ψ ≡ ψ′

modulo pr, then the µp(•; τ, ψ) ≡ µp(•; τ, ψ′) modulo pr.

Remark 11.4. The Fourier coefficients in (177) can be compared to the ones of
the Eisenstein series constructed in [Eis14, Theorem 2]. The main difference is the
level at p of the Eisenstein series considered.

From (177) and the q-expansion principle, it is clear that Gτχ,ψ is a modular form
on G4 over the p-adic ring Oπ introduced in Section 8.2. We identify it with its
image in the space of p-adic modular forms.

11.3. p-adic differential operators. In this section, we discuss the p-adic differ-
ential operators constructed in [EFMV18, Section 5] and their relevant properties
for our purpose. The goal is to obtain a family of p-adic modular forms related
to Eτ,κχ,ψ,θ, see (160), using these p-adic differential operators (depending on p-adic

weights κ and τ) and Gτχ,ψ.

Let R = Oπ and let K = K4 ⊂ G4(Af ) be any neat open compact subgroup.
Consider the space

V := V(G4,K
p;R)
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of (scalar-valued) p-adic modular forms on G4 (with respect to the parabolic P4 ⊂
H4, see Section 4.1.3 and (68)), as in (87).

Now, let κ be an R-valued dominant weight for G1, as in Section 2.3.1. Then,
κ̃ = (κ, κ♭) is a dominant weight of G3. Let κ̃p be the corresponding p-adic weight
of TH3(Zp) = TH4(Zp).

Assume that (κ, χ) is critical, as in Definition 9.15, and let ρ = (ρσ)σ∈Σ and

ρv = (ρvσ)σ∈Σ be as in (152). As above, let ρ̃ = (ρ, ρ♭), ρ̃v = (ρv , ρv,♭), and denote
the corresponding p-adic weights as ρ̃p and ρ̃vp.

Proposition 11.5. Assume Conjecture 5.3. Keeping the same notation as above,
there exists a p-adic differential operator

θdχ(ρ
v) : Vχ(G4,K

p;R)→ V(G4,K
p;R) ,

compatible with change of level subgroups, such that

(178) Ωκ̂,r,J ′
0,h0
◦ ResJ ′

0,h0
◦δdχ(ρv)(f) = Resp,J ′

0,h0
◦θdχ(ρv) ◦ Ωκ̃,r,G4,X4

(f)

for any f ∈Mχ(G4,K4,r;R) and any ordinary CM pair (J ′
0, h0), using the notation

from Section 5.2.5. Here, δdχ(ρ
v) is as in Section 9.5.

Proof. The differential operators θdχ(ρ
v) are exactly the operators denoted Θκ̃ in

[EFMV18, Theorem 5.1.3].
However, one need to show that these extend to the space of p-adic modular

form V considered here, which is larger in general than the space “V N” in ibid.
This follows immediately if we assume Conjecture 5.3 (which replaces the use of
[EFMV18, Theorem 2.6.1]).

Lastly, (178) is exactly [EHLS20, Theorem 8.1.1 (a)]. �

Proposition 11.6. In the setting of Proposition 11.5, we have

(i) Fix any neat open compact subgroups K1 ⊂ G1(Af ) and K2 ⊂ G2(Af ) such
that K1 ×K2 ⊂ G3(Af ) ∩K4. Then,

θ(κ, χ) := Res3 ◦θdχ(ρv)
defines a differential operator

Vχ(G4,K
p
4 ;R)→ Vκ(G1,K

p
1 ;R)⊗ Vκ♭(G2,K

p
2 ;R)⊗ (χ ◦ det) ,

where Res3 is the pullback of the first embedding γp ◦ ι3 in (84).
(ii) There is a differential operator

θhol(κ, χ) : Vχ(G4,K
p;R)→ V(G4,K

p;R)

whose composition with Res3 coincides with Dhol(κ, χ) from Section 9.5,
via pullback to functions on G4(A), restrictions to functions on G3(A) and
(90) for G3.
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(iii) For all κ† ≤ κ, there exists an operator

θ(κ, κ†) : V(G4,K
p;R)→ V(G4,K

p;R)

such that

θ(κ, χ) =
∑

κ†≤κ

Res3 ◦θ(κ, κ†) ◦ θhol(κ, χ) .

Proof. This is simply [EHLS20, Proposition 8.1.1 (b), (d)] and [EHLS20, Corol-
lary 8.1.2] in our settings. The proof remains the same using the existence of the
differential operators in Proposition 11.5. �

For any dominant weight κ as above, using these differential operators, we define

Gτ,κχ,ψ := θ(κ, χ)Gτχ,ψ .

and let K3 = K3,r ⊂ G3(Af ) be its level, see (174) and the comments below (161).
Furthermore, let θ be any P -parallel weight. Then, following the same logic as in

Section 9.5, in what follows we set θ(κ, θ, χ) := θ(κ+ θ, χ) and

Gτ,κχ,ψ,θ := Gτ,κ+θχ,ψ = θ(κ, θ, χ)Gτχ,ψ .

The action of θ(κ, χ) on p-adic q-expansion is described in [EFMV18, Corollary
5.2.10]. Their work considers p-adic modular forms in

V∞,∞ = lim←−
m

lim−→
r

Vr,m(OCp)
BuH (Zp) ,

for the Borel BH associated to the trivial partition, see Remark 2.8, but their com-
putations hold for all f ∈ V(G4,K

p;R) if one assumes Conjecture 5.3 (which we do
in this paper).

Namely, there exists a polynomial φκ (on n×n-matrices) such that for each β ∈ L,
the β-th coefficient of Gτ,κχ,ψ is equal to φκ(β) times the β-th coefficient of Gτχ,ψ, see

[EFMV18, Theorem 5.1.3 (1)] and [EFMV18, Section 5.2.2].

Remark 11.7. In our notation, the polynomial in [EFMV18, Corollary 5.2.10]

should be written φκ̃ for κ̃ = (κ, κ♭). However, we only consider polynomials associ-
ated to such characters, hence we only emphasize their dependence on κ.

As above, considering κ as fixed and considering any κ′ = κ+ θ in the P -parallel
lattice [κ], we set φκθ := φκ+θ. Then, it follows from [EFMV18, Remark 5.2.11]
that if θ and θ′ are two P -parallel weights such that θ ≡ θ′ modulo pr(p − 1), then
φκθ ≡ φκθ′ modulo pr+1.

Using the above and (177), one therefore readily checks that the β-th coefficient
of Gτ,κχ,ψ,θ satisfy the “usual” Kummer congruences ([Kat78, (4.0.8)]) as (χ̃0, ψ · θ)
vary p-adically as characters of Xp×ZP . See [EHLS20, Section 5] for further details.

We obtain the following as a consequence of [Kat78, Proposition (4.1.2)] and
using the same logic as in the construction of the analogous Eisenstein measures of
[Kat78, Eis15, EFMV18].
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Proposition 11.8. Assume conjecture 5.5. Fix a p-adic weight κ of TH1(Zp) and
a P -nebentypus τ with central character ωτ . There is a V3(Kp

3 ;R)-valued measure

dEis[κ,τ ] on Xp × ZP such that

(179)

∫

Xp×ZP

(χ̃0, (ωτψ) · ρvκ,θ)dEis[κ,τ ] = Gτ,κχ,ψ,θ ,

for any p-adic shift χ̃0 of a Hecke character χ, as in Section 11.2.5, and for any
arithmetic characters on ZP whose finite-order part is ωτψ and algebraic part is
(κp + θp)|ZP for some critical pair (κ + θ, χ). Here, ρvκ,θ is the “shift” associated to

κ+ θ and χ as in (152).
Both sides of (179) are independent of the choice of decompositions κ′ = κ+θ ∈ [κ]

and ωτ ′ = ωτψ for the central character of some τ ′ ∈ [τ ].

Remark 11.9. When P = B as in Remark 2.8, the above agrees with the measure
in [EHLS20, Theorem 8.2.2].

11.3.1. Comparison to classical Eisenstein series. We first compare θ(κ, χ) to the
C∞-differential operators from Section 9.3.3.

Proposition 11.10. Assume Conjecture 5.5. With the same setting as in Proposi-
tion 11.6, let θ(κ, χ)cusp denote the restriction of θ(κ, χ) to Vcuspχ (G4,K4;R). Then,

eP -ord

κ ◦ θ(κ, χ)cusp = eP -ord

κ ◦ δdχ(ρv)
as operators

Vcuspχ (G4,K4;R)→ Sκ(G1,K1;R)⊗ Sκ♭(G2,K2;R)⊗ (χ ◦ det) .

Furthermore, for any cuspidal F ∈ H0
! (Sh(V4),L(χ)), we have

eP -ord

κ ◦ θ(κ, χ)(F ) = eP -ord

κ ◦Dhol(κ, χ)(F )

Proof. The first part is exactly [EHLS20, Theorem 8.1.1 (c)] with the obvious modi-
fications to our setting. For the second part, we follow the same logic as in the proof
of [EHLS20, Proposition 8.1.3].

All one needs is the decompositions from (154) and Proposition 11.6 (iii), the first
part of the above and the fact that for any κ† < κ,

eP -ord
κ := lim−→

N


 ∏

w∈Σp

rw∏

j=1

uw,Dw(j),κ



N !

converges absolutely to 0 on Sκ†(Kr;R). This last claims follows from the fact that
for κ† < κ, we have

uw,Dw(j),κ = κ′(tw,Dw(j))Uw,Dw(j) = (κ′ · (κ†,′)−1)(tw,Dw(j))uw,Dw(j),κ†
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and, using the definition of κ′ as in (55), that

∏

w∈Σp

rw∏

j=1

(κ′ · (κ†,′)−1)(tw,Dw(j)) =
∏

w∈Σp

rw∏

j=1

(κp · κ†,−1
p )(tw,Dw(j)) = pm

for some strictly negative integer m. This is clear from the definition of each tw,Dw(j)
and the relation (26). �

We now wish to apply the previous proposition to an ordinary cusp form closely
related to Gτ,κχ,ψ,θ, using the notation of Proposition 11.8.

Let π be a P -anti-ordinary anti-holomorphic cuspidal automorphic form of P -anti-
WLT (κ,Kr, τ). Let m = mπ be the non-Eisenstein maximal ideal of TP -ord

Kp,[κ,τ ],Oπ
associated to π as in Remark 8.10.

Assuming Conjecture 5.10, it follows from Proposition 11.10 and (174) that for κ
very regular, after localization at m, both

(180) eP -ord
κ Gτ,κχ,ψ and D(n,K, b, p, k)−1eP -ord

κ Dhol(κ, χ)Eτχ,ψ

lie in

Sκ,V (K1,r,OCp)m ⊗ Sκ♭,−V (K2,r,OCp)m ⊗ (χ ◦ det) ,
and are equal.

In particular, using (49) on G3, we can view

〈eP -ord
κ Gτ,κχ,ψ, •〉κ̃,K3,r

as an element in the Oπ-dual of
Ŝκ,V (K1,r,Oπ)m ⊗ Ŝκ♭,−V (K2,r,Oπ)m ⊗ (χ−1 ◦ det)

and the above is closely related to the integral involved in the doubling method.
Observe that together with the tautological pairingMτ⊗Mτ ♭ =Mτ⊗M∨

τ → Oπ,
the above can in fact be identified as an element in the dual of

(181) Ŝκ,V (K1,r, [τ ];Oπ)m ⊗ Ŝκ♭,−V (K2,r, [τ
♭];Oπ)m ⊗ (χ−1 ◦ det) .

Now, fix any F ∈ Iπ and F ♭ ∈ Iπ♭ , using the notation from Section 8.4.4. Fix

non-zero elements ι ∈ HomLP (τ, π
(P -a.ord,r)
p ) and ι♭ ∈ HomLP (τ

♭, π
♭,(P -a.ord,r)
p ), i.e. a

basis for each of these two 1-dimensional spaces.
Fix a basis Bτ = {v1, . . . , vr} of τ (where r = dim τ) and a dual basis B♭τ =

{v♭1, . . . , v♭r} of τ ♭. For each 1 ≤ i ≤ r, let ϕi (resp. ϕ
♭
i) be the (anti-holomorphic

P -anti-ordinary) test vector of π (resp. π♭) determined by F , ι (resp. ι♭) and vi
(resp. v♭i ), as in (131) (resp. (132)). As explained at the end of Section 8.4.4, we
have

〈ϕ,ϕ♭〉π = 〈ϕi, ϕ♭i〉π
for all 1 ≤ i ≤ dim τ , where ϕ := ϕ1 and ϕ♭ := ϕ♭1.
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It follows from (48), using the identifications (127) and (128), that pairing the

element in the dual of (181) corresponding to eP -ord
κ Gτ,κχ,ψ with F ⊗ F ♭ is equal to

1

Vol(I0r,V )Vol(I
0
r,−V )

dim τ∑

i=1

∫

[G3]
D(n,K, b, p, k)−1Eτ,κ,holχ,ψ

(
g1, g2; s+

1

2

)

× ϕi(g1)ϕ
♭
i(g2)χ

−1(det(g2))||ν(g2)||a(κ)dg1dg2 ,
where s = k−n

2 and [G3] = G3(Q)ZG3(R)\G3(A). By definition, this is equal to

1

Vol(I0r,V )Vol(I
0
r,−V )D(n,K, b, p, k)

dim τ∑

i=1

I

(
ϕi, ϕ

♭
i ||ν(g2)||a(κ), f τ,κ,holχ,ψ , s+

1

2

)
,

for s = k−n
2 . Lastly, by Theorem 10.10, it is equal to

(182)

〈ϕ,ϕ♭〉π
Vol(I0r,V ∩ I0r,−V )

Ip

(
s+

1

2
, P -ord, π, χ

)
I∞

(
s+

1

2
;π, χ

)
ISL

S

(
s+

1

2
;π, χ

)
,

at s = k−n
2 , where Ip, I∞ and IS are as in (163), (164) and (166) respectively.

Part IV. p-adic L-functions for P -ordinary families.

12. Pairing, periods and main result.

12.1. Eisenstein measures and p-adic L-functions. In this section, we adapt
the material of [EHLS20, Section 7.4] to the P -ordinary setting. The goal is to
obtain an analogue of [EHLS20, Proposition 7.4.10] in the P -ordinary setting and

interpret the Eisenstein measure dEis[κ,τ ] of Proposition 11.8 as an element of the
Hecke algebra T from Section 8.

The idea is to view dEis[κ,τ ] as a collection of linear transformations on locally
constant functions compatible with the projective limit structure of T over Hecke
algebras of finite level.

12.1.1. Equivariance and the Garrett map. Throughout this section, we fix a neat
open compact subgroup Kp

1 ⊂ G(Apf ) and set K1,r := Kp
1IP,r for all r ≫ 0. We let

K2,r := K♭
1,r and set K3,r := (K1,r × K2,r) ∩ G3(Af ). We often write Kr for K3,r.

Furthermore, we set
V3 := VP -ord,cusp(G3,K

p;O) .
Consider the center Z = ZP of LP (ZP ) and for each r ≥ 1, let Zr = 1 + prZ. In

particular, ZP,r = Z/Zr as in Section 8.1.1.
Let Λ = Λπ = Oπ[[ZP ]] be the Iwasawa algebra in Section 8.4.1 for R = Oπ. Since

the ring O = OK does not appear in this section, we set O = Oπ in what follows.
As usual, one identifies Λ as the algebra of distributions on Z with O-coefficients,

equipped with a canonical perfect pairing Λ⊗C(Z,O)→ O, where C(Z,O) denotes
the module of continuous O-valued functions on T.
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Let Ir ⊂ Λ be the augmentation ideal associated to Zr, and set Λr = Λ/Ir.
Furthermore, define

Cr(Z,O) = C(Z/Zr,O) := {continuous Zr-invariant functions on Z} ,
a free O-module of locally constant functions on Z. Let ηr : Cr(Z,O) →֒ Cr+1(Z,O)
be the natural inclusion.

The restriction of the perfect pairing above to Λ⊗Cr(Z,O)→ O factors through
a perfect pairing

Λr ⊗ Cr(Z,O)→ O ,
identifying Λr with the algebra of distributions HomO(Cr(Z,O),O).

Now, fix some critical pair (κ, χ). Set

(183) φ = φχ := eP ◦
∫

ZP

(χ̃0, •)dEis[κ,τ ]

as linear functional on C(Z,O) valued in VP -ord
3 .

Let ρ = (ρσ)σ and ρv = (ρvσ)σ be as in (152). We identify ρ and ρv with p-
adic weights of TH1(Zp), as in Section 2.3.3. In fact, in this section, we are mostly
concerned with the restriction of ρ and ρv to Z, which we still denote ρ and ρv

respectively by abuse of notation.
For any r ≥ 0, consider the subset Cr(Z,O) ·ρv ⊂ C(Z,O). By [EHLS20, Lemma

7.4.2], the measure φ = φχ on Z is equivalent to a collection φχ,ρ = φρ = (φρ,r)r≥0,
such that

φρ,r ∈ HomΛ(Cr(Z,O) · ρv,VP -ord
3 ) and η∗r (φρ,r+1) = φρ,r ,

where the equivalence is given by φ(ψ) = φr,ρ(ψ · ρv) for all ψ ∈ Cr(Z,O). For χ
fixed, ρ and κ determine one another, hence we sometimes write φχ,ρ by φχ,κ.

Let Iρ,r ⊂ Λ be the annihilator of Cr(Z,O) · ρv with respect to the pairing
Λ ⊗ C(Z,O) → O, and let Λρ,r = Λ/Iρ,r. By definition, Λρ,r is identified with
HomO(Cr(Z,O) · ρv,O).

As explained at the end of Section 11.3.1, we see that for all κ very regular and
ψ ∈ Cr(Z,O), we have

φρ,r(ψ) ∈ HomO(Ŝ
P -ord
κ,V (K1,r, [τ ];O)m, SP -ord

κ♭,−V (K2,r, [τ
♭];O)m ⊗ (χ ◦ det)) ,

where m = mπ is as in Remark 8.10.
In fact, it follows from the work of [Gar84, GPSR87] on the Garrett map, see

[EHLS20, Theorem 9.1.3–Corollary 9.1.4], that the measure φρ,r satisfies a stronger
equivariance property with respect to the appropriate Hecke algebra, namely

φρ,r(ψ) ∈ HomTKr,κ,[τ ],O
(ŜP -ord
κ,V (K1,r, [τ ];O)m, SP -ord

κ♭,−V
(K2,r, [τ

♭];O)m ⊗ (χ ◦ det)) ,
where TKr,κ,[τ ],O is as in Proposition 8.19, for all κ very regular and ψ ∈ Cr(Z,O).

To lighten notation, we omit κ and [τ ] from our notation momentarily (as they
do not vary in this section), and write

ŜP -ord
r,V,π := ŜP -ord

κ,V (K1,r, [τ ];O)m and SP -ord
r,−V,π♭ := SP -ord

κ♭,−V (K2,r, [τ
♭];O)m ,
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both modules over Tr := TKr,κ,[τ ],O using Lemma 8.3.

By definition of the finite free O-modules Îπ = Iπ♭ , we have isomorphisms

Tr ⊗ Îπ ∼−→ ŜP -ord
r,V,π and T̂r ⊗ Iπ♭

∼−→ SP -ord
r,−V,π♭

,

see (126) and (the O-dual) of (130), where T̂r denotes the O-dual of Tr. Therefore,
tensoring with (χ−1 ◦ det), we obtain

(184) HomTr(Ŝ
P -ord
κ,V,π , S

P -ord
κ♭,−V,π♭ ⊗ (χ ◦ det)) ∼−−→ HomTr(Tr ⊗ Îπ, T̂r ⊗ Iπ♭) ,

and setting Cr = Cr(Z,O), we can then identify φρ,r as an element of

HomTr(Cr ⊗Λ Ŝ
P -ord
κ,V,π , S

P -ord
κ♭,−V,π♭)

∼−−→HomTr(Cr ⊗Λ Tr ⊗O Îπ, T̂r ⊗O Iπ♭)

= HomTr(Cr ⊗Λ Tr, T̂r)⊗O EndO(Iπ♭)
∼−−→T̂r ⊗ EndO(Iπ♭) ,

and the next step is to study the compatibility on both sides as r≫ 0 varies.
To understand the left-hand side of the above ar r varites, consider the inclusions

ηr : Cr →֒ Cr+1 and ιr : SP -ord
r,V →֒ SP -ord

r+1,V , as well as the dual maps ι∗r and η∗r
respectively, for all r ≫ 0. Then, as explained in [EHLS20, Fact 7.4.7], we have

(185) (η∗r ⊗ idr+1)(φρ,r+1) = ιr ◦ φρ,r ◦ (idCr ⊗ ι∗r) .
Furthermore, it follows from our work in Sections 2.7.2–2.7.3 that the map ι∗r :

ŜP -ord
κ,V (Kr+1,Oπ)→ ŜP -ord

κ,V (Kr+1,Oπ) is given by the trace map

tr(h) =
#(I0P,r/IP,r)

#(I0P,r+1/IP,r+1)

∑

γ∈KP,r/KP,r+1

γ · h ,

for all h ∈ ŜP -ord
κ,V (Kr+1,Oπ). Comparing this with first commutative diagram in

Proposition 8.25, we obtain the following result.

Proposition 12.1. Let (κ, χ) be a critical pair such that κ is a very regular weight
and assume Conjectures 8.12 and 8.17. Let ρ be the weight determined by (κ, χ) in
(152). With respect to the identification

HomTr(Cr ⊗Λ Ŝ
P -ord

κ,V,π , S
P -ord

κ♭,−V,π♭)
∼−→ T̂r ⊗ EndO(Iπ♭)

the identity (185), the isomorphism Gr : T̂r
∼−→ Tr provided by Hypothesis 8.23, the

collection φχ,κ = φρ = (φρ,r)r defines an element

L(φχ,κ) = L(φρ) ∈ lim←−
r

Tr ⊗ EndO(Iπ♭)
∼−→ T⊗ EndO(Iπ♭) .

Moreover, if κ′ is another very regular weight in the same P -parallel lattice as κ,
i.e. [κ] = [κ′], then L(φχ,κ) = L(φχ,κ′) as elements of

T = TKp,[κ,τ ],O
∼−→ lim←−

r

TKr,κ,[τ ],O
∼−→ lim←−

r

TKr,κ′,[τ ],O .
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Therefore, (φχ,κ,r)r and (φχ,κ′,r)r define the same element L(φχ,[κ]) ∈ T⊗EndO(Iπ♭).
Conversely, any L ∈ T ⊗ EndO(Iπ♭) is induced as above from a collection (φχ,κ,r)r
associated to some very regular κ.

Remark 12.2. This is the P -ordinary analogue of [EHLS20, Proposition 7.4.10]
and is proved the exact same way, namely unfolding definitions using the identifica-
tions introduced in this section.

Lastly, to consider the variation of χ as a character of Xp, consider the Iwa-
sawa algebra ΛXp = Zp[[Xp]]. Then, it follows from [EHLS20, Proposition 7.4.13]

and Proposition 12.1 that the V3-valued measure dEis[κ,τ ] = φ = φ• on Xp × Zp
corresponds to an element

(186) L(Eis[κ,τ ]) ∈ ΛXp⊗̂T⊗ EndO(Iπ♭) .

12.1.2. Evaluation at classical points. Let π be a anti-holomorphic P -anti-ordinary
automorphic representation π for G1 of P -anti-WLT (κ,Kr, τ). Let λπ : T → Oπ
be its associated Hecke character, see Section 8.3.1, and let mπ be the kernel of λπ.
Consider the set of classical points S(Kp, π) defined in (125).

Note that for any O-algebra R,
EndR(Iπ♭) = Hom(Îπ, Iπ♭)

∼= Hom(Îπ ⊗ Îπ♭ , R)
so given any test vectors ϕ ∈ Îπ and ϕ♭ ∈ Îπ♭ as in Section 8.4.4, we can define

L(Eis[κ,τ ];ϕ,ϕ♭) := [L(Eis[κ,τ ]), ϕ ⊗ ϕ♭]loc ∈ ΛXp⊗̂T ,
and

L(Eis[κ,τ ], χ, κ;ϕ,ϕ♭) := [L(φχ,[κ]), ϕ ⊗ ϕ♭]loc ∈ T ,

where [•, •]loc is induced from the tautological pairing in both cases (abusing nota-

tion), and we recall that the relation between dEis[κ,τ ] and φχ,[κ] is given by (183)
and Proposition 12.1.

Given R-valued character χ̂0 : Xp → R and any classical π′ ∈ S(Kp, π) of P -
anti-WLT (κ′,Kr′ , τ

′) such that (κ′, χ) is critical and λπ′ is R-valued, the image of

L(Eis[κ,τ ];ϕ,ϕ♭) under the homomorphism χ̂0 ⊗ λπ′ : ΛXp,R ⊗Tπ,R → R induced by
(χ̃0, λπ′) is equal to

λπ′(L(Eis[κ,τ ], χ, κ;ϕ,ϕ♭)) ∈ R
and our computations at the end of Section 11.3.1 show that the latter is equal to
the expression in (182).

12.2. Normalized periods and congruence ideals. We are now ready to state
our main theorem to summarize the construction of the p-adic L-function in (186).
However, we first adjust the definitions of certain periods studied in [EHLS20, Sec-
tion 6.7] to generalize the theory to P -anti-ordinary representation.

Fix an anti-holomorphic P -anti-ordinary automorphic representation π onG = G1

with P -anti-WLT (κ,Kr, τ). In what follows, we use the notation of Sections 8.2-8.3
freely.
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Consider the orthogonal complement

ŜP -a.ord
κ,V (Kr, τ ;R)[π]

⊥ ⊂ ŜP -a.ord
κ♭,−V (K♭

r, τ
♭;R)π♭

of ŜP -a.ord
κ,V (Kr, τ ;R)[π] with respect to 1

Vol(I0V,r∩I
0
−V,r)
〈·, ·〉Serκ,τ , see Lemma 8.11 and

Section 4.2.3

Definition 12.3. The congruence ideal C(π) ⊂ R associated to π is the annihilator
of

ŜP -a.ord
κ♭,−V (K♭

r, τ
♭;R)π♭/

(
ŜP -a.ord
κ,V (Kr, τ ;R)[π]

⊥ + ŜP -a.ord
κ♭,−V (K♭

r, τ
♭;R)[π♭]

)

Lemma 12.4. Let R ⊂ C be a ring as in Proposition 8.8, then

L[π] :=
1

Vol(I0V,r ∩ I0−V,r)
〈ŜP -a.ord

κ,V (Kr, τ ;R)[π], Ŝ
P -a.ord

κ♭,−V (K♭
r, τ

♭;R)[π♭]〉Serκ,τ , and

Lπ :=
1

Vol(I0V,r ∩ I0−V,r)
〈ŜP -a.ord

κ,V (Kr, τ ;R)[π], Ŝ
P -a.ord

κ♭,−V (K♭
r, τ

♭;R)π♭〉Serκ,τ

are rank one R-submodules of C, generated by positive real numbers Q[π] and Qπ,
respectively. Any c(π) ∈ R such that c(π)Qπ = Q[π] generates the congruence ideal
C(π).

Obviously, Q[π], Qπ and c(π) are only well-defined up to units in R. However,
our p-adic L-function does not depend on those choices. Furthermore, given a Hecke
character χ, one has analogues Q[π, χ], Qπ,χ, C(π, χ) and c(π, χ) upon twisting by
χ−1 ◦ det as explained in [EHLS20, Section 6.7.6].

Proposition 12.5. Given anti-holomorphic P -anti-ordinary test vectors ϕ ∈ Îπ
and ϕ♭ ∈ Îπ♭ as in Section 8.4.4, the period

Ωπ,χ(ϕ,ϕ
♭) =

dim τ · 〈ϕ,ϕ♭χ〉χ
Vol(I0r,V ∩ I0r,−V ) ·Q[π, χ]

is independent of r and is p-integral. It is a p-adic unit for an appropriate choice of
ϕ and ϕ♭.

Proof. The independence on r follows from the properties of the Serre pairing and
ϕ♭ under the trace map as r increases.

Furthermore, the fact that it is p-integral (resp. a p-adic unit) follows from the
fact that the factor dim τ in the above expression cancels with the factor dim τ in
the definition of Q[π, χ]. �

12.3. Statement of the main theorem. Our main theorem is simply a summary
of the properties of the p-adic L-function constructed in (186) and incorporate the
periods introduced above.

In the following statement, we refer to the Conjectures 5.3, 5.5, 5.10, 8.12 and
8.17 as the “standard conjectures of P -ordinary Hida theory”.
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Theorem 12.6. Let π be an anti-holomorphic, P -anti-ordinary cuspidal automor-
phic form G1(A) whose P -anti-WLT is (κ,Kr, τ), where τ is the SZ-type of π. As-
sume that the standard conjectures of P -ordinary Hida theory hold. Assume that π
satisfy Hypothesis 6.4, Hypothesis 8.5, Hypothesis 8.23, and Proposition-Hypothesis
8.25.

Let ωτ denote the central character of τ . Let mπ denote the maximal ideal of the
P -ordinary Hecke algebra TP -a.ord

Kr,κ,τ
corresponding to π and let Tπ be the localization

of TP -a.ord

Kr,κ,τ
at mπ.

Given test vectors ϕ ∈ Îπ, ϕ
♭ ∈ Îπ♭ as in Section 8.4.4, there exists a unique

element

L(Eis[κ,τ ], P -ord;ϕ⊗ ϕ♭) ∈ ΛXp,R⊗̂Tπ
satisfying the following property :

Let χ = || · ||n−k2 χu : Xp → R× be the p-adic shift of a Hecke character as in
Section 11.2.5. Let π′ ∈ S(Kp, π) be a classical point of the P -ordinary Hida family
Tπ.

Then, L(Eis[κ,τ ], P -ord;ϕ⊗ ϕ♭) is mapped under the character χ⊗ λπ′ to

c(π′, χ)Ωπ′,χ(ϕ,ϕ
♭)Lp

(
k − n+ 1

2
, P -ord, π′, χu

)

× L∞

(
k − n+ 1

2
;χu, κ

′

)
IS
LS(k−n+1

2 , π′, χu)

Pπ′,χ
,

where Pπ′,χ = Q−1
π′,χ.
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p. 149–185.

[Hid98] H. Hida, Automorphic induction and Leopoldt type conjectures for GL(n), Asian J. Math.
2 (1998), no. 4, 667–710, Mikio Sato: a great Japanese mathematician of the twentieth
century.

[Hid04] , p-adic automorphic forms on Shimura varieties, Springer Monographs in Math-
ematics, Springer, New York, NY, 2004.

[HLLM23] B. L. Hung, D. Le, B. Levin, and S. Morra, Local models for Galois deformation rings
and applications, Inventiones mathematicae 231 (2023), 1277–1488.

[HLS06] M. Harris, J.S. Li, and C. Skinner, p-adic L-functions for unitary Shimura varieties,
I: Construction of the Eisenstein Measure, Doc. Math. Extra Vol. (2006), 393–464,
(electronic).

[Jac79] H. Jacquet, Principal L-functions of the linear group, in Automorphic Forms, Represen-
tations and L-functions (Proc. Sympos. Pure Math., Oregon State Univ., Corvallis, Ore.,
1977), Part 2, Proceedings of Symposia in Applied Mathematics, XXXIII, (American
Mathematical Society, Providence, RI), 1979, pp. 63–86.

[Jan03] J. C. Jantzen, Representations of Algebraic Groups, second ed., Mathematical surveys
and monographs, vol. 107, American Mathematical Society, Providence, RI, 2003.

[Kat78] N. M. Katz, p-adic L-functions for CM fields, Invent. Math. 49 (1978), no. 3, 199–297.
[Kot92] R. E. Kottwitz, Points on Some Shimura Varieties Over Finite Fields, J. Amer. Math.

Soc. 5 (1992), no. 2, 373–444.
[Lan12] K.-W. Lan, Comparison between analytic and algebraic constructions of toroidal com-

pactifications of PEL-type Shimura varieties, Journal für die reine und angewandte
Mathematik (Crelles Journal) 664 (2012), 163–228.

https://arxiv.org/abs/2006.04302


142 D. MARCIL

[Lan13] , Arithmetic Compactifications of PEL-type Shimura Varieties, London Mathe-
matical Society Monographs, vol. 36, Princeton University Press, Princeton, 2013.

[Lan16] , Higher Koecher’s principle, Math. Res. Lett. 23 (2016), no. 1, 163–199.
[Li92] J.-S. Li, Nonvanishing theorems for the cohomology of certain arithmetic quotients, J.

Reine Angew. Math. 428 (1992), 177–217.
[LR20] Z. Liu and G. Rosso, Non-cuspidal Hida theory for Siegel modular forms and trivial

zeros of p-adic L-functions, Math. Ann. 378 (2020), 153–231.
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