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Abstract. In this paper, we compute certain p-adic zeta integrals appearing in
the doubling method of Garrett and Piatetski-Shapiro–Rallis for unitary group.
Using structure theorems in [Mar23] for P -(anti-)ordinary automorphic represen-
tations involving Bushnell-Kutzko types, we associate local Siegel-Weil sections
at p to such Bushnell-Kutzko types. Then, fixing compatible choices of P -anti-
ordinary vectors, we find explicit formulae relating the corresponding p-adic zeta
integral to modified p-Euler factors and volumes of P -Iwahoric subgroups. Our
results extend the ones of [EHLS20, Section 4.3] by allowing automorphic repre-
sentations with nontrivial supercuspidal support at p.
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Introduction

In recent years, the so-called doubling method of Garrett and Piatetski-Shapiro–
Rallis [Gar84, GPSR87] has been used in several situations to compute special values
of L-functions and construct p-adic L-functions, see [Liu19, Liu21, LR20, EL20,
EHLS20].

One of the major accomplishment of [EHLS20] is the explicit computation of the
local p-adic zeta integral provided by the doubling method when working with ordi-
nary automorphic representation on a unitary group G over a CM field K. They use
this result, together with many other technical considerations, to construct a p-adic
L-functions of Hida families of such representations. The goal of this paper is to ex-
tend the results of [EHLS20, Section 4.3] by considering P -ordinary representations
instead, where P is some parabolic subgroup of G/Zp

. We recover the formulae of
loc. cit. when P is essentially a product B of upper triangular Borel subgroups. In
other words, ordinary representations are equivalently B-ordinary and our results
agree with known formulae when P = B.

This completes crucial computations in an ongoing project of the author to con-
struct p-adic L-functions for P -ordinary families on G. If the center of a Levi factor
of P has rank d, then these are (d + 1)-variable p-adic L-functions. The underly-
ing goal is again to extend the main result of [EHLS20]. However, the author also
hopes to use general techniques developed here to deal with p-adic integrals in other
projects.

Main result. In general, if π is an ordinary cuspidal automorphic representation of
G, then its local p-factor πp has trivial supercuspidal support and this leads to the
existence of an ordinary nebentypus character µ associated to π. This character µ,
as well as existence of ordinary vectors of πp on which Iwahori subgroups act via µ,
play key roles in the computations of [EHLS20]. However, if π is instead P -ordinary
for some parabolic subgroup P of G, then πp no longer has trivial supercuspidal
support. Furthermore, the analogous P -Iwahori subgroups now act on spaces of P -
ordinary vectors via smooth finite-dimensional representations of LP , a Levi factor of
P . In [Mar23], the author associates canonically such a representation τ to πp, using
the theory of Bushnell-Kutzko types [BK98] and results of [Pas05], and construct
P -ordinary vectors of type τ .

Therefore, our approach generalizes the construction of [EHLS20] by replacing µ
with a general type τ . In the process, we deal with the several challenges related
to the dimension of the latter. In particular, one novelty of this paper is the con-
struction of local Siegel-Weil sections (involved in the doubling method) associated
to such types. Then, the main accomplishment of this paper is the computation of
p-adic zeta integrals corresponding to such Siegel-Weil sections and the P -ordinary
vectors of type τ mentioned above.

When τ is a character, we recover results of [EHLS20]. However, the author hopes
that some of the techniques used here, using the point of view of Bushnell-Kutzko
types and covers in the sense of [BK98, BK99], help to simplify and motivate various
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definitions that may seem ad hoc in the ordinary setting. Our main result is Theorem
4.6, which roughly says the following :

Theorem (Main Local Theorem). Let φp ∈ πp and φ̃p ∈ π̃p be the P -anti-ordinary
test vectors, of type τ and τ̃ respectively, defined in (39). Let χ be a unitary Hecke
character of K, χp = ⊗w|pχw, and let s ∈ C. Let f+τ,τ̃ ∈ Ip(χp, s) be the local

Siegel-Weil section defined in Section 3.2.4.
Then, the p-adic local zeta integral Ip(φp, φ̃p, f

+
τ,τ̃ ;χp, s) defined in (32) is equal

to

(1) Ep

(
s+

1

2
, P − ord, πp, χp

)
·
Vol(I0P,r)Vol(

tI0P,r)

Vol(I0P,r ∩
tI0P,r)

where Ep is a modified Euler factor at p, defined in Section 4.2.

Additional comments. As the statement of our main theorem eludes, our result ac-
tually involves P -anti-ordinary vectors as opposed to P -ordinary vectors. This is
simply due to the duality relations between Eisenstein series and automorphic rep-
resentations in the doubling method. Relevant comparisons for these two notions
are considered in [Mar23].

Our approach is actually formulated using vectors φp and φ̃p whose behavior
under P -Iwahori subgroups are similar to the ones of P -anti-ordinary vectors, see
[Mar23, Theorem 4.3, Lemma 4.6]. However, we never explicitly assume that either
of these vectors is P -(anti-)ordinary. The author hopes that by proceeding this way,
our treatment is general enough to also be applied in other settings not considered
in [Mar23].

For instance, throughout this paper, we assume a certain splitting condition on
the prime p. However, when removing this condition, one works with the analogous
notion of µ-ordinary representations, in the sense of [EM21]. We hope that our
approach may be adapted in the future to this setting by replacing the theory of
types and covers for general linear groups over local fields by the analogous theory
for other classical groups (perhaps using results of [MS14]).

Furthermore, as explained in [EHLS20, Remark 9.3.4], the analogous computation
in the literature of local zeta integrals at finite places away from p over which π
ramifies is still unsatisfactory. The current approach is to choose local Siegel-Weil
sections and test vectors at such primes so that the corresponding integral yields a
constant volume factor. However, one could potentially use techniques developped
in this paper to replace those non-optimal choices and use the doubling method to
obtain better local zeta integrals related to Euler factors at these finite places of
L-functions.

Structure of this paper. In Section 1, we first set some notation and introduce un-
derlying assumptions for our work. We also review the theory of Bushnell-Kutzko
types relevant for us.
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In Section 2, we introduce the similitude unitary group G on which we work and
a certain parabolic subgroup P of G. We then define level subgroups of G(Zp) that
are P -Iwahoric (of some level r). These two sections share many similarities with the
set up of [Mar23]. We then conclude Section 2 by constructing specific vectors φp

and φ̃p in p-factors of automorphic representations whose action under P -Iwahoric
subgroups are described by certain types τ and τ̃ . Our choices are inspired by the
structure theorems for P -(anti-)ordinary representations proved in [Mar23].

In Section 3, we recall the set up of the doubling method for unitary groups and
introduce the relevant local zeta integral. We then focus on the factor at p and
construct the local Siegel-Weil section f+τ,τ̃ mentioned in the main theorem above.

In doing so, one novelty of this paper is to extend matrix coefficients related to τ
and τ̃ (defined as locally constant functions of LP (Zp)) to locally constant functions
supported on much larger open compact subsets of G(Zp). This necessary step is
already present in [EHLS20, Section 4.3.1] and plays a crucial role to obtain the
volume factors in (1). To do so, they introduce a certain “telescoping” product (see
[EHLS20, p.56]). Although the formula is not complicated, it crucially relies on the
fact the the analogue of τ is a character. Our approach generalizes their extension
for τ of any dimension. We hope that our treatment, from the point of view of
Bushnell-Kutzko types and covers, simplifies and motivates this step (see Equations
(34) and (36) below).

In Section 4, we finally write down the expression for the p-adic zeta integral
associated to φp, φ̃p and f+τ,τ̃ . We then proceed to simplify it by obtaining as many

cancellations as possible until we can finally use the Godement-Jacquet functional
equation of [Jac79].

Acknowledgments. This paper contains the core computations necessary in the sec-
ond third of the author’s thesis supervised by Michael Harris. I am profoundly
grateful for his many insightful comments to approach this problem and the neces-
sary computations. In particular, I wish to thank Harris for his suggestions to look
at the theory of Bushnell-Kutzko types and attempt to expose their usefulness to
compute local zeta integrals.

I also wish to thank both Ellen Eischen and Christopher Skinner for helpful dis-
cussions where they provided encouragements and answers to my questions.

Lastly, many steps in the argument of Sections 2.3, 3.2 and 4.1 rely upon ideas
found in the ordinary settings, most notably in [EHLS20]. It would have been far
more difficult for me to carry out the simplifications in my calculations without the
precise details provided by the four authors of this papers.

1. Notation and conventions.

Let Q ⊂ C be the algebraic closure of Q in C. For any number field F ⊂ Q, let
ΣF denote its set of complex embedding Hom(F,C) = Hom(F,Q).

Throughout this article, we fix a CM field K ⊂ Q with ring of integers O =
OK. Let K+ be the maximal real subfield of K and denote its ring of integers as
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O+ = OK+ . Let c ∈ Gal(K/K+) denote complex conjugation, the unique nontrivial
automorphism. Given a place v of K, we usually denote c(v) as v̄.

1.1. CM types and local places. Fix an integer prime p that is unramified in K.
Throughout this paper, we assume the following :

HYPOTHESIS 1.1. Each place v+ of K+ above p totally split as v+ = vv̄ in K.

Fix an algebraic closure Qp of Qp and an embedding inclp : Q ↪→ Qp. Define

Z(p) = {z ∈ Q : νp(inclp(z)) ≥ 0} ,

where νp is the canonical extension to Qp of the normalized p-adic valuation on Qp.

Let Cp be the completion of Qp. The map inclp yields an isomorphism between

its valuation ring OCp and the completion of Z(p) which extends to an isomorphism

ι : C ∼−→ Cp.

Fix an embedding ι∞ : Q ↪→ C such that inclp = ι ◦ ι∞ and identify Q with its
image in both C and Cp.

Given σ ∈ ΣK, the embedding inclp ◦ σ determines a prime ideal pσ of ΣK. There
may be several embeddings inducing the same prime ideal. Similarly, given a place
w of K, let pw denote the corresponding prime ideal of O.

Under Hypotesis 1.1, for each place of K+ above p, there are exactly two primes
of O are both above it. Fix a set Σp containing exactly one of these prime ideals for
each place of K+ above p. Moreover, let Σ = {σ ∈ ΣK | pσ ∈ Σp}, a CM type of K
(see [Kat78, p.202]).

1.2. Bushnell-Kutzko Types. To discuss the local theory of P -ordinary repre-
sentations in later sections, let us recall the theory of Bushnell-Kutzko types and
covers, adapting the notions of [BK98] and [Lat21, Section 3] to our setting.

Let F = Kw for some place w of OK and write OF for OKw . Let G = GLn(F ) for
some integer n.

1.2.1. Parabolic inductions. For any parabolic subgroup P of G, let L and P u be
a Levi factor and its unipotent radical, respectively. Let δP : P → C× denote its
modulus character.

Recall that δP factors through L. Moreover, if P is the standard parabolic sub-
group associated to the partition n = n1 + . . .+ ns, one has

(2) δP (l) =
∏

k=1,...,s

|det(lk)|−
∑

i<k ni+
∑

j>k nj

for any l = (l1, . . . , ls) in L =
∏s

k=1GLnk
(F ).

Given a smooth representation σ of L, we often consider σ as a representation of
P without comments. Let IndGP σ denote the classical parabolic induction functor
from P to G. Similarly, the normalized parabolic induction functor is

ιGP σ = IndGP (σ ⊗ δ
1/2
P )
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In Sections 3 and 4, we prefer to work with the normalized version but the main
computations can entirely be done with unnormalized parabolic induction as well.

1.2.2. Supercuspidal support. A theorem of Jacquet (see [Cas95, Theorem 5.1.2])
implies that given any irreducible representation π of G, one may find a parabolic
subgroup P of G with Levi subgroup L and a supercuspidal representation σ of L
such that π ⊂ ιGP σ. .

The pair (L, σ) is uniquely determined by π, up to G-conjugacy and one refers to
this conjugacy class as the supercuspidal support of π.

Consider two pairs (L, σ) and (L′, σ′) consisting of a Levi subgroup of G and one
of its supercuspidal representation. One says that they are G-inertially equivalent
if there exists some g ∈ G such that L′ = g−1Lg and some unramified character
χ of L′ such that gσ ∼= σ′ ⊗ χ, where gσ(x) = σ(gxg−1). We write [L, σ]G for the
G-inertial equivalence class of (L, σ).

For such a class s, let Reps(G) denote the full subcategory of Rep(G) whose
objects are the representations such that all their irreducible subquotients have
inertial equivalence class s. The Bernstein-Zelevinsky geometric lemma (see [Ren10,
Section VI.5.1]) implies that ιGP σ ∈ Reps(G), where s = [L, σ]G.

Definition 1.2 ([BK98]). Let J be a compact open subgroup of G and τ be an
irreducible represention of J . Let Repτ (G) denote the full subcategory of Rep(G)
whose objects are the representations generated over G by their τ -isotypic subspace.
We say that (J, τ) is an s-type if Repτ (G) = Reps(G).

Let sL = [L, σ]L. It follows from [Pas05, Theorem 1.3] that there exists a unique
(up to isomorphism) representation τ of K = G(OF ) such that (K, τ) is an s-type.
We refer to this unique “maximal” type of sL as the BK-type of π.

1.2.3. Covers of types. Fix a Levi subgroup L of G as well as an irreducible super-
cuspidal representation σ of L. Let sL = [L, σ]L denote its inertial support and let
(J, τ) be an sL-type.

Definition 1.3 ([BK98]). Let J be a compact open subgroup of G and τ be an
irreducible representation of J . We say that (J , τ) is a G-cover (or a cover to G)
of (J, τ) if all of the following properties are satisfied :

(i) J ∩ L = J
(ii) τ|J = τ . In particular, both τ and τ act on the same vector space.
(iii) Let P be any parabolic of G with Levi factor L. Write P u for its unipotent

radical and P l for the opposite of P u. Let J l = J ∩ P l and J u = J ∩ P u.
Then, J = J lJJ u.

(iv) The kernel of τ contains both J l and J u.
(v) For any smooth representation (Π,V) of G, the natural L-homomorphism

prP : V → VP restricts to an injection on the τ-isotypic subspace of Π.

The main result of [Mar23, Theorem 3.10] is concerned with the construction of
a canonical cover of the BK-type τ of π inside the vector space associated to π,
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see [Mar23, Remark 3.12]. Such covers are constructed in various settings of P -
(anti-)ordinary representations. Their properties guide our choice of test vectors in
Section 2.3.

2. P -Iwahoric level subgroups of unitary groups.

2.1. Unitary Groups. Let V be a finite-dimensionalK-vector space, equipped with
a pairing ⟨·, ·⟩V that is Hermitian with respect to the quadratic extension K/K+.
Write n = dimK V .

2.1.1. PEL datum of unitary type. Let δ ∈ O be totally imaginary and prime to p
and define ⟨·, ·⟩ = trK/Q(δ⟨·, ·⟩V ). This choice of δ and our Hypothesis (1.1) ensure
the existence of an O-lattice L ⊂ V such that the restriction of ⟨·, ·⟩ to L is integral
and yields a perfect pairing on L⊗ Zp.

For each σ ∈ ΣK, let Vσ denote V ⊗K,σC. It has a C-basis diagonalizing the pairing
⟨·, ·⟩. The only eigenvalues must be ±1, say that 1 (resp. −1) has multiplicity rσ
(resp. sσ). We order the basis so that the +1-eigenvectors appear first. Fixing such
a basis, let hσ : C → EndR(Vσ) be hσ = diag(z1rσ , z̄1sσ).

Let h =
∏

σ∈Σ hσ : C → EndK+⊗R(V ⊗ R), using the canonical identification∏
σ∈Σ

EndR(Vσ) = EndK+⊗R(V ⊗ R)

provided by our fixed choice of CM type Σ of K.
The tuple P = (K, c,O, L, 2π

√
−1⟨·, ·⟩, h) is a PEL datum of unitary type, as

defined in [EHLS20, Section 2.1-2.2]. It has an associate group scheme G = GP over
Z whose R-points are

(3) G(R) = {(g, ν) ∈ GLO⊗R(L⊗R)×R× | ⟨gx, gy⟩ = ν⟨x, y⟩, ∀x, y ∈ L⊗R},
for any commutative ring R. In particular, G/Q is a reductive group. Moreover, the
assumptions on p imply that G/Zp

is smooth and G(Zp) is a hyperspecial maximal
compact of G(Qp).

2.1.2. Ordinary hypothesis on signature. The homomorphism h determines a pure
Hodge structure of weight −1 on VC = L ⊗ C, i.e. V = V −1,0 ⊕ V 0,−1 and h(z)
acts as z on V −1,0 and as z̄ on V 0,−1. In particular, the O ⊗ C-submodule V 0 ⊂ V
defined as the degree 0 piece of the corresponding Hodge filtration is simply V −1,0.

For each σ ∈ ΣK, let aσ = dimC(V
0 ⊗O⊗C,σ C) and bσ = n − aσ. The signature

of h is defined as the collection of pairs {(aσ, bσ)σ∈ΣK}. In fact, (aσ, bσ) = (rσ, sσ) if
σ ∈ Σ. Otherwise, one has (aσ, bσ) = (sσ, rσ).

HYPOTHESIS 2.1 (Ordinary hypothesis). For all embeddings σ, σ′ ∈ ΣK, if
pσ = pσ′ , then aσ = aσ′ .

Throughout this paper, we assume Hypothesis 2.1. Therefore, given a place w of
K above p, one can define (aw, bw) := (aσ, bσ), where σ ∈ ΣK is any embedding such
that pσ = pw.



8 D. MARCIL

2.2. Structure of G over Zp.

2.2.1. Comparison to general linear groups. The factorization O ⊗ Zp =
∏

w|pOw,

over primes w of K above p, yields a decomposition L⊗Zp =
∏

w|p Lw. It corresponds
to

(4) GLO⊗Zp(L⊗ Zp)
∼−→

∏
w|p

GLOw(Lw), g 7→ (gw) ,

a canonical Zp-isomorphism. From the above, one obtains the identification

(5) G/Zp

∼−→ Gm×
∏

w∈Σp

GLOw(Lw), (g, ν) 7→ (ν, (gw)) .

Furthermore, our assumption above about the pairing ⟨·, ·⟩ implies that for each
w | p, there is an Ow-decomposition of Lw = L+

w ⊕ L−
w such that

(1) rankOw L
+
w = aw and rankOw L

−
w = bw;

(2) Upon restricting ⟨·, ·⟩ to Lw × Lw̄, the annihilator of L±
w is L±

w̄ . Hence, one
has a perfect pairing L+

w ⊕ L−
w̄ → Zp(1), again denoted ⟨·, ·⟩.

Fix dual Ow-bases (with respect to the perfect pairing above) for L+
w and L−

w̄ .
They yield identifications

(6) GLOw(L
+
w) GLaw(Ow) GLbw̄(Ow̄) GLOw(L

−
w̄)

∼= ∼=

as well as an isomorphism GLOw(Lw) ∼= GLn(Ow) such that the obvious map

GLOw(L
+
w)×GLOw(L

−
w) ↪→ GLOw(Lw)

is simply the diagonal embedding of block matrices.
Let L± =

∏
w|p L

±
w and set H := GLO⊗Zp(L

+). Then, the identification (6) above

induces a canonical isomorphism

(7) H ∼=
∏
w|p

GLaw(Ow) =
∏

w∈Σp

GLaw(Ow)×GLbw(Ow)

2.2.2. Parabolic subgroups of G over Zp. For w | p, let

dw = (nw,1, . . . , nw,tw)

be a partition of aw = bw̄. Let Pdw ⊂ GLaw(Ow) denote the standard parabolic
subgroup corresponding to dw. Define PH ⊂ H as the Zp-parabolic that corresponds
to the products of all the Pdw via the isomorphism (7). We denote the unipotent
radical of PH by P u

H .
We identify the elements of the Levi factor LH = PH/P

u
H of PH with collections

of block-diagonal matrices, with respect to the partitions dw, via (7).
Let P+ ⊂ G/Zp

be the parabolic subgroup that stabilizes L+ and such that

(8) P+ ↠ Gm×PH ⊂ Gm×H
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where the map to the first factor is the similitude character ν and the map to the
second factor is projection to H.

For w ∈ Σp, let Pw be the parabolic subgroup of GLOw(Lw) given by

(9) Pw =

{(
A B
0 D

)
∈ GLn(Ow) | A ∈ Pdw , D ∈ P op

dw

}
,

via the isomorphism (6).
We identify P =

∏
w∈Σp

Pw as a subgroup of G/Zp
via (5).

Remark 2.2. The trivial partition of aw is (1, . . . , 1) (of length tw = aw). If the
partitions dw and dw̄ are both trivial, we write Bw instead of Pw. In that case, LB

is the maximal torus subgroup of GLn(Ow).

Our choices of bases above imply that under the isomorphisms (5) and (6), P+

corresponds to

(10) P+ ∼−−→ Gm×P .

In particular, this induces a natural isomorphism LH
∼= LP := P/P u, where P u

is the unipotent radical of P .

Definition 2.3. We define the P -Iwahori subgroup of G of level r ≥ 0 as

I0r = I0P,r :=
{
g ∈ G(Zp) | g mod pr ∈ P+(Zp/p

rZp)
}

and the pro-p P -Iwahori subgroup Ir = IP,r of G of level r as

Ir = IP,r :=
{
g ∈ G(Zp) | g mod pr ∈ (Zp/p

rZp)
× × P u(Zp/p

rZp)
}
.

Remark 2.4. We refrain from referring to I0r as a parahoric subgroup of G. This
terminology is usually reserved for stabilizers of points in Bruhat-Tits building. We
make no attempt here to introduce our construction from the point of view of these
combinatorial and geometric structures.

The inclusion of LP (Zp) in I
0
r yields a canonical isomorphism

(11) LP (Zp/p
rZp)

∼−→ I0r /Ir .

For each w ∈ Σp, one similarly defines I0w,r and Iw,r by replacing P+ by Pw and
working in GLn(Ow) instead of G(Zp). Let

IGL
r =

∏
w∈Σp

Iw,r and I0,GL
r =

∏
w∈Σp

I0w,r ,

so that Ir and I0r correspond to Z×
p × IGL

P,r and Z×
p × I0,GL

P,r respectively, via the

isomorphisms (5) and (6).
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2.2.3. Opposite unitary groups. In Section 2.3 below, we work with automorphic
representations of G(A) as well as automorphic representations on the opposite uni-
tary group. We recall this notion and the notation of [EHLS20, Section 3] relevant
for our purpose.

Let P1 := P = (K, c,O, L, 2π
√
−1⟨·, ·⟩, h) be the PEL datum constructed in

Section 2.1.1 and define P2 := (K, c,O, L,−2π
√
−1⟨·, ·⟩, h(̄·)). In particular, the

signature at w ∈ Σp of P2 is (bw, aw) = (aw, bw). We typically write Gi for the
unitary group corresponding to Pi when we want to distinguish the underlying PEL
datum.

Although there is a canonical identification G1(A) = G2(A), we distinguish their
level structure at p. Namely, if Li is the lattice associated to Pi, we always fix
an O ⊗ Zp-decomposition Li ⊗ Zp = L+

i ⊕ L−
i . For i = 1, we choose L±

1 = L±,

using the notation of Section 2.2.1. For i = 2, we instead set L±
2 = L∓. We have

a corresponding factorization L±
i =

∏
w|p L

±
i,w. Effectively, for each w ∈ Σp, this

provides two distinct identifications of GLOw(Li,w) with GLn(Ow) via (6).
However, we prefer to only work with this identification for i = 1. In other

words, for i = 1, 2, let Pi,w be the local parabolic subgroup of GLOw(Li,w) defined
in Equation (9). Then, via the identification (6) for i = 1, the parabolic subgroup
P2,w of GLn(Ow) corresponds to

tP 1,w. Therefore, in what follows we always work
with Pw := P1,w when consider G1 (or equivalently, the PEL datum P1) and with
tPw when considering G2.

Similarly, the local Iwahori subgroups of level r defined below Definition 2.3 are
Iw,r ⊂ I0w,r when working with G1 and their transpose when working with G2.

2.3. Conventions on test vectors. In this section, we make several choices of
compatible P -anti-ordinary vectors in automorphic representations, using the theory
of Bushnell-Kutzko types [BK98] and the main results of [Mar23].

2.3.1. Local representations over CM type at p. Let π be a cuspidal (irreducible)
automorphic representation of G(A). By this, we mean an irreducible (g, U∞) ×
G(Af )-submodule of the space of cuspidal automorphic forms on G(A), where g =
Lie(G(R))C and U∞ ⊂ G(R) is the stabilizer of the morphism h provided in the PEL
datum P associated to G.

For each rational prime l, write Gl := G(Ql). Consider the restricted products
G(Af ) =

∏′
lGl and G(A) = G∞ ×

∏′
lGl, and let πl be the l-constituent of π.

Let S be a finite set of places of Q containing all primes such that πl is ramified
and assume that p /∈ S. For each l /∈ S ∪ {p}, fix a nonzero unramified vector
φl,0 ∈ πl. Correspondingly, fix isomorphisms

(12) π
∼−→ π∞ ⊗ πf ; πf

∼−→ πS,p ⊗ πp ⊗ πS ,

where

πS ∼=
⊗
l∈S

πl ; πS,p ∼=
⊗

l /∈S∪{p}

πl



p-ADIC ZETA INTEGRALS 11

and the second factorization is a restricted tensor products with respect to our choice
of unramified vectors φl,0.

Let Gw := GLn(Kw). The isomorphisms (5) and (6) induce an identification

(13) πp ∼= µp ⊗

 ⊗
w∈Σp

πw

 ,

for some character µp of Qp and irreducible admissible representation πw of Gw.

Now, assume there exists an integer r ≫ 0 such that π
IP,r
p ̸= 0. Equivalently,

assume µp is unramified and

π
IP,r
p

∼=
⊗
w∈Σp

π
Iw,r
w ̸= 0 .

Let π̃ denote the contragredient of π. Since it is a twist of the complex conju-
gate of π, it is also a cuspidal automorphic representation of G(A). We fix similar
conventions for π̃. In particular, we have

(14) π̃p ∼= µ−1
p ⊗

 ⊗
w∈Σp

π̃w


and (π̃w)

tIw,r ̸= 0 for each w ∈ Σp. Here, (̃·) is again used to denote contragredient
representations. We keep this convention throughout the rest of this article.

In what follows, we choose specific “test” vectors in πp and π̃p using notions and
results from [Mar23]. Then, in Section 3.2, we construct a local Siegel-Weil section
so that particular p-adic zeta integrals defined in Section 3.1.4 can be related to
p-Euler factors of standard automorphic L-functions.

2.3.2. Compatibility of parabolic subgroups. For each w ∈ Σp and integer d ≥ 1, let
Gw(d) denote the algebraic group GL(d) over Ow = OKw . However, when d = n, we
still write Gw instead of Gw(n). Let (aw, bw) be the signature associated to w ∈ Σp,
L1 and ⟨·, ·⟩1, as in Section 2.1.2.

Proceeding as in Section 2.2.2, let Paw ⊂ Gw(aw), Pbw ⊂ Gw(bw) and Paw,bw ⊂ Gw

be the standard upper triangular parabolic subgroups associated to partitions

daw = (nw,1, . . . , nw,tw) ; dbw = (nw,tw+1, . . . , nw,rw) ; dw = (aw, bw)

of aw, bw and n, respectively. We also work with the parabolic subgroup Pw ⊂ Gw

constructed in Section 2.2.2. Note that Pw ⊂ Paw,bw ⊂ Gw.
For any one of these parabolic subgroup P•, let L• denote its standard Levi

subgroup consisting of block-diagonal matrices (corresponding to the decomposition
defining P•). Similarly, consider the pro-p Iwahori subgroup I•,r of level r associated
to P• consisting of invertible matrices g (of the appropriate size) over Ow such that
g mod pr is in P u

• (Ow/p
rOw).
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Let K• = L•(Ow) and I
0
•,r = K•I•,r. Setting Kw,j = GLnw,j (Ow), we have

Kaw =

tw∏
j=1

Kw,j ; Kbw =

rw∏
j=tw+1

Kw,j ; Kw = Kaw ×Kbw ,

where the products take place in Gw(aw), Gw(bw) and Gw, respectively.

2.3.3. Compatibility of local representations. Assume there exists an admissible ir-
reducible representation σw of Lw such that πw is the unique irreducible quotient of
ιGw
Pw

σw. Equivalently, π̃w is the unique irreducible subrepresentation of ιGw
Pw

σ̃w.

Remark 2.5. As explained in [Mar23, Section 4.1.1], an easy application of a
theorem of Jacquet (see [Mar23, Lemma 3.6] or [Cas95, Theorem 5.1.2]) implies
that if πp is P -anti-ordinary, such admissible representations exist.

Write σw = ⊠rw
j=1σw,j and consider the representations

σaw = ⊠tw
j=1σw,j ; σbw = ⊠rw

j=tw+1σw,j

of Law and Lbw . Let πaw and πbw be the unique irreducible quotients

(15) ι
Gw(aw)
Paw

σaw ↠ πaw and ι
Gw(bw)

P op
bw

σbw ↠ πbw ,

and set πaw,bw := πaw ⊠ πbw . Under the canonical isomorphism

(16) ιGw
Pw

σw
∼−→ ιGw

Paw,bw

(
ι
Gw(aw)×Gw(bw)

Paw×P op
bw

σaw ⊠ σbw

)
,

given by ϕ 7→ (g 7→ (h 7→ ϕ(hg)), πw is the unique irreducible quotient

(17) ιGw
Paw,bw

(πaw,bw) ↠ πw .

2.3.4. Conventions on pairings. In this section, we set conventions on pairings be-
tween pairs of contragredient representations, as in [EHLS20, Section 4.3.3].

Let ⟨·, ·⟩σw,j be the tautological pairing between σw,j and its contragredient σ̃w,j .

Then, define (·, ·)aw = ⊗tw
i=1⟨·, ·⟩σw,j so that

⟨·, ·⟩aw :
(
ι
Gw(aw)
Paw

σaw

)
×
(
ι
Gw(aw)
Paw

σ̃aw

)
→ C

⟨φ, φ̃⟩aw =

∫
Kaw

(φ(k), φ̃(k))awdk

is the perfect Gw(aw)-invariant pairing that identify the above pair as contragredient
representations. A similar logic applies for (·, ·)bw = ⊗rw

i=tw+1⟨·, ·⟩σw,j and

⟨·, ·⟩bw :

(
ι
Gw(bw)

P op
bw

σbw

)
×
(
ι
Gw(bw)

P op
bw

σ̃bw

)
→ C

⟨φ, φ̃⟩bw =

∫
Kbw

(φ(k), φ̃(k))bwdk .
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Taking the dual of the surjections in Equation (15) yields injections

(18) π̃aw ↪→ ι
G(aw)
Paw

σ̃aw and π̃bw ↪→ ι
G(bw)

P op
bw

σ̃bw

and restricting the second argument of ⟨·, ·⟩aw to π̃aw makes the first argument
of the pairing factor through πaw . It is identified with the tautological pairing
⟨·, ·⟩πaw

: πaw × π̃aw → C. Again, a similar logic applies for ⟨·, ·⟩πbw
: πbw × π̃bw → C.

Let (·, ·)w = ⟨·, ·⟩πaw
⊗ ⟨·, ·⟩πbw

. As above, it determines a pairing

⟨·, ·⟩w : ιGw
Paw,bw

(πaw,bw)× ιGw
Paw,bw

(π̃aw,bw) → C

as well as a pairing ⟨·, ·⟩w : πw × π̃w → C, using the dual π̃w ↪→ ιGw
Paw,bw

(π̃aw,bw)

induced from Equation (17).

For any ϕ ∈ πw, ϕ̃ ∈ π̃w, if φ is a lift of ϕ and φ̃ is the image of ϕ̃, then

(19) ⟨ϕ, ϕ⟩πw =

∫
GLn(Ow)

(φ(k), φ̃(k))w dk

2.3.5. Compatibility of test vectors. Fix two characters χw,1, χw,2 : K×
w → C×.

Choose any integer r such that

(20) r ≥ max(1, ordw(cond(χw,1)), ordw(cond(χw,2)))

In what follows, we consider χw,1 and χw,2 as characters of general linear groups
of any rank via composition with the determinant without comment.

Furthermore, for each 1 ≤ j ≤ rw, let τw,j be a smooth (finite-dimensional)
irreducible representation of Kw,j . We assume that r is large enough so that τw,j

factors through GLnw,j (Ow/p
r
wOw). Assume there exists an embedding αw,j of τw,j

in the restriction of σw,j as a representation of Kw,j .
Let αaw : τaw → σaw and αbw : τbw → σbw be the corresponding embeddings over

Kaw and Kbw respectively, where

τaw = ⊠tw
j=1τw,j ; τbw = ⊠rw

j=tw+1τw,j .

Remark 2.6. Implicitly, we think of τaw as a Bushnell-Kutzko type for the σaw
in the sense of [BK98]. In [Mar23, Section 1.2.2], we canonically associate such a
representation τaw to πaw (called the BK-type of πaw), assuming that σaw is super-
cuspidal, using a uniqueness result of [Pas05]. In that case, there exists a unique
such an embedding αw,j (up to scalar) and [Mar23] is concerned about constructing
canonical lifts of αaw to an embedding of τaw into πaw . In later projects, the author
plans to associated such BK-types to any πaw without assuming that σaw is super-
cuspidal, using the theory of covers developed in [BK98, BK99]. Note that similar
statements can be made about τbw and τw := τaw ⊠ τbw .

For each j = 1, . . . , rw, fix a vector ϕw,j in the image of αw,j and consider

ϕ0aw :=

tw⊗
j=1

ϕw,j ; ϕ0bw :=

rw⊗
j=tw+1

ϕw,j
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as vectors in the image of αaw and αbw respectively.

Let φaw ∈ ι
Gw(aw)
Paw

σaw be the unique function fixed by Iaw,r that has support

PawIaw,r and

(21) φaw(γ) = σaw(γ)ϕ
0
aw = τaw(γ)ϕ

0
aw ,

for all γ ∈ I0aw,r. Denote its image in πaw by ϕaw .

Remark 2.7. Here, we implicitly identify τaw with its image in σaw and as a
representation of I0aw,r that factors through I0aw,r/Iaw,r

∼= Law(Ow/p
r
wOw). In what

follows, we similarly identify τbw (resp. τ̃aw , τ̃bw) with its cover as a representation
of tI0bw,r (resp. tI0aw,r, I

0
bw,r) contained in σbw (resp. σ̃aw , σ̃bw).

Let φbw ∈ ι
Gw(bw)

P op
bw

σbw be the unique function whose support is P op
bw

tIbw,r such

that

(22) φbw(γ) = τbw(γ)ϕ
0
bw ,

for all γ ∈ tI0bw,r. Let ϕbw denote its image in πbw .

Lastly, consider the unique function φw ∈ ιGw
Pw

σw fixed by Iw,r whose support is
PwIw,r and

(23) φw(γ) = τw(γ)(ϕ
0
aw ⊗ ϕ0bw) ,

for all γ ∈ I0w,r, where τw = τaw ⊠ τbw . Here, we identify τw with its cover from Kw

to I0w,r, as in Remark 2.7.
For our purposes, it is more convenient to work with the image of φw via the

map ιGw
Pw

σw → ιGw
Paw,bw

πaw,bw induced by the maps in (15) and (16). We denote this

image by φw again, which should not cause any confusion since we will only ever
work with φw in ιGw

Paw,bw
πaw,bw from now on.

One easily checks that the support of φw is Paw,bwIw,r and

φw(γ) = τw(γ)(ϕaw ⊗ ϕbw) ,

for all γ ∈ I0w,r. Let ϕw be the image of φw in πw.

Remark 2.8. If π is P -anti-ordinary of level r ≫ 0 at p as a representation of
G1(A), or equivalently πw is Pw-anti-ordinary, then ϕaw (resp. ϕbw , ϕw) is a Paw -
anti-ordinary (resp. tP bw -anti-ordinary, Pw-anti-ordinary) vector of level r and type
τaw (resp. τbw , τw) as in [Mar23, Theorem 4.3]. The precise definitions of these
notions will not play a role in the rest of this article, so we omit them. See [Mar23,
Section 4.1] for more details.

The following lemma is trivial since Iw,r is normalized by Gw(aw)×Gw(bw) (the
product taking place in Gw) but we include it here since it is used several times
implicitly in the computations of Section 4.

Lemma 2.9. For any g ∈ Gw(aw)×Gw(bw), πw(g)φw is fixed by Iw,r.
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We now proceed similarly by constructing explicit vectors related to π̃w. Since
σw,j is admissible, for j = 1, . . . , rw, we also have an embedding α̃w,j : τ̃w,j → σ̃w,j of
Kw,j-representations. We identify the natural contragredient pairing on τw,j × τ̃w,j

with the restriction of ⟨·, ·⟩σw,j via their fixed embedding in σw,j × σ̃w,j .

Remark 2.10. If τw,j is the BK-type of σw,j as in Remark 2.6, then τ̃w,j is also
the BK-type of σ̃w,j . In that case, such maps α̃w,j again exist and are unique up to
scalar.

Fix a vector ϕ̃w,j ∈ σ̃w,j in the image of α̃w,j such that ⟨ϕw,j , ϕ̃w,j⟩σw,j = 1 and
define

ϕ̃0aw :=

tw⊗
j=1

ϕ̃w,j ; ϕ̃0bw :=

rw⊗
j=tw+1

ϕ̃w,j

as vectors in σ̃aw and σ̃bw respectively.

Assume there exists a vector ϕ̃aw in π̃aw fixed by tIaw,r such that the support of

its image φ̃aw in ι
Gw(aw)
Paw

σ̃aw contains Paw
tIaw,r and that

(24) φ̃aw(γ) = τ̃aw(γ)ϕ̃
0
aw , ∀γ ∈ tI0aw,r .

Similarly, assume there exists a vector ϕ̃bw in π̃bw fixed by Ibw,r such that the

support of its image φ̃bw in ι
Gw(bw)
Pbw

σ̃bw contains PbwIbw,r and that

(25) φ̃bw(γ) = τ̃bw(γ)ϕ̃
0
bw , ∀γ ∈ I0bw,r .

Lastly, assume there exists a vector ϕ̃w in π̃w fixed by tIw,r such that the support

of its image φ̃w in ιGw
Paw,bw

π̃aw,bw contains Pw
tIw,r and that

(26) φ̃w(γ) = τ̃w(γ)(ϕ̃aw ⊗ ϕ̃bw) , ∀γ ∈ tI0w,r .

Remark 2.11. As in Remark 2.8, assume that π is P -anti-ordinary of level r ≫ 0
at p as a representation of G1(A), omitting the precise definition of this notions.
Most importantly, if this holds π̃w is a Pw-anti-ordinary of level r ≫ 0 (as a local
factor of an automorphic representation of G2(A)) and [Mar23, Lemma 4.6 (ii)],

proves the existence and uniqueness of vectors ϕ̃aw , ϕ̃bw and ϕ̃w. In the last case,
one needs to use the isomorphism (16) to compare loc. cit. with our notation here.

In particular, in that case ϕ̃aw (resp. ϕ̃bw , ϕ̃w) is
tP aw -anti-ordinary (resp. Pbw -

anti-ordinary, tPw-anti-ordinary) of type τ̃aw (resp. τ̃bw , τ̃w) in the sense of [Mar23,
Sections 3.2 and 4.1].

2.3.6. Inner products between test vectors. Observe that the intersection of the sup-
port of φw with GLn(Ow) is Paw,bwIw,r ∩GLn(Ow) = I0aw,bw,r. Therefore,

⟨ϕw, ϕ̃w⟩πw =

∫
I0aw,bw,r

(φw(k), φ̃w(k))aw,bwd
×k ,
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Write any k ∈ I0aw,bw,r as

k =

(
1 B
0 1

)(
A 0
0 D

)(
1 0
C 1

)
where A ∈ GLaw(Ow), D ∈ GLbw(Ow), B ∈Maw×bw(Ow) and C ∈ prwMbw×aw(Ow).

Since

(
1 B
0 1

)
is in Paw,bw and

(
1 0
C 1

)
is in both Iw,r and tIw,r, we see that

φw(k) = φw

((
A 0
0 D

))
= πaw(A)ϕaw ⊗ πbw(D)ϕbw

and

φ̃w(k) = φ̃w

((
A 0
0 D

))
= π̃aw(A)ϕ̃aw ⊗ π̃bw(D)ϕ̃bw ,

so we obtain

(27) ⟨ϕw, ϕ̃w⟩πw = Vol(I0aw,bw,r)⟨ϕaw , ϕ̃aw⟩πaw
⟨ϕbw , ϕ̃bw⟩πbw

.

Similar arguments yield

(28) ⟨ϕaw , ϕ̃aw⟩πaw
= Vol(I0Paw ,r)(ϕ

0
aw , ϕ̃

0
aw)aw = Vol(I0Paw ,r)

and

(29) ⟨ϕbw , ϕ̃bw⟩πbw
= Vol(I0Pbw ,r)(ϕ

0
bw , ϕ̃

0
bw)bw = Vol(I0Pbw ,r) ,

using the fact that (ϕ0w,j , ϕ̃
0
w,j) = 1 for each 1 ≤ j ≤ rw. Ultimately, we obtain

(30) ⟨ϕw, ϕ̃w⟩πw = Vol(I0aw,bw,r)Vol(I
0
Paw ,r)Vol(I

0
Pbw ,r) = Vol(I0w,r) ,

which in particular is nonzero.

3. Local Siegel-Weil sections associated to types.

For i = 1, 2, let Pi = (K, c,O, Li, ⟨·, ·⟩i, hi), Li⊗Zp = L+
i ⊕L−

i be the PEL datum
described in Section 2.2.3. Furthermore, for i = 3, 4, define similar PEL datum
Pi = (K, c,O, Li, ⟨·, ·⟩i, hi), Li ⊗ Zp = L+

i ⊕ L−
i , again of unitary type in the sense

of [EHLS20, Section 2.2], where

P3 := (K ×K, c× c,O ×O, L1 ⊕ L2, ⟨·, ·⟩1 ⊕ ⟨·, ·⟩2, h1 ⊕ h2), L
±
3 := L±

1 ⊕ L±
2

P4 := (K, c,O, L3, ⟨·, ·⟩3, h3), L±
4 := L±

3

Let Gi denote the similitude unitary group in (3) associated to Pi. Similarly, let
νi be the similitude character of Gi and Ui = ker νi. Using this notation, we recall
the doubling method of [Gar84, GPSR87] on unitary groups, following standard
approach described in [EHLS20, Section 4.1].

3.1. Siegel Eisenstein series and the doubling method. Given any number
field F/Q, we write |·|F for the standard absolute value on A×

F (instead of |·|AF
).

Moreover, in this section, we write A for AQ and we write G for G4.



p-ADIC ZETA INTEGRALS 17

3.1.1. Siegel parabolic. Let W = V ⊕V , equipped with ⟨·, ·⟩W := ⟨·, ·⟩V ⊕ (−⟨·, ·⟩V ),
be the Hermitian vector space associated to G4. Consider the subspaces V d =
{(x, x) ∈ W : x ∈ V } and Vd = {(x,−x) ∈ W : x ∈ V }. We identify each of
them with V via projection on the first factor. The direct sum W = Vd ⊕ V d is a
polarization of ⟨·, ·⟩W .

Let PSgl ⊂ G denote the stabilizer of V d under the right-action of G, a maximal
Q-parabolic subgroup. Let M ⊂ PSgl denote the Levi subgroup that also stabilizes

Vd. The unipotent radical of PSgl is the subgroup N that fixes both V d and W/V d

and clearly, PSgl/N ∼= M . Furthermore, there is a canonical identification M
∼−→

GLK(V )×Gm via m 7→ (∆(m), ν(m)), where ∆ is the projection

PSgl → GLK(V
d) = GLK(V ) ,

whose inverse is given by (A, λ) 7→ diag(λ(A∗)−1, A), where A∗ = tAc.

3.1.2. Induced Representations. Let χ : K×\A×
K → C× be a unitary Hecke character.

It factors as χ =
⊗
w
χw, where w runs over all places of K.

For convenience, define the character ∇ of PSgl(A) as

∇(−) =
∣∣NmK/K+ ◦ det ◦∆(−)

∣∣
K+ · |ν(−)|−n

K+ = |det ◦∆(−)|K · |ν(−)|−n/2
K ,

where NmK/E is the usual norm homomorphism AK → AE . One readily checks that
G1(A), via its natural diagonal inclusion in G4(A), is in the kernel of ∇. Moreover,
the modulus character δSgl of PSgl(AQ) equals ∇n.

Let s ∈ C, and define the smooth and normalized induction

I(χ, s) = ι
G(A)
PSgl(A)

(
χ (det ◦∆(−)) · ∇(−)−s

)
.

This degenerate principal series is identical to the one in [EHLS20, Section 4.1.2].
It is also equal to the smooth, unnormalized parabolic induction

I(χ, s) = Ind
G(A)
PSgl(A)

(
χ (det ◦∆(−)) · ∇(−)

n
2
−s

)
and factors as a restricted tensor product of local induced representations

I(χ, s) =
⊗
v

Iv(χv, s) ,

where v runs over all places of Q and χv =
⊗
w|v

χw.

3.1.3. Siegel Eisenstein series. Given a section f = fχ,s of I(χ, s), one constructs
the standard (nonnormalized) Eisenstein series

(31) Ef (g) =
∑

γ∈P (Q)\G(Q)

f(γg)

as a function on G(A). It converges on the half-plane Re(s) > n/2 and if f is right-
K-finite, for some maximal compact open subgroupK ⊂ G, it admits a meromorphic
continuation on C.
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3.1.4. Zeta integrals. Let f = fχ,s ∈ I(χ, s). Fix any φ ∈ π and φ̃ ∈ π̃ and consider
the corresponding Rankin-Selberg zeta integral

I(φ, φ̃, f ;χ, s) :=

∫
Z3(A)G3(Q)\G3(A)

Ef (g1, g2)φ(g1)φ̃(g2)χ
−1(det g2)d(g1, g2)

The arguments of [GPSR87] show that for Re(s) large enough,

I(φ, φ̃, f ;χ, s) =

∫
U1(A)

fχ,s(u, 1)⟨π(u)φ, φ̃⟩πdu

Assume that f = ⊗vfv, as the product runs over all places v of Q, for some local
Siegel-Weil sections fv = fχ,s,v ∈ Iv(χv, s). Furthermore, assume φ and φ̃ are “pure
tensors”, i.e. φ = ⊗vφv and φ̃ = ⊗vφ̃v according to the factorization (12).

Then

I(φ, φ̃, f ;χ, s) =
∏
v

Iv(φv, φ̃v, fv;χv, s) · ⟨φ, φ̃⟩

where

(32) Iv(φv, φ̃v, fv;χv, s) =

∫
U1,v

fχ,s,v(u, 1)⟨πv(u)φv, φ̃v⟩πvdu

⟨φv, φ̃v⟩πv

for any place v of Q. Let Zv denote the numerator of the fraction above. In Section 4,
we compute the p-adic zeta integral Zp associated to a specific choice of Siegel-Weil
section constructed in the next section and specific test vectors φp, φ̃p.

3.2. Choice of Siegel-Weil sections at p. For each places w ∈ Σp of K, fix an
isomorphism Kw = Kw. Then, the identification (5) for G4 induces an identifica-
tion of PSgl(Qp) with Q×

p ×
∏

w∈Σp
Pn(Kw), where Pn ⊂ GLK(W ) is the parabolic

subgroup stabilizing V d.
Let χp = ⊗w|pχw and, given s ∈ C, view χp · |−|−s

p as a character of PSgl(Qp).

One readily checks that the restriction to
∏

w∈Σp
Pn(Kw) corresponds to the product

over w ∈ Σp of the characters ψw,s : Pn(Kw) → C× defined as

ψw,s

((
A B
0 D

))
= χw(detD)χw(detA

−1) ·
∣∣detA−1D

∣∣−s

w
,

by writing element of Pn according to the direct sum decomposition W = Vd ⊕ V d.

LetWw =W⊗KKw and choose any fw,s ∈ ι
GLKw (Ww)

Pn(Kw) ψw,s, for each w ∈ Σ. Then,

it is clear that the section

(33) fp(g) = fp,χ,s(g) := |ν|(s−
n
2
)n
2

p

∏
w∈Σp

fw,s(gw) , g = (ν, (gw)w) ∈ G(Qp)

is in Ip(χp, s).

Remark 3.1. The strategy below is to construct such fw,s (and hence fp) from
specific Schwartz functions. This approach is already used in [Eis15, Section 2.2.8]
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and [EHLS20, Section 4.3.1]. In fact, our argument owes a great deal to their work
and the details they carefully provide.

The novelty here is that we associate Schwartz functions to finite dimensional
representations (implicitly viewed as Bushnell-Kutzko types), instead of characters.
This generalization is necessary when working with an automorphic representation
π, as in Section 2.3, with non-trivial supercuspidal support. This is the case when
π is P -ordinary (or P -anti-ordinary) but not ordinary (or anti-ordinary).

3.2.1. Locally Constant Matrix Coefficients. Let the characters χw,1 and χw,2 of

Section 2.3 be χw and χ−1
w respectively. For the remainder of this section, we use

the notation of Section 2.3, where in particular G = G1, freely.
Let µ′w,j : Kw,j → C be the matrix coefficient defined as

µ′w,j(X) =

{
⟨ϕw,j , τ̃w,j(X)ϕ̃w,j⟩σw,j , if j = 1, . . . , tw,

⟨τw,j(X)ϕw,j , ϕ̃w,j⟩σw,j , if j = tw + 1, . . . , rw.

The products µ′aw =
⊗tw

j=1 µ
′
w,j and µ′bw =

⊗rw
j=tw+1 µ

′
w,j on Kaw and Kbw , re-

spectively, are the matrix coefficients

µ′aw(X) = (ϕ0aw , τ̃aw(X)ϕ̃0aw)aw ; µ′bw(X) = (τbw(X)ϕ0bw , ϕ̃
0
bw)bw

of τ̃aw and τbw respectively.
We now consider µ′aw as a locally constant function on Maw(Kw) supported on

X
(1)
w := tI0aw,rI

0
aw,r. More precisely, one readily verifies that given X ∈ X

(1)
w and any

tγ1, γ2 ∈ I0aw,r such that X = γ1γ2, then

(34) µ′aw(X) := (τaw(γ
−1
1 )ϕ0aw , τ̃aw(γ2)ϕ̃

0
aw)aw

is well-defined. Similarly, we extend µ′bw to a locally constant function on Mbw(Kw)

supported on X
(4)
w := tI0bw,rI

0
bw,r via

(35) µ′bw(X) := (τbw(γ2)ϕ
0
bw , τ̃bw(γ

−1
1 )ϕ̃0bw)bw ,

where X ∈ X
(4)
w and tγ1, γ2 ∈ I0bw,r are any elements such that X = γ1γ2.

Remark 3.2. Note here that we are extending τaw (resp. τbw , τ̃aw , τ̃bw) to a
representation of tI0aw,r (resp. tI0bw,r, I

0
aw,r, I

0
bw,r). Although this is the opposite of

what is done in Remark 2.7, this is exactly the necessary step to obtain the correct
cancellation at the end of the proof of Theorem 4.5.

Let µaw(A) := χ−1
2,wµ

′
aw and µbw := χ1,wµ

′
bw
. Let Xw ⊂ Mn(Ow) be the set of

matrices

(
A B
C D

)
such that A ∈ X

(1)
w , B ∈ Maw×bw(Ow), C ∈ Mbw×aw(Ow) and

D ∈ X
(4)
w .
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We define a locally constant function µw on Mn(Kw) supported on X via

(36) µw

((
A B
C D

))
= µaw(A)µbw(D) ,

for all

(
A B
C D

)
∈ Xw.

Observe that the set Xw contains the subgroup Gw = Gw(r) ⊂ GLn(Ow) consist-
ing of matrices whose terms below the (nw,j × nw,j)-blocks along the diagonal are
in pr and such that the upper right (aw × bw)-block is also in pr.

In particular, there is an obvious decomposition Gw = Gl(I
0
aw,r × I0bw,r)Gu. By

abuse of notation, given B ∈Maw×bw(Kw) or C ∈Mbw×aw(Kw), we sometimes write
B ∈ Gu or C ∈ Gl when we mean(

1 B
0 1

)
∈ Gu or

(
1 0
C 1

)
∈ Gl .

3.2.2. Choice of Schwartz functions. Let Φ1,w :Mn(Kw) → C be the locally constant
function supported on Gw such that

Φ1,w(X) = µw(X)

for all X ∈ Gw. Furthermore, define the locally constant functions

ν•(z) = χ−1
w,1χw,2µ•(z) ; ϕν•(z) = ν•(−z) ,

where • denotes aw, bw or w and z is in the appropriate domain.
Let Φ2,w :Mn(Qp) → C be

Φ2,w(x) = (νw)
∧(x) =

∫
Mn(Kw)

ϕνw(y)ew(tr(yx))dy

Remark 3.3. The definition of µw and its twist νw on Xw allows us to generalize
the function denoted ϕνv in [EHLS20, Section 4.3.1]. In loc. cit., the BK-types are
all characters, in which case τ• is equal to µ′•. The “telescoping product” in the
definition of ϕνv is simply a formula that expresses the extension of these charac-
ters to I0• and tI0• simultaneously. Our alternative is to use extensions of (matrix
coefficients of) BK-types such as in Equations (34) and (36).

Remark 3.4. This Fourier transform in the definition of Φ2,w is slightly different
than the one in [Eis15, Section 2.2.8] and [EHLS20, Section 4.3.1]. It is the same as
the one involved in the Godement-Jacquet functional equation [Jac79].

Lemma 3.5. Given X =

(
A B
C D

)
with A ∈ Maw×aw(Kw), B,

tC ∈ Maw×bw(Kw)

and D ∈Mbw×bw(Kw), one can write

Φ2,w(X) = Φ(1)
w (A)Φ(2)

w (B)Φ(3)
w (C)Φ(4)

w (D)
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with

Φ(2)
w = charMaw×bw (Ow), Φ(3)

w = charMbw×aw (Ow),

supp(Φ(1)
w ) ⊂ p−r

w Maw×aw(Ow), supp(Φ(4)
w ) ⊂ p−r

w Mbw×bw(Ow),

where r is as in Inequality (20).

Proof. The definitions of ϕνaw , ϕνbw and ϕνw immediately imply

Φ2,w(X) =

∫
Xw

ϕνw

((
α β
γ δ

))
ew(tr(αA+ βB + γC + δD))dαdβdγdδ

=

∫
X
(1)
w

ϕνaw (α) ew(tr(αA))dα

∫
X
(4)
w

ϕνbw (δ)ew(tr(δD))dδ

× charMaw×bw (Ow)(B) charMbw×aw (Ow)(C)

Then, we may conclude as in the proof of [EHLS20, Lemma 4.3.2 (ii)] by observing

Φ(1)
w (A) :=

∫
X
(1)
w

ϕνaw (α) ew(tr(αA))dα

= Vol(prwMaw(Ow))
∑

α∈X(1)
w mod prw

ϕνaw (α) ew(trαA) charp−r
w Maw (Ow)(A) ,

and

Φ(4)
w (D) :=

∫
X
(4)
w

ϕνbw (δ) ew(tr(δD))dδ

= Vol(prwMbw(Ow))
∑

δ∈X(4)
w mod pr

ϕνbw (δ) ew(tr δD) charp−r
w Mbw (Ow)(D) .

□

Define the Schwartz function Φw :Mn×2n(Qp) → C as

(37) Φw(X) = Φw(X1, X2) =
(dim τw)

2

Vol(Gw)
Φ1,w(−X1)Φ2,w(X2) .

3.2.3. Construction of fw,s. For each w ∈ Σp, write Vw = V ⊗K Kw and use similar

notation for Vd,w and V d
w . Consider the decomposition

HomKw(Vw,Ww) = HomKw(Vw, Vw,d)⊕HomKw(Vw, V
d
w), X = (X1, X2)

and its subspace

X := {X ∈ HomKw(Vw,Ww) | X(Vw) = V d
w} = {(0, X) | X : Vw

∼−→ V d
w}.

In fact, any X ∈ X can be viewed as an automorphism of Vw (by composing with
the identification of V d with V ) and hence, we identify X with GLKw(Vw). Let d

×X
be the Haar measure on the latter.
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Furthermore, recall that we fixed an Ow-basis of L1,w in Section 2.2.1. This
provides a Kw-basis of Vw and, via their identification to V , a Kw-basis of Vd,w and

of V d
w . Hence, it also induces a Kw-basis of Ww = Vd,w ⊕ V d

w .

It identifies Isom(V d
w , Vw) with Isom(Vw,d, Vw), GLKw(Vw) with GLn(Kw), GLKw(Ww)

with GL2n(Kw), Pn(Kw) with the subgroup of GL2n(Kw) consisting of upper-triangular
n× n-block matrices, and HomKw(Vw,Ww) with Mn×2n(Qp)

Therefore, we now view the Schwartz function Φw :Mn×2n(Qp) → C constructed
above as a function on HomKw(Vw,Ww). We define the section fw,s = fΦw

w,s = fΦw

of ι
GL2n(Kw)
Pn(Kw) ψw,s by

(38) fΦw(g) = χ2,w(det g) |det g|
n
2
+s

w

∫
X
Φw(Xg)χ

−1
w,1χw,2(detX)|detX|n+2s

w d×X ,

as in [EHLS20, Equation (55)].

3.2.4. Construction of f+w,s. Let fp be the corresponding local Siegel-Weil section at
p, as in Equation (33). Ahead of our computations in the next section, we write
down an explicit expression for fp(u, 1) for any u ∈ U1(Qp).

Firstly, the restriction of the isomorphsim (5) to U1 yields an identification U1(Qp) =∏
w∈Σp

U1,w, where U1,w = GLKw(Vw) = GLn(Kw). We write u = (uw)w∈Σp accord-

ingly. One can then consider the identity (38) for g = (u, 1), where the latter is with
respect to the embedding G1 ×G2 ↪→ G3. To simplify the expression, it is therefore
more convenient to replace the decomposition Ww = Vw,d⊕V d

w with Ww = Vw⊕Vw.
In that case, an element X ∈ GLn(Kw) = GLKw(Vw) corresponds to an element
(X,X) in X instead of (0, X).

Secondly, using the decomposition Ww = Vw ⊕ Vw again and the corresponding
identification Ww = Vw ⊕ Vw, consider the element

Sw =


1aw 0 0 0
0 0 0 1bw
0 0 1aw 0
0 1bw 0 0

 .

Remark 3.6. As explained in [HLS06, Section 2.1.11] and [EHLS20, Remark
3.1.4], the natural inclusion of Shimura varieties associated to G3 and G4 does not
induce the natural inclusion on Igusa tower. In fact, one needs to twist the former
by the matrix Sw to induce the latter. This point of view will not play a role for us
but we include this remark as motivation for introducing Sw.

Lastly, replace each fw,s by its translation f+w,s via g 7→ gSw, and let f+p be the
corresponding local Siegel-Weil section at p defined by Equation (33). In that case,
for g = (u, 1), we obtain that f+p (u, 1) is equal to a product over w ∈ Σp of

χ2,w(detuw) |detuw|
n
2
+s

w

∫
GLn(Kw)

Φw((Xuw, X)Sw)χ
−1
w,1χw,2(detX)| detX|n+2s

w d×X
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and we denote the above expression by f+w,s(uw, 1) = f+w (uw, 1), as a function of
uw ∈ GLn(Kw).

4. Main calculations.

4.1. Local integrals at places above p. We keep the same notation as in Sections

2.3 and 3.2. In particular, for each w ∈ Σp, consider the vector ϕw ∈ πw and ϕ̃w ∈ π̃w
defined in Section 2.3.5. We now compute the p-adic local zeta integral Zp defined
in (32) for the local section f+p constructed above and the test vectors

(39) φp = 1⊗

 ⊗
w∈Σp

ϕw

 ; φ̃p = 1⊗

 ⊗
w∈Σp

ϕ̃w


In particular, Zp is equal to the product over w ∈ Σp of

Zw :=

∫
GLn(Kw)

f+w,s(g, 1)⟨πw(g)ϕw, ϕ̃w⟩πwd
×g

=

∫
GLn(Kw)

χ2,w(det g) |det g|
n
2
+s

w

∫
GLn(Kw)

Φw((Xg,X)Sw)

× χ−1
w,1χw,2(detX)|detX|n+2s

w ⟨πw(g)ϕw, ϕ̃w⟩πwd
×Xd×g

According to the decomposition Mn×n(Kw) =Mn×aw(Kw)×Mn×bw , write Z1 :=
Xg = [Z ′

1, Z
′′
1 ] and Z2 := X = [Z ′

2, Z
′′
2 ], where Z

′
1 and Z ′

2 (resp. Z ′′
1 and Z ′′

2 ) are
n× a-matrices (resp. n× b-matrices). Then,

(Xg,X)Sw = ([Z ′
1, Z

′′
2 ], [Z

′
2, Z

′′
1 ])

and

⟨πw(g)ϕw, ϕ̃w⟩πw = ⟨πw(Xg)ϕw, π̃w(X)ϕ̃w⟩πw = ⟨πw(Z1)ϕw, π̃w(Z2)ϕ̃w⟩πw .

Therefore, using (37), we obtain

Zw =
(dim τw)

2

Vol(Gw)

∫
GLn(Kw)

χw,2(Z1)χw,1(Z2)
−1 |detZ1Z2|

s+n
2

w

× Φ1,w(Z
′
1, Z

′′
2 )Φ2,w(Z

′
2, Z

′′
1 )⟨πw(Z1)ϕw, π̃w(Z2)ϕ̃w⟩πwd

×Z1d
×Z2 .

We take the integrals over the following open subsets of full measure. We take
the integral in Z1 over{(

1 0
C1 1

)(
A1 0
0 D1

)(
1 B1

0 1

)
| B1,

tC1 ∈Maw×bw(Kw), A1 ∈ GLaw(Kw), D1 ∈ GLbw(Kw)

}
,

with the measure ∣∣∣detAbw
1 detD−aw

1

∣∣∣
w
dC1d

×A1d
×D1dB1 .
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Similarly, we take the integral in Z2 over{(
1 B2

0 1

)(
A2 0
0 D2

)(
1 0
C2 1

)
| B2,

tC2 ∈Maw×bw(Kw), A2 ∈ GLaw(Kw), D2 ∈ GLbw(Kw)

}
,

with the measure ∣∣∣detAbw
2 detD−aw

2

∣∣∣
w
dC2d

×A2d
×D2dB2 .

Therefore, one has

Φ1,w(Z
′
1, Z

′′
2 ) = Φ1,w

((
A1 B2D2

C1A1 D2

))
Φ2,w(Z

′
2, Z

′′
1 ) = Φ2,w

((
A2 +B2D2C2 A1B1

D2C2 C1A1B1 +D1

))
and both can be simplified by considering their support.

Lemma 4.1. The product

Φ1,w

((
A1 B2D2

C1A1 D2

))
Φ2,w

((
A2 +B2D2C2 A1B1

D2C2 C1A1B1 +D1

))
is zero unless all of the following conditions are met:

A1 ∈ I0aw,r ; D2 ∈ I0bw,r ; C1 ∈ Gl ; B2 ∈ Gu

B1 ∈Maw×bw(Ow) ; C2 ∈Mbw×aw(Ow)

A2 ∈ p−rMaw×aw(Ow) ; D1 ∈ p−rMbw×bw(Ow)

Moreover, in this case, the product is equal to µaw(A1)µbw(D2)Φ
(1)
w (A2)Φ

(4)
w (D1).

Proof. Using Lemma 3.5 and the definition of Φw,1, it is clear that the product above
is nonzero if and only if the conditions above are satisfied. Moreover, if they are
satisfied, one has

Φ1,w

((
A1 B2D2

C1A1 D2

))
= µaw(A1)µbw(D2)

by definition of µw. One also obtains

Φ2,w

((
A2 +B2D2C2 A1B1

D2C2 C1A1B1 +D1

))
= Φ(1)

w (A2)Φ
(4)
w (D1)

as in the proof of Lemma 3.5. □

Lemma 4.2. Under the conditions of Lemma 4.1, one has

⟨πw(Z1)ϕw, π̃w(Z2)ϕ̃w⟩πw = ⟨πw
((

A1 0
0 1

))
ϕw, π̃w

((
A2 0
0 D−1

1 D2

))
ϕ̃w⟩πw
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Proof. We write

Z1 =

(
1 0
C1 1

)(
A1 0
0 D1

)(
1 B1

0 1

)
and Z2 =

(
1 B2

0 1

)(
A2 0
0 D2

)(
1 0
C2 1

)
under the conditions of Lemma 4.1. As

(
1 B1

0 1

)
∈ Iw,r and

(
1 0
C2 1

)
∈ tIw,r fix

ϕw and ϕ̃w respectively, the pairing

⟨πw(Z1)ϕw, π̃w(Z2)ϕ̃w⟩πw

is equal to

⟨πw
((

1 −B2

0 1

)(
1 0
C1 D1

))
πw

((
A1 0
0 1

))
ϕw, π̃w

((
A2 0
0 D2

))
ϕ̃w⟩πw

Furthermore, write(
1 −B2

0 1

)(
1 0
C1 D1

)
=

(
1 0
C 1

)(
A 0
0 D

)(
1 B
0 1

)
where

A = 1−B2C1 ∈ 1 + p2rwMaw(Ow),

CA = C1 ∈ prwMbw×aw(Ow),

AB = −B2D1 ∈Maw×bw(Ow)

D1 = D + CAB ∈ p−r
w Mbw(Ow) .

Note that 1 = A−1 +B2C1A
−1, so

A−1 = 1−B2C ∈ 1 + p2rwMaw(Ow),

C ∈ prwMbw×aw(Ow), B ∈Maw×bw(Ow),

D = (1 + CB2)D1 ∈ (1 + p2rw )Mbw(Ow)D1 .

Therefore,(
1 −B2

0 1

)(
1 0
C1 D1

)
=

(
1 0
C 1 + CB2

)(
1 0
0 D1

)(
A AB
0 1

)
Setting

γ0 =

(
A AB
0 1

)
and γ̃0 =

(
1 0
C 1 + CB2

)
,

one obtains

⟨πw(Z1)ϕw, π̃w(Z2)ϕ̃w⟩πw

= ⟨πw
(
γ0

(
A1 0
0 1

))
ϕw, π̃w

((
1 0
0 D−1

1

)
γ̃0

(
A2 0
0 D2

))
ϕ̃w⟩πw

Then Lemma 2.9 yields the desired result since γ0,
tγ̃0 ∈ Iw,r. □
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Proposition 4.3. Under the conditions of Lemma 4.1, we have

Φw,1(Z
′
1, Z

′′
2 )Φw,2(Z

′
2, Z

′′
1 )⟨πw(Z1)ϕw, π̃w(Z2)ϕ̃w⟩πw = Vol(I0aw,bw,r) · Jaw · Jbw

where

Jaw = µaw(A1)Φ
(1)
w (A2) |detA2|bw/2

w ⟨πaw(A1)ϕaw , π̃aw(A2)ϕ̃aw⟩πaw
,

Jbw = µbw(D2)Φ
(4)
w (D1) |detD1|aw/2

w ⟨πbw(D1)ϕbw , π̃bw(D2)ϕ̃bw⟩πbw

Proof. Using the conditions on Z1 and Z2, we have

⟨πw(Z1)ϕw, π̃w(Z2)ϕ̃w⟩πw

= ⟨πw
((

A1 0
0 1

))
ϕw, π̃w

((
A2 0
0 D−1

1 D2

))
ϕ̃w⟩πw

=

∫
GLn(Ow)

(φw

(
k

(
A1 0
0 1

))
, φ̃w

(
k

(
A2 0
0 D−1

1 D2

))
)wd

×k ,

using Equation (19).
As the support of φw is Paw,bwIw,r and its intersection with GLn(Ow) is equal

to I0aw,bw,r, the integrand above is nonzero if and only if k ∈ I0aw,bw,r. Write such a

k ∈ I0aw,bw,r as

k =

(
1 B
0 1

)(
A 0
0 D

)(
1 0
C 1

)
with A ∈ GLaw(Ow), D ∈ GLbw(Ow), B ∈ Maw×bw(Ow) and C ∈ prwMbw×aw(Ow).
Then, using Lemma 2.9, one obtains

φw

(
k

(
A1 0
0 1

))
= φw

((
AA1 0
0 D

))
φ̃w

(
k

(
A2 0
0 D−1

1 D2

))
= φ̃w

((
AA2 0
0 DD−1

1 D2

))
Observe that the determinant of the matrices A, D, A1 and D2 are all integral

p-adic units. Therefore, using the definition of φw (resp. φ̃w) and its relation to

ϕaw ⊗ ϕbw (resp. ϕ̃aw ⊗ ϕ̃bw), the integrand above is equal to

|detA2|bw/2
w

∣∣detD−1
1

∣∣−aw/2

w

× ⟨πaw(AA1)ϕaw ⊗ πbw(D)ϕbw , π̃aw(AA2)ϕ̃aw ⊗ π̃bw(DD
−1
1 D2)ϕ̃bw⟩aw,bw

= |detA2|bw/2
w |detD1|aw/2

w ⟨πaw(A1)ϕaw , π̃aw(A2)ϕ̃aw⟩πaw
⟨πbw(D1)ϕbw , π̃bw(D2)ϕ̃bw⟩πbw

,

which does not depend on k. The result follows by using the second part of Lemma
4.1. □

Corollary 4.4. The zeta integral Zw is equal to

(dim τw)
2Vol(I0aw,bw,r)

Vol(I0aw,r)Vol(I
0
bw,r)

· Iaw · Ibw
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where

Iaw =

∫
I0aw,r

∫
GLaw (Kw)

µaw(A1)χw,2(A1)χ
−1
w,1(A2)

× Φ(1)
w (A2) |detA2|

s+aw
2

w ⟨πaw(A1)ϕaw , π̃aw(A2)ϕ̃aw⟩πaw
d×A2d

×A1

Ibw =

∫
I0bw,r

∫
GLbw (Kw)

µbw(D2)χw,2(D1)χ
−1
w,1(D2)

× Φ(4)
w (D1) |detD1|

s+ bw
2

w ⟨πbw(D1)ϕbw , π̃bw(D2)ϕ̃bw⟩πbw
d×D1d

×D2

Proof. Using Lemma 4.1 and Lemma 4.3,

Zw =
(dim τw)

2

Vol(Gw)

×
∫
A1,B1,C1,A2,B2,D1,C2,D2

χw,2(A1)χw,2(D1)χ
−1
w,1(A2)χ

−1
w,1(D2)

× |detA1 detD1 detA2 detD2|
s+n

2
w

×Vol(I0aw,bw,r)JawJbw

×
∣∣∣detAbw

1 detD−aw
1

∣∣∣ d×A1dB1dC1d
×D1

×
∣∣∣detA−bw

2 detDaw
2

∣∣∣ d×A2dB2dC2d
×D2

where the domain of integration for the matrices Ai, Bi, Ci and Di (i = 1, 2) is given
by the conditions of Lemma 4.1.

Note that the integrand is independent of B1 ∈ Maw×bw(Ow), B2 ∈ Gu, C1 ∈ Gl

and C2 ∈Mbw×aw(Ow). Moreover, the determinants of the matrices A1 and D2 are
both p-adic units. Therefore, the above simplifies to

Zw =
(dim τw)

2

Vol(Gw)
Vol(I0aw,bw,r)Vol(Maw×bw(Ow))

2Vol(Gl)Vol(Gu)

×
∫
I0aw,r

∫
I0bw,r

∫
GLaw (Kw)

∫
GLbw (Kw)

χw,2(A1)χw,2(D1)χ
−1
w,1(A2)χ

−1
w,1(D2)

× µaw(A1)Φ
(1)
w (A2) |detA2|

s+aw
2

w ⟨πaw(A1)ϕaw , π̃aw(A2)ϕ̃aw⟩πaw

× µbw(D2)Φ
(4)
w (D1) |detD1|

s+ bw
2

w ⟨πbw(D1)ϕbw , π̃bw(D2)ϕ̃bw⟩πbw

× d×D1d
×A2d

×D2d
×A1 ,

and using the decomposition Gw = Gl(I0aw,r × I0bw,r)G
u, the result follows immedi-

ately. □
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Theorem 4.5. The integrals Iaw and Ibw are equal to

Iaw =
ϵ(−s+ 1

2 , πaw ⊗ χw,1)L(s+
1
2 , π̃aw ⊗ χ−1

w,1)

L(−s+ 1
2 , πaw ⊗ χw,1)

·
Vol(X(1))Vol(I0aw,r)

(dim τaw)
2

⟨ϕaw , ϕ̃aw⟩πaw

Ibw =
L(s+ 1

2 , πbw ⊗ χw,2)

ϵ(s+ 1
2 , πbw ⊗ χw,2)L(−s+ 1

2 , π̃bw ⊗ χ−1
w,2)

·
Vol(X(4))Vol(I0bw,r)

(dim τbw)
2

⟨ϕbw , ϕ̃bw⟩πbw

Therefore, by setting

L

(
s+

1

2
, ord, πw, χw

)
:=

ϵ(−s+ 1
2 , πaw ⊗ χw,1)L(s+

1
2 , π̃aw ⊗ χ−1

w,1)L(s+
1
2 , πbw ⊗ χw,2)

L(−s+ 1
2 , πaw ⊗ χw,1)ϵ(s+

1
2 , πbw ⊗ χw,2)L(−s+ 1

2 , π̃bw ⊗ χ−1
w,2)

one has

Zw = L

(
s+

1

2
, ord, πw, χw

)
·
Vol(I0w,r)Vol(

tI0w,r)

Vol(I0w,r ∩ tI0w,r)
· ⟨φw, φ̃w⟩πw

Proof. This proof is inspired by the argument of [EHLS20, Theorem 4.3.10]. First,
write

Iaw =

∫
I0aw,r

µaw(A1)χw,2(A1)Iaw,2(A1)d
×A1 ,

where Iaw,2 = Iaw,2(A1) is defined as∫
GLaw (Kw)

Φ(1)
w (A2) |detA2|

s+aw
2

w ⟨πaw(A1)ϕaw , (χ
−1
w,1 ⊗ π̃aw)(A2)ϕ̃aw⟩πaw

d×A2 .

The above is a “Godement-Jacquet” integral, as defined in [Jac79, Equation
(1.1.3)]. Therefore, we use its functional equation to obtain

Iaw,2 =
ϵ(−s+ 1

2 , πaw ⊗ χw,1)L(s+
1
2 , π̃aw ⊗ χ−1

w,1)

L(−s+ 1
2 , πaw ⊗ χw,1)

×
∫
GLaw (Kw)

(
Φ(1)
w

)∧
(A2) |detA2|

−s+aw
2

w χw,1(A2)⟨πaw(A1)ϕaw , π̃aw(A
−1
2 )ϕ̃aw⟩πaw

d×A2

Let Law,ord denote the quotient of L-factors and ϵ-factors leading the expression

above. Recall that
(
Φ
(1)
w

)∧
(A2) is supported on X(1). Furthermore, for A2 ∈ X(1),

we have
(
Φ
(1)
w

)∧
(A2) = νaw(A2) and |detA2|w = 1. Then, Iaw,2 is equal to

Law,ord ×
∫
X(1)

χw,1(A2)νaw(A2)⟨πaw(A1)ϕaw , π̃aw(A
−1
2 )ϕ̃aw⟩πaw

d×A2
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By definition of X(1), we can write A2 = γ1k2γ2 uniquely for some k2 ∈ Kaw ,

γ1 ∈ X
(1)
l := tI0aw,r ∩ tP u

aw , and γ2 ∈ X
(1)
u := I0aw,r ∩ P u

aw . It follows that

⟨πaw(A1)ϕaw , π̃aw(A
−1
2 )ϕ̃aw⟩πaw

= ⟨πaw(k2γ2A1)ϕaw , π̃aw(γ
−1
1 )ϕ̃aw⟩πaw

= ⟨πaw(k2A1)ϕaw , ϕ̃aw⟩πaw

=

∫
GLaw (Ow)

(φaw(kk2A1), φ̃aw(k))awd
×k

The support of φaw is PawIaw,r = PawI
0
aw,r. Since k2A1 ∈ I0aw,r, the integrand

vanishes unless k ∈ PawIaw,r ∩ GLaw(Ow) = I0aw,r. Using the fact that such k is in
Paw as well as Equation (21), we obtain

(φaw(kk2A1), φ̃a(k))aw = (φaw(k2A1), φ̃aw(1))aw = (τaw(k2A1)ϕ
0
aw , ϕ̃

0
aw)aw .

Then, using the above, Equation (34), the definition of νaw , and orthogonality
relations of matrix coefficients, we obtain

Iaw,2 = Law,ord ×
∫
X(1)

µ′aw(A2)⟨πaw(A1)ϕaw , π̃aw(A
−1
2 )ϕ̃aw⟩πaw

d×A2

= Law,ordVol(I
0
aw,r)Vol(X

(1)
l )Vol(X(1)

u )

×
∫
Kaw

(ϕ0aw , τ̃aw(k2)ϕ̃
0
aw)aw(τaw(k2)τaw(A1)ϕ

0
aw , ϕ̃

0
aw)awd

×k2

= Law,ordVol(I
0
aw,r)

Vol(X(1))

dim τaw
(ϕ0aw , ϕ̃

0
aw)aw(τaw(A1)ϕ

0
aw , ϕ̃

0
aw)aw

Using Equation (28), orthogonality relations of matrix coefficients once more, and

the normalization (ϕ0aw , ϕ̃
0
aw)aw = 1, we ultimately obtain that Iaw is equal to

Law,ord⟨ϕaw , ϕ̃aw⟩πaw

Vol(X(1))

dim τaw

∫
I0aw,r

µ′aw(A1)(τaw(A1)ϕ
0
aw , ϕ̃

0
aw)awd

×A1

=La,ord

Vol(X(1))Vol(I0aw,r)

(dim τaw)
2

⟨ϕaw , ϕ̃aw⟩πaw

A similar argument yields

Ibw = Lbw,ord

Vol(X(4))Vol(I0bw,r)

(dim τbw)
2

⟨ϕbw , ϕ̃bw⟩πbw
,

where

Lbw,ord =
L(s+ 1

2 , πbw ⊗ χw,2)

ϵ(s+ 1
2 , πbw ⊗ χw,2)L(−s+ 1

2 , π̃bw ⊗ χ−1
w,2) .
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Therefore, the result follows using Corollary 4.4, Equation (27), and the identity

Vol(X(1))Vol(X(4)) =
Vol(I0aw,r)Vol(

tI0aw,r)Vol(I
0
bw,r)Vol(

tI0bw,r)

Vol(I0aw,r ∩ tI0aw,r)Vol(I
0
bw,r ∩

tI0bw,r)
=

Vol(I0w,r)Vol(
tI0w,r)

Vol(I0w,r ∩ tI0w,r)

□

4.2. Main Local Theorem. Keeping with the notation of Theorem 4.5, define

Ep

(
s+

1

2
, P − ord, πp, χp

)
:=

∏
w∈Σp

L

(
s+

1

2
, P − ord, πw, χw

)
.

Then, from Theorem 4.5 and (32), we immediately obtain our main result.

Theorem 4.6. Let χ be a unitary Hecke character of K, χp = ⊗w|pχw, and let

s ∈ C. Let f+p ∈ Ip(χp, s) be the local Siegel-Weil section defined in Section 3.2.4
and let φp ∈ πp, φ̃p ∈ π̃p be the test vectors defined in (39).

Then, the p-adic local zeta integral Ip(φp, φ̃p, f
+
p ;χp, s) is equal to

Ep

(
s+

1

2
, P − ord, πp, χp

)
·
Vol(I0P,r)Vol(

tI0P,r)

Vol(I0P,r ∩
tI0P,r)

Remark 4.7. Using the same minor manipulation explained in [EHLS20, Remark
4.3.11], we see that the p-Euler factor Ep(s +

1
2 , P − ord, πp, χp) takes the form of

a modified Euler factor at p as predicted in [Coa89, Section 2, Equation (18b)] for
the conjectures of Coates and Perrin-Riou on p-adic L-functions.
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