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Part 1. Lectures

Benjamin Schraen, p-adic automorphic forms

Our topics:

(1) Ordinary family of p-adic modular forms.

(2) Overconvergent modular forms and eigencurve following Emerton’s viewpoint; com-

pleted cohomology.

1. Modular forms.
Let us �x N ≥ 5 prime to p, and consider Y1(N ), a ℤp-scheme representing the functor

S/ℤp ↦ {(E/S, � ∶ �N ↪ E[N])}.

The following are standard facts about modular curves.

∙ Y1(N ) is an a�ne smooth curve over ℤp with geometrically connected �bers.

∙ Upon a choice of ℤp ↪ ℂ and �n ∈ �n(ℂ)prim, Y1(N )(ℂ) ≅ Γ1(N )⧵ℍ.

∙ One obtains the smooth compacti�cation X1(N ) of Y1(N ) by using the j-invariant map

Y1(N ) → A1
ℤp

which is �nite étale of degree [Γ(1) ∶ Γ1(N )] outside the divisor j(j −1728) =
0. Namely, X1(N ) is taken as the normalization of Y1(N ) inside A1

ℤp
⊂ ℙ1

ℤp
.

∙ The universal elliptic curve � ∶ E → Y1(N ) does not extend to X1(N ). On the other hand,

using the Tate curve, one can canonically extend E[M] for every M to a �nite �at group

scheme over X1(N ) such that on X̂1(N )D , D = X1(N )⧵Y1(N ), the extension E[M] sits inside

0 → �M → E[M] → (ℤ/Mℤ) → 0.

∙ There is also a “canonical extension” of �∗Ω1
E/Y1(N ) ≅ e

∗Ω1
E/Y1(N ) as an invertible sheaf ! over

X1(N ), where e ∶ Y1(N ) → E is the zero section, satisfying the following property. For all

M ≥ 0, over U = X̂1(N )D⧵D ⊂ X̂1(N )D , the following diagram

! �
� //

��

!|U

��
!|�M

� � // (!|U )|�M

commutes, which comes from �M ↪ E|U .

We can now de�ne modular forms.

De�nition 1.1. Let k ∈ ℤ, A a ℤp-algebra. A modular form of weight k, level N , coe�cients in A
is an element of H 0(X1(N )A, !⊗k) =∶ Mk(N , A).

In particular, Mk(N , ℂ) is the usual ℂ-vector space of modular forms.

Proposition 1.1. If k ≥ 2, the base change map is an isomorphism, i.e.

Mk(N , B) ≅ Mk(N , A) ⊗A B,

for any map A → B over ℤp .
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2. p-adic modular forms.

De�nition 2.1. Let X1(N )m = X1(N ) ×ℤp ℤ/pmℤ. Let X1(N )0m = X1(M)m⧵{supersingular points}.

Then, X1(N )0m is an a�ne open of X1(N )m.

Consider now the �nite �at group scheme E[pn]/X1(N ). The Cartier dual of Frobenius on E[pn]
is called Verschiebung. As ordinarity of elliptic curve over Fp can be seen by étaleness of ker V ,

or any power ker V r
, ker V r

as a �nite �at group scheme is étale over X1(N )01. Also we know that,

over each geometric point, ker(V r ) becomes isomorphic to ℤ/prℤ.

De�nition 2.2. The Igusa tower X1(Npr )01 is the étale covering of X1(N )01 parametrizing isomor-

phisms ker(V r ) ≅ (ℤ/prℤ). Speci�cally, it represents the functor

S → X1(N )01 ↦ {ker(V r ) ×X1(N )01 S ≅ ℤ/prℤ}.

Seeing X1(N )0m as an in�nitesimal thickening of X1(N )01, there is an étale covering X1(Npr )0m →
X1(N )0m which makes the diagram

X1(Npr )01 //
� _

��

X1(N )01� _

��
X1(Npr )0m // X1(N )0m

Cartesian.

De�nition 2.3. Let Vm,r = (X1(Npr )0m) be a ℤ/pmℤ-smooth algebra. Let Vm,∞ = lim←←←←←←←←←←←←←←→r
Vm,r =

(lim←←←←←←←←←←←←←←← r X1(Np
r )0m).

Then the inverse limit of Galois group of X1(Npr )0m → X1(N )0m = (ℤ/prℤ)×, i.e. ℤ×
p , acts

smoothly on Vm,∞, and furthermore we have a control theorem

Vm,r = (Vm,∞)ker(ℤ
×
p→(ℤ/prℤ)×).

As we also have Vm+1,∞ ⊗ℤ/pm+1ℤ ℤ/pmℤ ≅ Vm,∞, the inverse limit

Vℤp (N ) = lim←←←←←←←←←←←←←←←
m
Vm,∞

is complete torsion-free ℤp-module with continuous ℤp-linear action of ℤ×
p . Moreover, Vℤp has

no p-divisible element. Thus, Vℤp ↪ Vℚp ∶= Vℤp ⊗ℤp ℚp is the closed unit ball of a unique p-adic

norm on Vℚp . As the action of ℤ×
p preserves Vℤp , Vℚp with its norm is a unitary representation

of ℤ×
p .

De�nition 2.4. If K/ℚp is a �nite extension, VK (N ) ∶= Vℚp (N ) ⊗ℚp K is called the space of p-adic
modular functions of tame level N and coe�cients in K .
A weight of ℤ×

p with values in K is a continuous charcater � ∶ ℤ×
p → K×

. Given a weight, we

de�ne

VK (N )[�] = {f ∈ VK (N ) ∣ ∀a ∈ ℤ×
p , af = �(a)f },

and we call this the space of p-adic modular forms of weight � . In particular, for k ∈ ℤ, weight
k means we use �k(a) = ak .

Why is this a reasonable de�nition? We �rst make two observations.
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∙ First note that the exact sequence

0 → ker(F r ) → E[pr ] → ker(V r ) → 0

on X1(N )01 extends to X1(N )0m as follows. First as X1(N )0m ⊃ X1(N )01 is an in�nitesimal

thickening, ker(V r ), being étale, extends uniquely as a �nite étale group scheme over

X1(N )0m. Let’s denote is as HD
r . De�ne Hr ∶= (HD

r )D . Then, on X1(N )0m, E[pr ] sits inside

0 → Hr → E[pr ] → HD
r → 0.

In this case Hr is the canonical subgroup of E[pr ], if r ≥ m.

Claim. The natural maps

! → !E[pr ] → !Hr ,

are all isomorphisms when r ≥ m, where other !’s are cotangent sheaves of the �nite �at
groups schemes written in the subscripts.

The most nontrivial part is to check that !E[pr ] → !Hr is an isomorphism. You can

check this after étale base change, so in particular we can check it over Y1(Npr )0m. Over it,

Hr ≅ �pr , and !�pr is an invertible sheaf, simply because

Ω1
�pr /ℤ/pmℤ ≅ ℤ/pmℤ[x]/(xpr − 1, (xpr − 1)′)dx,

where
′

means formal derivation. Now as r ≥ m, the derivation part goes away. Now

surjectivitiy is clear, so we get the desired isomorphism.

∙ There is a Hodge-Tate map

HT ∶ HD
r → !Hr ,

a map of étale sheaves, de�ned asHT(f ) = f ∗(dx/x), using the fact thatHD
r = Hom(Hr , Gm).

Claim. HD
r ⊗ℤ/pmℤ X1(N )0m

HT←←←←←←←←←←←←←←←←→!Hr is an isomorphism.

This also amounts to the fact that, after an étale base-change to X1(Npr )m, both sides

are invertible sheaves (HD
r ≅ ℤ/prℤ), and then the Hodge-Tate map becomes surjective as

!Hr ≅ !�pr is generated by dx/x .

From our obsevation above, we get trivialization of ! over X1(Npr )0m,

! ∼←←←←←←←←→!Hr
HT←←←←←←←←←←←←←←←←← HD

r ⊗ℤ/prℤ X1(Npr )0m ≅ X1(Npr )0m ,

whenever r ≥ m. Let us call this map 
m,r . By construction, these isomorphisms are compatible

with each other; these are somewhat canonical trivializations of !.

Now we can see that classical modular forms are p-adic modular forms, by

Mk(N , ℤ/pmℤ) = H 0(X1(N )m, !⊗k) ↪ H 0(X1(N )0m, !⊗k) ↪

H 0(X1(Npr )m, !⊗k) ∼, 
m,r←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←→(X1(Npr )0m) =∶ Vm,r ⊂ Vm,∞,
8



for any r ≥ m, and by the compatibility the embedding does not depend on r . Also the compati-

bility in m means the diagram

Mk(N , ℤ/pm+1ℤ) �
� //

��

Vm+1,∞

��
Mk(N , ℤ/pmℤ) �

� // Vm,∞
commutes, and thus

Mk(N , ℤp) = lim←←←←←←←←←←←←←←←
m
Mk(N , ℤ/pmℤ) ↪ Vℤp (N ).

Let us denote �k ∶ Mk(N , ℚp) ↪ Vℚp (N ).

Proposition 2.1. The image of �k sits inside Vℚp (N )[�k].

Proof. Note that there is an action of diamond operators on Y1(Npr )0m. Namely, for a ∈ ℤ×
p ,

⟨a⟩(E/S, �N ∶ �N ↪ E[N], �pr ∶ �pr ↪ E[pr ]) = (E/S, �N , �pr ◦
a),
where 
a(z) = za. We can then check that the image of �k transforms under �k by takingHT(1) =∶
�can ∈ H 0(X1(Npr )0m, !), and observing that (�pr )∗�can = dx/x , and ⟨a⟩∗�can = a−1�can. �

Not only level N classical modular forms lie in the space of p-adic modular forms, but also all

level Npr classical modular forms are p-adic modular forms of tame level N . We use an integral

model Y1(Npr )′ℤp
representing the functor

S ↦ (E/S, �Npr ↪ E).
This reduces mod pm to Y1(Npr )0m. Let X1(Npr )ℤp be the normalization of Y1(Npr )′ℤp

in ℙ1
ℤp

. Then,

X1(Npr )ℤp is proper but not smooth for r ≥ 1. Anyways it has the right generic �ber, so

Mk(Npr , ℚp) = H 0(X1(Npr )ℚp , !⊗k) ← H 0(X1(Npr )ℤp , !⊗k),

and this “arithmetically integral modular forms” H 0(X1(Npr )ℤp , !⊗k) admits a map into Vm,∞,

namely

H 0(X1(Npr )ℤp , !⊗k) → H 0(X1(Npr )m, !⊗k) → H 0(X1(Npr )0m, !⊗k) ↪ Vm,∞.
Taking the rationalization, this map, a priori not clear whether it is injective, becomes injective,

so that we have an emedding Mk(Npr , ℚp) ↪ Vℚp (N ).

Remark 2.1. (1) Mk(Npr , ℚp) does not sit insideVℚp (N )[�k], but ratherVℚp (N )[�k |1+prℤp ]. More

generally, for a nebentypus " ∶ (ℤ/prℤ)× → K×
,

Mk(Npr , ", K) ↪ Vℚp (N )[�k"].
(2) ⨁k≥0Mk(N , ℚp) is dense in Vℚp (N ).
(3) The �rst Igusa covering X1(Npr )1 is connected, and �1(X1(N )01) � (ℤ/prℤ)×. This is be-

cause X1(Np)01 represents the functor of taking (p − 1)-st root of Ha, so

X1(Np)01 = Spec(⨁
n≥0

!⊗n/(Ha −1)).

This is very useful; for example, this can be used to prove that

V 1+pℤp
1,∞ = ∑

k≥0
im(�k),
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for �k ∶ Mk(N , Fp) → V1,∞. You can see this as follows: the LHS is naturally V1,1, and

the diamond operation decomposes V1,1 into V1,1 = ⊕p−2a=0V1,1[�a]. Given f ∈ V1,1[�a], take a

(p−1)-st root of Hasse invariant � ∈ H 0(X1(Np)01, !). Then, f �a ∈ H 0(X1(Np)01, !⊗a) is �xed

by the diamond operators (ℤ/pℤ)×, which is the Galois group of X1(Np)01 → X1(N )01. Thus,

it descends to a section f �a ∈ H 0(X1(N )01, !⊗a). Now we can multiply su�cient power of

Hasse invariant to cancel poles at the supersingular points to de�ne a genuine modular

form of weight a + n(p − 1) for some n.

One can say a bit more. As !⊗(p−1)
over X1(N )01 is trivial (and generated by the so-called

Hasse invariant), Mk(N , Fp) can be seen as a subspace of Mk+(p−1)(N , Fp) by multiplying

Hasse invariant. Thus, letting ∪n≥0Ma+n(p−1)(N , Fp) =∶ M(N , a, Fp) ⊂ V1,∞, we have

V 1+pℤp
1,∞ =

p−2
⨁
a=0

M(N , a, Fp).

3. Hecke operators.

3.1. T (� ), for � ≠ p. Let Y1(Npr , � )0m represent

S ↦ (E/S, � ∶ �Npr ↪ E,H ⊂ E[�]),

where H is a �nite �at group scheme of order � and H ∩im� = 0. Then we have a correspondence

diagram

Y1(Npr , � )0m
�2

''

�1

xx
Y1(Npr )0m Y1(Npr )0m

where the maps are de�ned as �1(E, �, H ) = (E, �) and �2(E, �, H ) = (E/H , � ∶ �Npr → E → E/H).
The maps �1, �2 are �nite étale.

De�nition 3.1. Let T (� ) ∈ End(Vm,n) be de�ned as (�1)∗� ∗2. This is compatible in r and m, so it

de�nes an operator T (� ) ∈ End(Vℚp (N )).

Remark 3.1. It has norm |T (� )| ≤ 1. It is also compatible with T (� ) on the classical modular

forms.

3.2. T (� ), for � = p (i.e. Up). . The Frobenius on Y1(N )01 sends

(E, �) ↦ (E/H1, � ∶ �N → E → E/H1),

where H1 is the canonical subgroup of E. Take a lift of Frobenius on Y1(N )0m. On the Igusa tower,

this reduces p-level by 1, namely it induces a map Y1(Npr )0m → Y1(Npr−1)0m.

De�nition 3.2. Let U = 1
p tr(F ), where F is the algebra endomorphism on Vℤp (N ) induced by the

Frobenius on Igusa tower, which is �nite �at of degree p and is a lift of Frobenius on Vℤp (N ) ⊗ Fp .

Remark 3.2. This is also compatible with Up-operator on classical modular forms. This is not

exactly the same as T (p) on Mk(N , ℤp), but still is the same modulo p (Exercise).
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4. Ordinary p-adic modular forms.
Let’s �x notations �rst.

∙ Γ = 1 + pℤp ⊂ ℤ×
p (1 + 4ℤ2 if p = 2).

∙ Λ = lim←←←←←←←←←←←←←←← n ℤp[Γ/pn] = ℤp[[Γ]], the Iwasawa algebra. It is isomorphic to ℤp[[X ]] via identi-

fying X ↦ 1 + p ∈ Γ.

The diamond operator action ℤ×
p on Vℚp (N ) continuously extends to a Λ-module structure on

Vℚp (N ).

De�nition 4.1. Let ℤp = Homcts(Vℤp , ℤp), and ℚp = Homcts(Vℚp , ℚp). We endow weak topology

on the modules.

Remark 4.1. As aΛ-module,ℤp is compact. This is becauseℤp = lim←←←←←←←←←←←←←←←m Hom(Vℤp⊗ℤ/pmℤ,ℤ/pmℤ),
and the weak topology on each Hom is compact, as we have discrete topology on Vℤp / ⊗ ℤ/pmℤ.

We are interested in this as ℤp is not of �nite type as a Λ-module. Namely, Vℚp is not always

an admissible representation of ℤ×
p .

De�nition 4.2 (Ordinary projector). As⨁k Mk(Np, ℚp) ⊂ Vℚp (N ) is dense, and as eachMk(Np, ℚp)
is U -stable, Vℤp (N ) ⊗ ℤ/pm is an increasing union of �nite submodules stable under U , namely

(
j
⨁
k=0

Mk(Np, ℚp) ∩ Vℤp ) ⊗ ℤ/pm.

Thus, for any v ∈ Vℤp (N ), {U n!v}n≥0 converges to some vector, denoted as eordv. This map eord is
a continuous projector in End(Vℤp (N )), called the ordinary projector. We de�ne W ord = eordW
whenever it makes sense to do so.

For a general Λ-module Vℤp , (Vℤp ⊗ Fp)Γ = (Vℤp ⊗ Fp)[X ]. Then, as Vℤp = Hom(V ′
ℤp
, ℤp) for

V ′
ℤp

= Hom(Vℤp , ℤp), we get (Vℤp ⊗ Fp)Γ = Hom(V ′
ℤp
⊗Λ Fp , Fp). What this tells us is that, by

topological Nakayama, V ′
ℤp

is a Λ-module of �nite type if and only if dimFp (Vℤp ⊗Λ Fp)Γ < ∞.

We apply this to Vℤp (N ). We note that (Vℤp (N ) ⊗ Fp)Γ = V1,1 = (X1(Np)01).

Theorem 4.1 (Hida). Let p > 2. Then ord
ℤp

is a �nite free Λ-module. Thus, V ord
ℚp
(N ) is an admissible

ℤ×
p -representation. Furthermore, for k ≥ 3, V ord

ℚp
(N )[�k] = Mk(N , ℚp)ord.

One obtains the analogous result for cuspidal forms, using

Vℚp ,cusp(N ) = {f ∈ Vℚp (N ) ∣ f vanishes along X1(Npr )0⧵Y1(Npr )0}.

Theorem 4.2 (Hida). (1) For k ≥ 3, dimℚp Mk(N , ℚp)ord depends only on the class of k modulo

(p − 1). The same result holds for cuspidal forms.

(2) Let " ∶ (ℤ/pnℤ)× → K×
be aDirichlet character of conductor pn. For k ≥ 2, dimℚp Sk(Npr , ", K)

depends only on the class of k modulo (p−1) and "|Δ, whereΔ ≅ ℤ/(p−1)ℤ is the primary-to-p
part of ℤ×

p .

Proof of Theorem 4.1, using Theorem 4.2. To show �nite-typeness, we need to prove that dimFp V ord
1,1 <

∞. Note that

V ord
1,1 = ⨁

a∈ℤ/(p−1)ℤ
M(N , a, Fp)ord,

where

M(N , a, Fp)ord = ⋃
n≥0

Ma+n(p−1)(N , Fp)ord.
11



By Theorem 4.2, dimFp Mk(N , Fp)ord = dimℚp Mk(N , ℚp)ord stays constant as k increases by a mul-

tiple of (p − 1).
Let us denote ℤ×

p ≅ Δ × Γ where Δ = (ℤ/pℤ)×. For a ∈ ℤ/(p − 1)ℤ and �a ∶ Δ → ℤ×
p , z ↦ za,

we de�ne Vℤp ,a = Vℤp [�a]. Then ord
ℤp ,a ⊗Λ Fp ≅ Fr(a)p , where r(a) = dimℚp Mk(N , ℚp)ord. Thus, by

Nakayama, there is a surjection Λr(a) � ord
ℤp ,a.

Note that Mk(N , ℤp)ord ⊂ V ord
ℤp
(N )[�k] is cotorsion-free, as its reduction mod p is Mk(N , Fp) ↪

V1,∞. Also, ord
ℤp ,a � Hom(Mk(N , ℤp)ord, ℤp) has a kernel containing Pk = ((1 + x) − (1 + p)k) =

ker(Λ �k←←←←←←←←←←←→ℤp). Thus, we get a surjection (Λ/Pk)r(a) � Hom(Mk(N , ℤp)ord, ℤp), which is a surjection

between �nite free ℤp-modules of the same rank r(a), which is an isomorphism.

This implies that the kernel of the original surjection Λr(a) � ord
ℤp ,a is contained in PkΛr(a)

for

all k ≡ a(mod p − 1) for all k ≥ 3. By Weierstrass preparation theorem, the kernel is zero. �

5. Hida family.

De�nition 5.1. The big Hecke algebra H (N ) is the weak closure in End(Vℤp (N )) of the ℤp-

algebra generated by the operators T (� ), �−2⟨�⟩Np for � ≠ p, and U , where ⟨�⟩Np on Vm,r is the
endomorphism de�ned by

⟨�⟩Np(E/S, �Npr ∶ �Npr ↪ E) = (E/S, �Npr ◦
� ).

There are variants of the big Hecke algebras, namely H (N )ord = eordH (N ), h(N ) = im(H (N ) →
End(Vcusp(N ))), h(N )ord = eordh(N ), H (N , a) = im(H (N ) → End(Vℤp ,a)) for a ∈ ℤ/(p − 1)ℤ, ⋯.

Remark 5.1. We can de�ne H j(N ) to be the ℤp-algebra generated by the same operators in

End(⨁j
k=0Mk). As the Hecke operators are compatible with �nite-level Hecke operators, H (N ) =

lim←←←←←←←←←←←←←←← j H
j(N ) and H (N ) � Hk(Np) for all k; H (N ) has the topology of the projective limit of

�nite ℤp-algebras.

Remark 5.2. Consider Λ ⊂ End(Vℤp (N )). For � ≡ 1(mod pN ), [� ] ∈ ℤp[Γ], the element repre-

sented by the group element � ∈ Γ, has the property that �−2[� ], the operator on Vℤp (N ), acts like

⨁Tk(� , � ) on ⨁Mk(Np, ℤp). Thus, [� ] ∈ H (N ), and by density, Λ ⊂ H (N ).

Theorem 5.1 (Hida). For a Dirichlet character " of conductor pr and k ≥ 2, let Pk," = ker(Λ
�k"←←←←←←←←←←←←←←←←→ℤp).

Let ! be the Teichmüller character. Then H (N )ord and h(N )ord are �nite free Λ-modules. Moreover,

H (N , a)ord/Pk ∼←←←←←←←←→Hk(Np, !a−k)ord,

for k ≥ 3, and
h(N , a)ord/Pk," ∼←←←←←←←←→ hk(Npr , "!a−k)ord.

Proof. Using q-developments theory, one proves that ℤp ,cusp ≅ h(N ) as h(N )-modules. This im-

plies that dimℚp H (Npr , ")ℚp = dimℚp Mk(Npr , "), which implies that big ordinary Hecke algebras

are �nite free over Λ. To prove the control theorem, one uses Theorem 4.2. �

Now we can de�ne Hida family.

De�nition 5.2. As h(N , a)ord is a semi-local algebra, h(N , a)ord = ⨁m maximal
h(N , a)ordm . We de�ne

Em = (Spf h(N , a)ordm )rig, which admits a �nite �at map to the weight space = (Spf Λ)rig.
A closed point of Em is the same as a morphism h(N , a)ord → K , which is a system of eigenvalues

of h(N ) on Vℚp (N )ord.
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Using Theorem 5.1, one proves the following

Theorem 5.2 (Classicality). For a classical weight y = �k" ∈  , �−1(y) contains only classical

points.

6. Cohomological method; completed cohomology.
Now our focus is to prove Theorem 4.2. We will use this as an excuse to introduce the notion of

completed (co)homology. We work topologically; we use the local system k on Y1(Npr ), where

Y1(Npr ) = Γ1(Npr )⧵ℍ, and k comes from the representation Symk−2(ℤ2) of SL2(ℤ).

De�nition 6.1. The parabolic cohomology is de�ned as

H 1
p (Y1(Npr ),k) = im(H 1

c (Y1(Npr ),k) → H 1(Y1(Npr ),k)).

Theorem 6.1 (Eichler-Shimura isomorphism). There is an isomorphism

H 1
p (Y1(Npr ),k) ⊗ℤ ℂ ≅ Sk(Γ1(Npr )) ⊕ Sk(Γ1(Npr )),

which is Hecke-equivariant.

By the Hecke-equivariantce, in particular the Hecke algebra

hk(Γ1(Npr )) ⊂ End(Sk(Γ1(Npr ))),

naturally injects into End(H 1
p (Y1(Npr ),k)).

Corollary 6.1. The hk(Γ1(Npr ))ℚp -module Hom(H 1
p (Y1(Npr ),k ⊗ ℚp), ℚp) is a free of rank 2.

Thus, to prove Theorem 4.2, we only have to prove that, for K/ℚp a �nite extension,

dimK H 1
p (Y1(Npr ), � ,k ⊗ K)ord,

depends only on k modulo (p − 1) and � |Δ.

De�nition 6.2. Given an open compact subgroup K ⊂ GL2(Af ), we de�ne YK = GL2(ℚ)⧵(ℍ± ×
GL2(Af )/K). For a �xed K p = K1(N ) ⊂ GL2(Ap

f ), and for a compact open Kp ⊂ GL2(ℚp), we denote
YKp ∶= YKpKp .

Example 6.1. In particular, YK1(pr ) = Y1(Npr ).

De�nition 6.3. The completed cohomology with tame level N is de�ned by

H 1(N )ℤp = lim←←←←←←←←←←←←←←→
Kp⊂GL2(ℚp)

H 1(YKp , ℤp),

which is a ℤp-module. By the double quotient action, it admits an action GL2(ℚp), which is smooth.

We de�ne

∙ Ĥ 1(N )ℤp is the p-adic completion of H 1(N )ℤp .

∙ Ĥ 1(N ) = Ĥ 1(N )ℤp ⊗ℤp ℚp , which is a p-adic Banach space.

We might omit the tame level N because it will never change.

Remark 6.1. (1) Even though H 1
ℤp

is a smooth representation, p-adic completion adds a lot

of vectors, making Ĥ 1
only unitary.
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(2) The better de�nition should be

Ĥ 1
ℤp
≅ H̃ 1

ℤp
∶= lim←←←←←←←←←←←←←←←

n
lim←←←←←←←←←←←←←←→

Kp⊂GL2(ℚp)
H 1(YKp , ℤ/pnℤ),

which is the same as our de�nition as YKp ’s are curves.

Theorem 6.2 (Emerton). The completed cohomology Ĥ 1
is an admissible continuous representation

of GL2(ℚp).

We want to compare this to Vℚp , the space of p-adic modular forms. Note that we did not use

any coe�cients in the de�nition of completed cohomology, but as one can exchange levels and

weights, actually it sees every weight.

Let k ≥ 2. Then, consider

H 1(YKp ,k ⊗ ℤp) → lim←←←←←←←←←←←←←←←
n
H 1(YKp ,k ⊗ ℤ/pnℤ) → lim←←←←←←←←←←←←←←←

n
lim←←←←←←←←←←←←←←→
K ′
p⊂Kp

H 1(YK ′
p ,k ⊗ ℤ/pnℤ).

If K ′
p is small enough, then k ⊗ ℤ/pnℤ becomes trivial on YK ′

p , so that

H 1(YK ′
p ,k ⊗ ℤ/pnℤ) ≅ H 1(YK ′

p , ℤ/p
nℤ) ⊗ Vk .

Thus, the target of the composition is (Vk ⊗ ℚp) ⊗ Ĥ 1
(where Vk ⊗ ℚp is an algebraic �nite-

dimensional representation of GL2(ℚp), and in particular it lands in the Kp-invariant subspace.

Theorem 6.3 (Emerton). The natural map is an isomorphism, i.e.

H 1(YKp ,k ⊗ ℚp) ∼←←←←←←←←→HomKp ((Vk,ℚp )′, Ĥ 1),
is an isomorphism. The isomorphism is also Hecke-equivariant for operators � - Np.

Remark 6.2. In general, you get a spectral sequence of form

ExtaKp (V
′
k,ℚp

, Ĥ b) ⇒ H a+b(ShKp ,k,ℚp ).

Remark 6.3. The space of classical modular forms

⨁
k
H 1(Y1(N ),k) ⊗ V ′

k,ℚp
↪ Ĥ 1,

has a dense image. Thus, even if you construct a “big Hecke algebra with completed cohomology,”

you don’t get anything new. More precisely, if we de�ne Tsph
to be the weak completion of

ℤp[T (� ), T (� , � ); � - Np] ⊂ End(Ĥ 1), this is smaller than the big Hecke algebra h(N ) ⊂ End(Vℚp (N ))
we constructed before.

Proposition 6.1. The big spherical Hecke algebraTsph
is a semilocalℤp-algebra. Thus, Ĥ 1 ≅ ⊕mĤ 1

m.

Proof. This is because the completed cohomology is admissible, so that (Ĥ 1
ℤp
⊗ Fp)I1 is a �nite-

dimensional space, so it can have nonzero m-torsion for only �nitely many maximal ideals, and

for any m ⊂ Tsph
, it has to have nonzero vector in there. �

Now �x a non-Eisenstein maximal ideal m ⊂ Tsph
, which means that �m ∶ Gℚ → GL2(Fp) is

irreducible. Then, after localizing at m, we don’t have to worry about parabolic/compact support

cohomology. Thus we will localize at some non-Eisenstein prime for simplicity.

Theorem 6.4 (Emerton). The GL2(ℤp)-representation Ĥ 1
ℤp ,m is isomorphic to some direct factor of

(GL2(ℤp), ℤp)⊕s , for some s ≥ 0.
14



We can now prove Theorem 4.2 at least after localizing at a non-Eisenstein maximal ideal.

Proof of Theorem 4.2 for the non-Eisenstein part. Note that the isomorphism

H 1(Y1(Npr ),k,ℚp )ordm
∼←←←←←←←←→HomK1(pr )(V ′

k,ℚp
, Ĥ 1,ord

m ),

is Up-equivariant. Similarly, there are Up-equivariant maps

HomK1(pr )(V ′
k,ℚp

, Ĥ 1
m) ↪ Hom

(
ℤ×p ℤp
0 1+prℤp )

(V ′
k,ℚp

, Ĥ 1
m) → Homℤ×p×(1+prℤp)(1 ⊗ �−1k−2, (Ĥ 1

m)(
1 ℤp
1 )),

where (1 ⊗ �−1k−2) ( a b
0 d ) = d−(k−2), and the second map is justi�ed by the fact that 1 ⊗ �−1k−2 ⊂

V ′
k,ℚp

|
(
ℤ×p ℤp
0 1+prℤp )

. Our claim is that the maps become isomorphisms after taking ordinary parts.

Remark 6.4. To be clear, for a compact H ⊂ GL2(ℚp), if � , a smooth GL2(ℚp)-representation,

then the Up-operator on �H is de�ned by

Up ∶ �H
( p 1 )←←←←←←←←←←←←←←←←←←←←←←←←←←←←→�H∩(

p
1)H(

p−1
1 ) Tr←←←←←←←←←←←→�H .

Using

N(ℤp)/ [N (ℤp) ∩ (
p 0
0 1)N(ℤp) (

p−1 0
0 1)]

∼←←←←←←←←→K1(pr )/ [K1(p
r ) ∩ (

p 0
0 1)K1(pr ) (

p−1 0
0 1)] ,

theUp operator on �N(ℤp)
can be explicitly de�ned byUp = ∑p−1

i=0 ( p i
0 1 ), as the coset representatives

can be taken pretty explicitly.

We then de�ne, for a continuous admissible unitary representation of GL2(ℚp), Ord(�) =
eord�N(ℤp)

, where eord = limn→∞ U n!
p is the ordinary projector. This coincides with Emerton’s

ordinary projector de�ned in a more general setting. By de�nition, the ordinary part inherits a

T (ℤp)-action, for T = (
∗ 0
0 ∗).

We do not try too hard to justify our claim, which involves a few explicit representation-

theoretic calculations (which is crucial in Hida theory). We just say a few words about why it is

true:

∙ The �rst map becomes isomorphism after taking Ord because Up acts nilpotently on the

kernel of Vk → 1 ⊗ �k−2 (“changing the weight”).

∙ The second map becomes isomorphism after taking Ord because, for Im = Γ0(pm) ∩ Γ1(pn),
(eord� Im ) = (eord�N(ℤp))T (ℤp)

(“changing the level”).

If we believe our claim, then we have an isomorphism

H 1(Y1(Npr ),k,ℚp )ordm
∼←←←←←←←←→Homℤ×p×(1+prℤp)(1 ⊗ �−1k−2, Ord(Ĥ 1

m)).

We can further use nebentypus " ∶ ℤ×
p � (ℤ/prℤ)× → K×

to specialize the isomoprihms into

H 1(Y1(Npr ),k , ")ord ∼←←←←←←←←→HomT (ℤp)(1 ⊗ �−1k−2"−1, Ord(Ĥ 1
m)).

Now we want to understand dimOrd(Ĥ 1
m)[1 ⊗ �k−2"].

Theorem 6.5 (Hida, Emerton). For Π a unitary admissible continuous representation of GL2(ℚp),
Ord(Π) is an admissible representation of T (ℤp). IfΠ|GL2(ℤp) sits as a direct summand of(GL2(ℤp), ℤp)⊕s ,
then Ord(Π) sits as a direct summand of (T (ℤp), ℤp)⊕s .

15



Now we are �nally ready to prove Theorem 4.2. Let Π = Ĥ 1
m. Then,

Ord(Ĥ 1
m) = ⨁

 ∶T (ℤp)→F×p

Ord(Ĥ 1
m) .

Now Π is projective because the W ↦ Hom(Π,W ) is an exact functor for algebraic representa-

tions W ; this functor is basically, after localizing at m,

W ↦
⎧⎪⎪
⎨⎪⎪⎩

total cohomology of local

system associated to W over the

tower of modular curves

⎫⎪⎪
⎬⎪⎪⎭
,

which is because all the interesting Hecke eigenclasses only appear in H 1
of modular curves, and

the functor

W ↦ {local system associated to W} ,
and the total cohomology functor are both exact.

As the Iwasawa algebra ℤp[[Γ]], where Γ = (1 + pℤp)2, is a regular local ring (a consequence of

Γ being a pro-p group), the projectivity of Ord(Ĥ 1
m), coming from Theorem 6.5 and projectivity of

Ĥ 1
m, implies that Ord(Ĥ 1

m) is free, namely Ord(Ĥ 1
m) ≅ (Γ, ℤp)⊕t for some t .

Thus, for any character � ∶ T (ℤp) → ×
K , K/ℚp , satisfying  ≡ �(mod$KK ),

dimOrd(Ĥ 1
m)[�] = t .

�

7. Construction of eigenvariety via the p-adic Jacquet functor.
Let Π be a locally analytic representation of GL2(ℚp). Let N0 = ( 1 ℤp

0 1 ), and consider ΠN0
, which

has an action of T+ = {(
�
� ) ∈ T (ℚp) ∣ vp(�) ≥ vp(�)} via

t.v = ∑
x∈N0/N0∩tN0t−1

xtv,

which is a Hecke action.

Remark 7.1. If we take t = ( p
1 ), then the action of t is the Up-operator ∑p−1

i=0 ( p i
0 1 ).

Remark 7.2. The locally analytic distribution algebra (T (ℤp), ℚp) is isomorphic to rig(T̂ (ℤp)),
where T̂ (ℤp) is the rigid analytic space parametrizing continuous characters of T (ℤp), isomorphic

to (ℤ̂×
p )2.

As T (ℚp) ≅ (pℤ × ℤ×
p )2,

T ∶= T̂ (ℚp) ≅ T̂ (ℤp) × (Grig
m )2,

the space parametrizing locally analytic characters of T (ℚp). From this expression, we see that

rig(T̂ (ℚp)) is a Fréchet-Stein algebra.

Remark 7.3. The distribution algebra over a non-compact locally analytic group T (ℚp),(T (ℚp), ℚp),
is a dense subspace of rig(T̂ (ℚp)).

We drop rig in the superscript from now on if the context is clear.
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De�nition 7.1. The locally analytic Jacquet functor is
JB(Π) = L b

T+((T ), ΠN0),
the T+-equivariant continuous linear functions(T ) → ΠN0

. Equivalently, JB(Π)′ = (T )⊗̂ℚp[T+](ΠN0)′.
Theorem 7.1. If Π is a locally analytic admissible representation of GL2(ℚp), then JB(Π) is a locally
analytic representation of T (ℚp) such that JB(Π)′ is a coadmissible (T )-module.

As there is an equivalence of categories

{coherent sheaves over T } ∼←←←←←←←←→{coadmissible (T )-modules} ,
 ↦ (T ),

from locally analytic Jacquet functor, we get a coherent sheaf Π on T such that

Π ⊗ k(x) ≅ HomT+(�x , ΠN0)′ ≅ (�N0[�x])′,
where � is the universal character, i.e. for a closed point x ∈ T , �x ∶ T (ℚp) → ℚ×

p is the

corresponding character.

We now apply this construction toΠ = Ĥ 1(N )anm which is an admissibleGL2(ℚp)-representation,

for a non-Eisenstein maximal ideal m (corresponding to an irreducible residual Galois represen-

tation � ∶ Gℚ → GL2(Fp)), and get a coherent sheaf � on T such that

JB(Ĥ 1
m(N )an)′ ≅ Γ(T ,�).

Theorem 7.2 (Emerton). For an admissible locally analytic representation of GL2(ℚp), if Π|GL2(ℤp)

is a direct summand of an(GL2(ℤp), ℚp)⊕s , then � ∶ SuppΠ ↪ T →  ∶= T̂ (ℤp) ≅ (ℤ̂×
p )2 has

discrete �bers. Locally on Supp, is a �nite free -module.

We can use similar technique to consider Hecke operators other than diagonals. Let Tsph
� ⊂

End(Ĥ 1
m(N )an) be the spherical Hecke algebra. Then, we have a map

 ∶ Tsph
� → End(Ĥ 1

m(N )an) → End(�).
Let A� be the sub-W -subalgebra of End(�) generated by im .

De�nition 7.2. De�ne the eigenvariety E� to be the relative Sp of A� over Supp(�) (or over
T ).

Proposition 7.1. The map � ∶ E� →  is quasi-�nite. Locally on E� , it is �nite surjective on
every irreducible component.

A closed point x ∈ E� gives rise to homomorphisms � ∶ Tsph
� → ℚp and � ∶ T (ℚp) → ℚ×

p .

Thus,

E�(ℚp) =

{
(�, �) ∈ (MaxSpecTsph[1/p]) × T̂ (ℚp) such that

HomT (ℚp)(�, JB(Ĥ 1
� (N )an[�])) ≠ 0

}

,

where Ĥ 1
� [�] ⊂ Ĥ 1

� is a GL2(ℚp)-subrepresentation.

De�nition 7.3. A point x = (�, �) ∈ E�(ℚp) is classical if � is classical, which means that there is

some algebraic representationW of GL2(ℚp) and Kp ⊂ GL2(ℚp) open subgroup such that

HomKp (W , Ĥ 1
� [�]) ≅ H 1(YKp ,W ∨)m[�] ≠ 0.

Remark 7.4. This is a reasonable de�nition, because � associated to a classical modular form

f ∈ Sk(Γ1(Npr )) for k ≥ 2 is classical (with W = (Symk−2ℚ2
p)′).
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8. Classicality result.

De�nition 8.1. A continuous character � ∈ T̂ (ℚp) = Hom(T (ℚp), ℚ
×
p) is locally algebraic if

� = �alg� sm, where �alg ( a d ) = ak1dk2 for some k1, k2 ∈ ℤ, and � sm is a smooth (=locally constant)

character.

De�nition 8.2. For �alg an algebraic character, de�ne

M(�alg) = U (gl2) ⊗U (b) �
alg ∈ b

alg,

an object in the category-.

Recall from Herzig’s lecture that, for M ∈ b
alg and � sm ∶ T (ℚp) → ℚ×

p a smooth character,

there is a construction of Orlik-Strauch representation

FGL2B (M, � sm),

which is an admissible GL2(ℚp)-representation.

Theorem 8.1 (Emerton, Breuil). For a unitary p-adic Banach representation Π of GL2(ℚp) and a

locally algebraic character � = �alg� sm ∈ T̂ (ℚp),

HomT (ℚp)(�, JB(Πan)) ≅ HomGL2(ℚp)(F(�), Πan),

where

F(�) = F
GL2(ℚp)
B(ℚp)

(M((�alg)−1)∨, � sm).

Note that the duality functor

b
alg

∼←←←←←←←←→b
alg,

M ↦ M∨,
is contravariant, and �xes simple modules.

Remark 8.1. What is this construction F(�)?
∙ If k1 < k2, then M((�alg)−1)∨ ≅ M((�alg)−1) is simple, and as explained in Herzig’s lecture,

F(�) = (Ind
GL2(ℚp)
B(ℚp)

�)
an
,

which is topologically irreducible.

∙ If k1 ≥ k2, then there is a short exact sequence

0 → M((� ′)−1) → M((�alg)−1) → L((�alg)−1) → 0,

where if �alg = �k1,k2 ∶ ( a d ) ↦ ak1dk2 , then � ′ = �k2−1,k1+1. Thus, there is a short exact

sequence

0 → (IndGB �
′� sm)sm → F(�) → L(�alg) ⊗ (IndGL2B � sm)sm → 0.

– Recall also that L((�alg)−1) is �nite-dimensional. In particular in more familiar terms

L(�alg) = (Symk1−k2 ℚ2
p ⊗ det k2).

– This is the opposite direction to how IndGL2B (�)an is �ltered, i.e.

0 → L(�alg) ⊗ (IndGL2B � sm)sm → IndGL2B (�)an → (IndGB �
′� sm)sm → 0.
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Theorem 8.2 (Classicality; Coleman, Emerton). For x = (�, �) ∈ E�(ℚp), if � = �alg� sm with

�alg = �k1,k2 , k1 ≥ k2, then

vp (� sm ( p
1 )) < −k2 + 1 ⇒ � is classical.

Proof. As Hom(�, JB(Ĥ 1
� (N )an[�])) ≠ 0, there is a nonzero map F(�) → Ĥ 1

� [�]. We want to show

that this factors through the quotient map

F(�)� L(�alg) ⊗ (IndGL2B � sm)sm,

which will show that there is a nonzero map L(�alg) ⊗ (IndGL2B � sm)sm → Ĥ 1
� [�], which will imply

classicality. As the kernel of F(�) � L(�alg) ⊗ (IndGL2B � sm)sm is (IndGL2B � ′� sm)an, it will su�ce to

show that there is no nonzero map (IndGL2B (� ′� sm))an → Ĥ 1
� . As (IndGL2B (� ′� sm))an is topologically

irreducible, it will su�ce to show that there is no embedding (IndGL2B (� ′� sm))an ↪ Ĥ 1
� .

As Ĥ 1
� is a unitary representation of GL2(ℚp), it will be su�cient to prove that there is no

GL2(ℚp)-invariant norm on Π ∶= IndGL2B (�k2−1,k1+1� sm)an. Suppose that there is an invariant norm

‖ − ‖. Then, ‖Up‖ ≤ 1. We de�ne a function f ∈ Π, via

∙ f (b ( 1
1 ) u) = 0,

∙ f (b ( 1 x0 1 )) = �̃(b),

where b ∈ B(ℚp), u ∈ I = (
ℤ×p ℤp
pℤp ℤ×p ), x ∈ ℚp . These formulae really de�ne a function because of

the Iwasawa decomposition GL2(ℚp) = BI ∐B ( 1
1 ) I (so that f is supported on BI ).

One also checks by hand that Up(f ) = �̃ ( p
1 ) f . Thus, |�̃ ( p

1 ) | ≤ 1. As �̃ = �k2−1,k1+1� sm, this

means vp(� sm ( p
1 )) ≥ −k2 + 1, a contradiction. �

Example 8.1. This recovers Coleman’s classicality theorem, as follows.

Let f ∈ Sk(N ) be an eigenform with p - N and �f ≅ �. Let � be a root of Hecke polynomial

of f at p, namely �2 − ap� + pk−1 = 0. Then, by local-global compatibility, there is (�f , �) ∈ E� ,
� = �0,k−2(un� ⊗ un�−1 | − |2−k).

Conversely, if (�, �) ∈ E� is a closed point, if � = �0,2−k� sm, � sm = un� ⊗ un�−1 | − |2−k , then

vp(�) < k − 1 implies that � is classical, and � = �f for some modular eigenform f .

Corollary 8.1. The classical points are Zariski dense in E� . Furthermore, E� ↪ (Spf Tsph
� )rig×T̂ (ℚp)

is the Zariski closure of pairs (�, �) with � classical, � locally algebraic with smooth part unrami�ed

at p.

Thus, E� can be thought as systems of Hecke eigenvalues interpolating classical systems.

9. Galois representations.
Let x = (�, �) ∈ E� be a classical point. Then, there exists a unique �x ∶ Gℚ → GL2(ℚp)

unrami�ed outside of Np such that, for all � - Np, tr(�x (Frob� )) = �(T (� )).
Using the density result and techniques of pseudo-representations, one can attach Galois rep-

resentations �x ∶ Gℚ → GL2(ℚp) to all closed points x ∈ E� . It turns out that �x is determined by

�, where x = (�, �) ∈ E� .

�estion. Can we read � on �x?
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Example 9.1. Given (�, �) ∈ E� with � classical, � = �k1,k2� sm with � sm unrami�ed, by the local-

global compatibility, we know that �x is semistable, thus trianguline; here trianguline means

that Drig(�x |Gℚp ), a (', Γ)-module over the Robba ring R, is upper triangular. In particular, if

Drig(�x |Gℚp ) ≅ (
R(�1) ∗
0 R(�2(x|x|)−1))

,

then � = (�1, �2); indeed, a 1-dimensional (', Γ)-module over R is the same as aℚp-valued character

of ℚ×
p .

It turns out that every Galois representation associated to a closed point on E� is trianguline.

Theorem 9.1 (Kisin). For a closed point x = (�, �) ∈ E� , �x |Gℚp is trianguline, and, for � = (�1, �2),
there is a nonzero map R(�1) ↪ Drig(�x ).
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Sug Woo Shin, The local Langlands correspondence and local-global compatibility for

GL(2)

References:

∙ R. Taylor, Galois representations, 2004.
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∙ Wedhorn’s lecture notes.

∙ Scholze, Langlands-Kottwitz for modular curves, IMRN 2011.

∙ Kottwitz, Points on Shimura varieties over �nite �elds, JAMS 1992.

We will talk about theory of local and global automorphic representation theory, local-global

compatibility, local Langlands and do Langlands-Kottwitz for GL2,ℚ.

1. Local representation theory.
Let F/ℚp be a �nite extension and G = GLn(F ). Its p-adic topology is given by the basis {1 +

$n
FMn(F )}. We will use ℂ equipped with discrete topology for coe�cients.

De�nition 1.1. A complex representation (�, V ) of G is called smooth if for every v ∈ V , StabG(v)
is an open subgroup of G. A smooth representation is admissible if V K

is �nite-dimensional for

every open compact subgroup K ⊂ G.

Remark 1.1. Irreducible smooth reprsentations are admissible.

Remark 1.2. Given any representation (�, V ), we can take the subrepresentation of smooth

vectors (� sm, V sm), where V sm
is the space of vectors with open stabilizers.

For an irreducible smooth representation � , there is a central character !� by Schur’s lemma.

De�nition 1.2. Given (�, V ) an irreducible smooth admissible representation, V ∨ = Homℂ(V , ℂ)sm
and �∨(g)(f )(v) = f (�(g−1)v) gives the contragredient (�∨, V ∨).

There is double duality, (�∨)∨ ≅ � , and !�∨ = !−1
� .

De�nition 1.3. For n = (n1, ⋯ , nr ) such that ∑r
i=1 ni = n, we de�ne Pn to be the upper-triangular

parabolic subgroup corresponding to the partition n. Its Levi decomposition is denoted as Pn = MnNn.

The modulus character �n ∶ Mn → ℂ× is de�ned as �n(m) = ||det(Ad(m ∣ Lie Nn))||F .

For example, for GL2 and partition 2 = 1 + 1, it is the famous charcater (
a 0
0 d) ↦ |ad−1|.

De�nition 1.4. For a representation �n of Mn, the normalized parabolic induction is the rep-

resentation

IndGPn (�n ⊗ �
1/2
n )sm

of G. We will denote it as n−ind.

Remark 1.3. This is the point where working with ℂ-coe�cients is useful, because taking

square-root is quite canonical. Otherwise you have to choose square roots.

Remark 1.4. The functor n−ind is reasonable. For example, it is an exact functor, has explicity

left and right adjoints (i.e. Jacquet functor), preserves admissibility and �nite-length-ness.

Remark 1.5. The introduction of modulus character is nice because the normalized induction

preserves unitarizability and is “Weyl-symmetric”, i.e. semisimpli�cation of normalized induction

does not change by changing orders.
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De�nition 1.5. An irreducible smooth representation is (essentially) square-integrable (=dis-
crete series) if its matrix coe�cients are square-integrable modulo center up to character twist. It

is supercuspidal if its matrix coe�cients are compactly supported modulo center.

We have the following hierarchy.

{
Smooth irreducible

representations

}
⊃
{

Square-integrable

representations

}
⊃
{

Supercuspidal

representations

}
.

Supercuspidal representations are “building blocks” of constructing admissible representations,

because supercuspidals are precisely those that do not arise as subquotient of parabolic induction.

De�nition 1.6. We�x a normalized Haarmeasure onG such that vol(GLn(F )) = 1. Then the local
Hecke algebra is H (G) ∶= C∞

c (G), which is an in�nite-dimensional noncommutative non-unital

ℂ-algebra. It is identi�ed with
⋃

K open compact subgroups

C∞
c (K⧵G/K).

Then smoothG-representations are just smooth H (G)-modules, where smooth means H (G)V =
V . Given smooth G-representation (�, V ), we de�ne the action of f ∈ H (G) on v ∈ V as

�(f )v = ∫
G
f (g)�(g)vdg.

If f ∈ C∞
c (K⧵G/K), then im(�(f )) ⊂ V K

. This yields a 1-1 correspondence

{
Irreducible smooth

G-representation

with �K ≠ 0

}

↔

{
Irreducible

C∞
c (K⧵G/K)-
module

}

via � ↦ �K . This is a useful viewpoint because admissibility tells you that tr �(f ) is well-

de�ned. For example, tr �(g) does not a priori make sense (but actually it makes sense for g
regular semisimple by Harish-Chandra).

2. Bernstein-Zelevinsky classi�cation.

Example 2.1. For G = GL2(F ), the unnormalized induction of trivial representation from the

upper Borel has trivial representation as a subrepresentation, and its quotient is irreducible, which

is usually called Steinberg representation. It is square-integrable.

This is a general phenomenon, namely one can obtain all square-integrable representations

from supercuspidals. One might want to call this as generalized Steinberg representation.

Namely, given �0 a supercuspidal representation of GLr (F ),
Stm(�0) = n−ind(�0 � �0| det |�⋯� �0| det |m−1)

is a square-integrable irreducible representation ofGmr . This construction exhausts all irreducible

square-integrable representations.

From square-integrable representations, we can get all irreducible admissible representations

via Langlands quotients. Namely, an irreducible smooth admissible representation � of G is

uniquely expressable as

� = �r
i=1 Stmi (�i),

for �i supercuspidal representations of Gri , where �r
i=1 Stmi (�i) is a distinguished irreducible sub-

quotient of n−ind(�r
i=1 Stmi (�i)).
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3. Satake isomorphism.
Let us consider K0 = GLn(F ), which is a maximal compact subgroup of G.

De�nition 3.1. An irreducible smooth admissible representation � of G is unramified if �K0 ≠ 0.

If n = 1, this corresponds to unrami�ed characters via local class �eld theory.

We denote H ur(G) ∶= H (G, K0). From general theory, we know that irreducible unrami�ed

representations of G corresponds to irreducible H ur(G)-modules. Thus, to describe unrami�ed

representations, it is desirable to describe the spherical Hecke algebra H ur(G).
To proceed, we �x the standard T ⊂ B ⊂ G, namely T is the group of diagonal matrices, and

B is the group of upper triangular matrices. It corresponds to the partition n = (1, ⋯ , 1). The

modulus character � ∶ B � T → ℝ×
>0 is given by diag(t1, ⋯ , tn) ↦ |tn−11 tn−32 ⋯ t1−nn |. After a choice

of uniformizer, we have a very explicit description of H ur(T ), namely

H ur(T ) ∼←←←←←←←←→ℂ[t±11 , ⋯ , t±1n ],
1diag($a1 ,⋯,$an ) ↦ ta11 ⋯ tann .

It is then possible to understand H ur(G) in terms of H ur(T ).

Theorem 3.1 (Satake isomorphism). The map  ∶ H ur(G) → H ur(T ), de�ned by

(f )(t) = �1/2(t) ∫
N
f (tn)dn,

for the normalized Haar measure on N (i.e. vol(N (F )) = 1), induces an isomorphism

H ur(G) → ℂ[t±11 , ⋯ , t±1n ]Sn ⊂ H ur(T ),
where the Sn-action permutes t1, ⋯ , tn.

Proof. One checks that it is an algebra homomorphism and that the image lands in the Weyl-

invariant subspace. And then you check the bijectivitiy by exhibiting explicit bases on both sides.

Namely, H ur(G) has basis

{1K0 diag($a1 ,⋯,$an )K0 ∣ a1 ≥ ⋯ ≥ an},
which comes from the Cartan decomposition, and ℂ[t±11 , ⋯ , t±1n ]Sn has basis

∑
w∈Sn

taw(1)1 ⋯ taw(n)n .

Then, one can show that  is given by an “upper-triangular matrix with nonzero diagonal.” Of

course, both sides are in�nite dimensional vector spaces, so one has to be careful, but one can

make sense. �

Corollary 3.1. (1) H ur(G) is commutative, so that its irreducible modules are 1-dimensional.

(2) One gets

⎧⎪⎪
⎨⎪⎪⎩

Unrami�ed

irreducible

representations of G

⎫⎪⎪
⎬⎪⎪⎭
= {H ur(G)-modules} = (ℂ×)n/Sn,

where the composition is � ↦ Sat(�) ∈ (ℂ×)n/Sn, the Satake parameters of � , and Sat(�)
is (unordered) tuple of ti-eigenvalues of � . What we really mean by taking ti-eigenvalues is
to take the roots of xn − (t1 + ⋯ + tn)xn−1 + ⋯ + (−1)nt1⋯ tn = 0.

Furthermore, its inverse can be given as follows. Given (s1, ⋯ , sn) ∈ (ℂ×)n/Sn,
Sat(�s1 �⋯� �sn ) = (s1, ⋯ , sn),
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where �si ∶ F × → ℂ× is the unrami�ed charcater given by �si = sv(a)i , with v being the

normalized valuation v ∶ F × � ℤ.

The set (ℂ×)n/Sn is better expressed as

∙ (Gn
m/Sn)(ℂ), as H ur(G) = (Gn

m/Sn),
∙ or even better, the set of semisimple conjugacy classes of GLn(ℂ).

Such viewpoints are more apt for generalizations to other groups.

4. Basics on Galois representations.
Let Γ be a topological group and k be a topological �eld. Then, given a continuous representa-

tion � ∶ Γ → GLk(V ) for a �nite dimensional vector space V over k, the semisimplification of

�, denoted �ss, is de�ned as

�ss = ⨁
i
Vi/Vi−1,

where 0 ⊂ V1 ⊂ ⋯ ⊂ Vr = V is a decomposition series.

Proposition 4.1 (Brauer-Nesbitt). If �1, �2 ∶ Γ → GLn(k) are two continuous representations such
that char. poly(�1(
 )) = char. poly(�2(
 )) for 
 in a dense subset of Γ, then �ss1 ≅ �ss2 .

Remark 4.1. If the characteristic of k is zero, one is enough to require that the traces are equal.

Now let Γ be furthermore compact (e.g. Galois group).

Proposition 4.2. (1) A continuous representation � ∶ Γ → GLn(ℚ� ) has image in GLn(E) for
some �nite extension E/ℚ� .

(2) A continuous representation � ∶ Γ → GLn(E), for a �nite extension E/ℚ� , has image in

GLn(E) up to conjugation.

It now makes sense to de�ne “mod � reduction.”

De�nition 4.1. Given a continuous representation � ∶ Γ → GLn(E), we de�ne � ∶ Γ → GLn(kE),
where kE is the residue �eld of E , to be the semisimpli�cation of the reduction of a conjugation of �
whose image is inside GLn(E). The de�nition is well-de�ned by the Brauer-Nesbitt theorem.

Now one can put absolute Galois groups for Γ; if F is a number �eld and if v is a place, upon

choosing algebraic closures F , F v and embedding iv ∶ F ↪ F v , we get Γv ↪ Γ via restriction.

Recall also that, if v is a nonarchimedean place, one has a structure theorem

1 → Iv → Γv → Gal(kv/kv) → 1,
where kv is the residue �eld of Fv . The Gal(kv/kv) is identi�ed with ℤ̂, namely one can choose

a topological generator. There are two conventions, either the arithmetic Frobenius x ↦
x#kv , or the geometric Frobenius, the inverse of the arithmetic Frobenius. We will denote the

(conjugacy class of) geometric Frobenius as Frobv .

De�nition 4.2. The local Weil group WFv is de�ned by the pullback of ℤ via Γv � Gal(kv/kv) ≅
ℤ̂, with topology that makes Iv an open subgroup with the same topology as the subspace topology

on Iv from the pro�nite topology of Γv .

The local class field theory identi�es, via the Artin isomorphism,

ArtFv ∶ F ×v ∼←←←←←←←←→W ab
Fv .

De�nition 4.3. A local Galois representation � ∶ Γv → GLn(k) is unramified if �|Iv = 1.
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In this case, �(Frobv) is well-de�ned.

De�nition 4.4. A global Galois representation � ∶ Γ → GLn(k) is unramified if �|Iv = 1.
This is well-de�ned, because every iv ∶ Γv ↪ Γ is well-de�ned up to conjugation by element

in Γ.

Proposition 4.3. If X/F is a smooth projective variety, then H i
ét(XF , ℚ� ), as a Γ-representation, is

unrami�ed almost everywhere.

Proposition 4.4. If a Galois representation � ∶ Γ → GLn(ℚ� ) is unrami�ed outside S, then �ss is
determined by �(Frobv) for v ∉ S.

This is just Cebotarev density theorem.

5. Weil-Deligne representations.
We would like to use Weil(-Deligne) reprsentations because we want to somehow turn Galois

representations into representations “without topology.”

∙ This is better for comparison with automorphic side (local Langlands correspondence

viewpoint); recall that smooth representations “do not care much about topology.”

∙ For the formulation of the notion of compatible system, it is important to “forget topology.”

Recall that the local Weil group sits inside the following diagram,

1 // IFv // WFv
//

� _

��

ℤ //
� _

��

0

1 // IFv // ΓFv // ℤ̂ // 0

The local class �eld theory equips a valuation | ⋅ | ∶ WFv → ℝ×
>0 via

WFv � W ab
Fv

∼←←←←←←←←→F ×v
| ⋅ |←←←←←←←←←←←←←→ℝ×

>0,
where the geometric Frobenius goes to the inverse of the size of the residue �eld.

De�nition 5.1. A Weil-Deligne representation of WFv , over a characteristic zero �eld k, is a
triple (V , r , N ) where

∙ V is a �nite-dimensional vector space over k,
∙ r ∶ WFv → GL(V ) is a continuous homomorphism, with respect to the discrete topology on

GL(V ), i.e. r |IFv has open kernel,

∙ and N ∈ Endk(V ) is a nilpotent operator such that r(w)N r(w)−1 = |w|N for all w ∈ WFv .

The de�nition makes sense, as |w| ∈ ℚ.

Remark 5.1. The condition r(w)N r(w)−1 = |w|N for all w ∈ WFv automatically implies that N is

nilpotent.

De�nition 5.2. A Weil-Deligne representation (V , r , N ) is Frobenius-semisimple, if r(w) is
semisimple for all w ∈ WFv , or equivalently for some w with |w| ≠ 1.

We say (V , r , N ) is semisimple if it is Frobenius-semisimple and N = 0.
We say (V , r , N ) is unramified if r(IFv ) = 1 and N = 0.

Remark 5.2. (1) The equivalence of two conditions on Frobenius-semisimplicity is because

the semisimplicity of r(w) for w ∈ IFv is automatic; IFv acts via �nite quotient and the base

�eld is of characteristic 0.
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(2) The unrami�edness condition requires N = 0 because the N -action arises from tame

Galois action when the Weil-Deligne representation is made out of local Galois represen-

tation.

Example 5.1. A Weil-Deligne representation is Frobenius-semisimple and unrami�ed if and only

if N = 0 and r is a direct sum of unrami�ed characters of WFv , namely characters factoring

through WFv � WFv /IFv ≅ ℤ. Thus, n-dimensional Frobenius-semisimle unrami�ed Weil-Deligne

representations are in natural bijection with (k×)n/Sn.

De�nition 5.3. Given aWeil-Deligne representation � = (V , r , N ), the Frobenius-semisimplification
� Fss = (V , r ss, N ), which is de�ned by taking the semisimple part of r elementwise in terms of Jordan

decomposition.

Taking the semisimple part elementwise is a reasonable operation, i.e. it yields a representation.

Example 5.2. Given r ∶ WFv � WFv /IFv → GL2(k), 1 ↦ (
a 1
0 a), r ss(1) = (

a 0
0 a).

We have the following hierarchy.

{
Frobenius-semisimple

Weil-Deligne representations

}
⊃
⎧⎪⎪
⎨⎪⎪⎩

Indecomposable

Frobenius-semisimple

Weil-Deligne representations

⎫⎪⎪
⎬⎪⎪⎭
⊃
⎧⎪⎪
⎨⎪⎪⎩

Irreducible

Weil-Deligne

representations

⎫⎪⎪
⎬⎪⎪⎭
.

This turns out to correspond to the hierarchy of smooth admissible representations on the au-

tomorphic side we saw before via the local Langlands correspondence. Then, at least we should

know how to build Weil-Deligne representations out of irreducible Weil-Deligne representations,

in the analogy with automorphic side.

Exercise 5.1. Show that N = 0 if � = (V , r , N ) is irreducible.

Building Frobenius-semisimple representations out of indecomposable Frobenius-semisimple

representations is simple, by just taking direct sums. To build indecomposable Frobenius-semisimple

Weil-Deligne representations out of irreducible Weil-Deligne representations, we need an ana-

logue of generalized Steinberg representations.

De�nition 5.4. Let � = (V , r , N ) be an irreducible Weil-Deligne representation. Then, the general-

ized Steinberg representation Spm(�) is de�ned by
Spm(�) = (V

⊕m, r ⊕ r | ⋅ | ⊕ ⋯ ⊕ r| ⋅ |m−1, Nm),
where Nm(v1, ⋯ , vm) = (0, v1, ⋯ , vm−1).

Exercise 5.2. Check that this is a Weil-Deligne representation.

Exercise 5.3. Check that generalized Steinberg representations exhaust all Frobenius-semisimple

indecomposable Weil-Deligne representations, i.e. there is a bijection

⎧⎪⎪
⎨⎪⎪⎩

Frobenius-semisimple

indecomposable

Weil-Deligne representations

⎫⎪⎪
⎬⎪⎪⎭
↔ {(m, �0) ∣ m ≥ 1, �0 is an irreducible Weil-Deligne representation},

Spm(�0) ← [ (m, �0).
Also check that direct sums exhaust all Frobenius-semisimple Weil-Deligne representations.
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Remark 5.3. Anything beyond Frobenius-semisimplicity is not captured by automorphic side.

On the other hand, it is expected as Frobenius should act semisimply in the � -adic context (if

� ≠ p) under the Tate conjecture.

6. Weil-Deligne representations and local Galois representations.
Let k = ℚ� , and F/ℚp be a �nite extension.

If � ≠ p, there is a fully faithful functor

Repℚ�
(ΓF ) → Repℚ�

(WDF ),

(V , �) ↦ (V , r , N ).
We will not discuss the precise de�nition. Instead, we will just see some special cases of it.

Example 6.1. If �(IF ) is �nite, then r = �|WF , and N = 0.

In general, N remembers some in�nite unipotent action of � -part of tame inertia. To prove the

well-de�nedness one needs to use Grothendieck’s � -adic monodromy theorem.

Remark 6.1. This is not an equivalence of categories; any eigenvalue of � -adic ΓF -representation

is an � -adic unit, as the representation can be conjugated into GLn(ℤ� ).

If � = p, there is a functor, not fully faithful,

RepdRℚp
(ΓF ) → Repℚp

(WDF ).

7. Local Langlands correspondence for GLn.
The local Langlands correspondence forGLn is proven by Harris-Taylor, Henniart, Scholze (and

the function �eld case proven by Laumon-Rapoport-Stuhler). All known proofs are global.

Theorem 7.1. There is a unique bijection

LLn ∶
⎧⎪⎪
⎨⎪⎪⎩

Smooth irreducible

representations of

GLn(F )

⎫⎪⎪
⎬⎪⎪⎭
→

⎧⎪⎪⎪
⎨⎪⎪⎪⎩

n-dimensional

Frobenius-semisimple

representations ofWDF
over ℂ

⎫⎪⎪⎪
⎬⎪⎪⎪⎭

,

such that

(1) the n = 1 case is given by the local class �eld theory, namely

{
Complex characters

of F ×

}
↔

{
Continuous characters

WF → ℂ×

}
,

(2) if � = LLn(�), then
∙ LL1(!� ) = det(�),
∙ LLn(� ⊗ (�◦ det)) = � ⊗ � , for any character � ,
∙ LLn(�∨) = � ∨,

(3) ∙ square-integrable representations correspond to indecomposable Weil-Deligne represen-

tations,

∙ supercuspidal representations correspond to irreducible Weil-Deligne representations,

∙ unrami�ed representations correspond to unrami�ed Weil-Deligne representations,

∙ and LLn (�i Stmi (�i)) = ⨁i Spmi
(�i), for supercuspidal representations �i , and �i =

LL(�i),
(4) and if LL(�i) = �i for i = 1, 2, then the L-factors and "-factors of �1 × �2 and �1 ⊗ �2 match.
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Remark 7.1. The L and "-factors of �1 × �2 do not mean you take L and "-factors of some repre-

sentation �1 × �2, but you have some way of de�ning such factors for a pair of representations.

Remark 7.2. There is another normalization that respects automorphism of the coe�cient �eld,

namely LLn ⊗| ⋅ |
1−n
2 .

Remark 7.3. There are operations on the Weil-Deligne side like base-change, induction and

tensor product. Thus, for example the L and "-factors of �1×�2 are actually L and "-factor of some

smooth irreducible representation of GLm1+m2(F ), when �i is a smooth irreducible representation

of GLmi (F ).
Remark 7.4. Henniart proved (1) and (4) for "-factors.

Remark 7.5. The local class �eld theory is enough for the uniqueness of local Langlands corre-

spondence.

8. Automorphic representations.
Let now F be a number �eld, and G = GLn,F , Z = Z(GLn), AF = A ⊗ℚ F , and ! ∶ A×

F /F × → ℂ×
be a continuous character, where ℂ× has the complex topology.

Consider L2(G(F )⧵G(AF ), !), which means the space of square-integrable functions onG(F)⧵G(AF )
with central character !. To be more precise, if |w| = 1, then f ∈ L2 means

∫
G(F)Z(AF )⧵G(AF )

|f (g)|2dg < ∞.

De�nition 8.1. The subspace L2cusp ⊂ L2 is de�ned by f ∈ L2cusp if

∫
Nn(F )⧵Nn(AF )

f (ng)dn = 0,

for any nontrivial partition n and almost every g ∈ G.
An irreducible representation � of G(AF ) is cuspidal automorphic if � is a closed sub-G(AF )-

module of L2cusp(G(F )⧵G(AF ), !).
This de�nition captures cusp forms from modular forms when G = GL2,ℚ.

Theorem 8.1 (Flath decomposition). If � is a cuspidal automorphic representation (or more gen-

erally irreducible admissible representation), then � = ⊗̂′v�v , where v runs over all places of F and

�v is an irreducible representation of G(Fv).
This comes from G(AF ) = ∏′

v G(Fv).
Remark 8.1. At a �nite place v, �v is not necessarily smooth, but you can take smooth vectors

� smv . Basically you can go back and forth (take unitary completion) with ease.

At an in�nite place v, again there is a dense subspace �v ⊃ � smv which is the space of Kv-�nite

vectors. It turns out that � smv is a (Lie G(Fv), Kv)-module.

Theorem 8.2 (Strong multiplicity one). If �, � ′ are cuspidal automorphic representations such that

�v ≅ � ′v for almost every v, then � = � ′ as subrepresentations of L2cusp (the same subspace!).

There is a similar notion of “parameters” at in�nite places. Namely, given an “irreducible repre-

sentation of GLn(Fv)” (better is a (gv , Kv)-module) for v ∣ ∞, one can attach a parameter, Harish-
Chandra parameters, or infinitesimal character, inf(�), which is an element of (ℂn/Sn)[Fv∶ℝ].
Roughly speaking, Z(gv) acts on � via scalar, and the Harish-Chandra isomorphism says

Z(gv) ≅ (ℂ[t1, ⋯ , tn]Sn )⊗[Fv∶ℝ].
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Then, inf(�) will consist of “ti-eigenvalues” of this action.

De�nition 8.2 (Buzzard-Gee). A cuspidal automorphic representation � of G(AF ) is L-algebraic if
inf(�v) ∈ (ℤn/Sn)[Fv∶ℝ] for all v ∣ ∞, and C-algebraic if inf(�v) ∈ ((ℤ + n−1

2 )
n/Sn)[Fv∶ℝ] for all v ∣ ∞.

Example 8.1. For G = GL2,ℚ, the cuspidal automorphic representation �f corresponding to a

classical cuspform f of weight k ≥ 2 has in�nitesimal character inf(�f , ∞) = (k − 3
2 , −

1
2), which is

C-algebraic. This is the lecturer’s normalization, and it can easily change up to character twist.

More speci�cally, twisting by the a-th power of | det | ∶ GL2(ℚ)⧵ GL2(A) → ℝ×
>0 adds (−a, −a) to

the in�nitesimal character.

9. Global Langlands correspondence for GLn.
Fix � and � ∶ ℚ� ≅ ℂ.

Conjecture 9.1. There is a unique bijection

⎧⎪⎪
⎨⎪⎪⎩

Cuspidal automorphic

C-algebraic representations �
of GLn(AF )

⎫⎪⎪
⎬⎪⎪⎭
=

⎧⎪⎪⎪
⎨⎪⎪⎪⎩

Irreducible continuous

� ∶ ΓF → GLn(ℚ� )
unrami�ed almost everywhere

and �v is de Rham for all v ∣ �

⎫⎪⎪⎪
⎬⎪⎪⎪⎭

,

such that � ↔ � if and only if LL(�v) = (WD(�v)Fss ⊗ℚ� ,� ℂ) ⊗ | − | 1−n2 for all v - ∞ ( local-global
compatibility, LGCv).

Remark 9.1. The RHS depends on � and �, but the LHS does not. This suggests that the compat-

ible system of � -adic Galois representations come from something living over ℚ.

Remark 9.2. Some of the known instances of Conjecture 9.1 are as follows.

∙ “Construction of Galois representations”, namely from LHS to RHS:

– Cohomology of Shimura varieties (+ others).

– Done if F is CM or totally real and � is regular (=inf(�) consists of distinct parameters)

by Harris-Lan-Taylor-Thorne, Scholze.

∙ “Automorphy of Galois representations”, namely from RHS to LHS:

– Modularity lifting techniques (Taylor-Wiles-Kisin, Calegari-Geraghty).

– The 10-author paper, the 4-author paper.

Our goal now is to illustrate an instance of “construction of Galois representations” for elliptic

cusp forms.

Theorem 9.1. Let G = GL2,ℚ, and � is a cuspidal automorphic regular C-algebraic representation,
unrami�ed outside S. Then, there is a unique �� ∶ Γℚ → GL2(ℚ� ) such that LGCv holds at all

v ∉ S ∪ {�}.
Explicitly, LGCv means p1/2 Sat(�v) are eigenvalues of �(Frobv) via �.

Remark 9.3. Being a cuspidal regular C-algebraic automorphic representation in the case of

G = GL2,ℚ just means that the in�nity part is a discrete series of weight ±k for k ≥ 2, or more

concretely, it comes from a cuspidal newform of weight k ≥ 2 (or its complex conjugate).

Remark 9.4. The normalizing factor p1/2 is somehow expected, as you want to tranform Sat(�v)
into a “weight 1” Weil number.

Remark 9.5. The theorem itself is proven by Eichler-Shimura and Deligne. Local-global com-

patibility at S is due to Carayol, and at � is due to T. Saito.
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We will try to use a very general Langlands-Kottwitz method that is suitable for generalization

(not the way originally used by Eichler-Shimura, Deligne). We will still try to realize �-part in

cohomology of modular curves.

10. Langlands-Kottwitz method.
We would like to prove Theorem 9.1, using Langlands-Kottwitz method. Recall what were

modular curves:

De�nition 10.1. Let N ≥ 3. The modular curve of full level N , MN , is the scheme over ℤ[1/N ]
representing the functor

(Sch /ℤ[1/N ]) → Sets
S ↦ {(E, �N ) ∶ E is an elliptic curve over S, and �N ∶ (ℤ/Nℤ)2S ∼←←←←←←←←→E[N ]}.

Remark 10.1. Note that the complex points of MN is not the complex modular curve of full level

N one might guess, or rather a disjoint union of such modular curves, i.e.

MN (ℂ) = ∐
(ℤ/Nℤ)×

Γ(N )⧵h,

as one connected component is only de�nable over ℚ(�N ). By putting every Galois orbit into one

scheme, one can demand that MN is de�ned over ℚ (or ℤ[1/N ]).

Consider the inverse system

M = lim←←←←←←←←←←←←←←←
N
MN ,

which is de�ned over ℚ, and has a Hecke action by GL2(A∞). It also has a compatible system of

universal elliptic curve p ∶ univ →MN .

De�nition 10.2. De�ne
Lk ∶= Symk−2(R1p∗univ),

and

H 1
c,k,ét(M) ∶= lim←←←←←←←←←←←←←←→

N
H 1
c,ét(MN ,ℚ,Lk).

For simplicity one can just think of k = 2 case, i.e. Lk = ℚ� .

As Hecke actions are geometric correspondences de�ned over ℚ, the GL2(A∞)-Hecke action

on H 1
c,k,ét(M) commutes with the Galois action Γℚ on H 1

c,k,ét(M). Thus we have a candidate for the

correspondence of Theorem 9.1:

�� = HomG(A∞)((�∞)∨, H 1
c,k,ét(M)).

We haven’t done anything so far though, �� can be just zero! One can directly show that dim �� =
2 using various methods, for example Eichler-Shimura isomorphism, or Matsushima formula. On

the other hand, our main problem is to show local-global compatibility.

Proof that �� satis�es the local-global compatibility at p ∉ S ∪ {�}. We instead consider the inverse

system

Mp ∶= lim←←←←←←←←←←←←←←←
(N ,p)=1

MN ,

which can be de�ned over ℤ(p), so that we can take mod-p reduction. Then similarly de�ne

H 1
c,k,ét(Mp) = lim←←←←←←←←←←←←←←→

(N ,p)=1
H 1
c,ét(MN ,ℚ,Lk).
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One can then check that

�� ≅ HomG(A∞,p)((�∞,p)∨, H 1
c,k,ét(Mp)),

as Galois representations. This is because of dim�G(ℤp)
p = 1 and strong multiplicity one.

Now one remains to compute the action of Γℚ × GL2(A∞,p) on H 1
c,k,ét(Mp). As H 0

c,k,ét and H 2
c,k,ét

are very easy, we can try to consider the action on the Euler characteristic H ∗
c,k,ét(Mp) (just an

alternating sum as a virtual representation). Also, by the unrami�edness at p, we want to study

the action of Frobp ×GL2(A∞,p) on H ∗
c,k,ét(Mp). For notational simplicity let us denote Frobp as Φ

from now on.

We explain the outline of the rest of the proof, as we have not enough time to describe every-

thing.

(1) Step 1. Describe the action of Φ×GL2(A∞,p) on Mp(Fp) in terms of “linear algebraic data.”

(2) Step 2. Obtain a trace formula computing the action by applying a suitable �xed point

formula.

(3) Step 3. Massage the formula to make it resemble the Selberg trace formula. In particular,

the �xed point formula gives an information about Frobp ×G(A∞,p)-action, and the Selberg

trace formula gives an information about G(A∞)-action.

(4) Step 4. Compare the massaged �xed point trace formula to the Selberg trace formula. If

all goes well, then for all j ≥ 1,

tr(f (j)p |�p ) = tr(Frob
j
p |�� ),

where f (j)p ∈ H ur(G(ℚp)) are explicit functions (base-change transfers of some explicit

functions living on degree j unrami�ed extension of ℚp). In this way, the informations

on Frobp-action and G(Ap)-action are “matched,” and the local-global compatibility at p
is proved.

�

11. Langlands-Rapoport for modular curves.
We focus on explaining the �rst step, namely describing the Fp-points of Mp

.

Remark 11.1. One can try to describe just Fpj -points as Scholze does in one of the references,

but it is more convenient to describe Fp-points if one is interested in Hecke action. Kottwitz’s

approach is a hybrid of the two.

De�nition 11.1. Let
ℤ̂p = lim←←←←←←←←←←←←←←←

(N ,p)=1
ℤ/Nℤ,

E 0 = {isogeny classes of elliptic curves over Fp}.

For an elliptic curve E over Fp , de�ne

T pE = lim←←←←←←←←←←←←←←←
(N ,p)=1

E[N ],

V pE = T pE ⊗ℤ ℚ.

Then T pE is a free ℤ̂p
-module of rank 2, which is a ℤ̂p

-lattice in V pE.
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De�nition 11.2. Let ŤpE be the covariant Dieudonné module of E[p∞], where it is a free rank 2

module of ℤ̌p = W(Fp), which is equipped with F −1, V −1
-actions, with F −1V −1 = V −1F −1 = p. It is a

ℤ̌p-lattice in V̌pE = ŤpE ⊗ℤ ℚ, a ℚ̌p-vector space of dimension 2, over which F , V are � -semilinear,

where � is the Frobenius on ℚ̌p .

Remark 11.2. The tragedic use of F −1, V −1
is because we are trying to use homological con-

vention, so really F −1, V −1
are duals of F , V in the contravariant Dieudonné module. One could

have just taken étale cohomology and crystalline cohomology which will make notations slightly

better.

We now want to describe Mp(Fp) = lim←←←←←←←←←←←←←←← (N ,p)=1MN (Fp), where we know that it is the same as

{(E, �) ∣ E is elliptic curve over Fp , � ∶ (ℤ̂p)2 ∼←←←←←←←←→T pE},

via the moduli description. Partitioning into isogeny classes, we have

∐
E0∈E 0

{(E, �) ∣ ⋯ , there exists an isogeny f ∶ E → E0}

= ∐
E0∈E 0

Aut0(E0)⧵{(Lp , �p , Lp) ∣ Lp ⊂ V pE0 ℤ̂p
-lattice,

�p ∶ (ℤ̂p)2 ∼←←←←←←←←→Lp , Lp ⊂ V̌pE0 is F −1, V −1
invariant ℤ̌p-lattice}/ ≅,

where Aut0(E0) is the automorphism group of E0 in the isogeny category (i.e. group of self-

quasiisogenies). The identi�cation is done by the following recipe: given (E, �) with an isogeny

f ∶ E → E0, then

Lp = f (T pE),

�p ∶ (ℤ̂p)2 �←←←←←←→T pE f←←←←←→ f (T pE) = Lp ,

Lp = f (ŤpE),
and quotienting out by Aut0(E0) is to forget the choice of f . Morally, Lp , Lp remember the infor-

mation of E, and �p remembers the information of � .

Then we de�ne X p(E0) = {(Lp , �p)}, which has a Hecke action of GL2(A∞,p); if g ∈ GL2(ℤ̂p),
then the action is just �p ↦ �p◦g, and if g is not integral, one has to change lattices. This is

a consequence of de�ning X p(E0) using lattices; one can equivalently try to de�ne the same set

with rationalized data and then the Hecke action only acts on the trivialization.

The p-part Xp(E0) can be de�ned as F −1, V −1
-invariant lattices in V̌pE0 which has an action of Φ

by F . Then we have the formula

Mp(Fp) = ∐
E0∈E 0

I (E0)⧵X p(E0) × Xp(E0),

where I (E0) = Aut0(E0). The identi�cation is Φℤ × G(A∞,p)-equivariant.

We want more group-theoretic description of Xp and Xp:
∙ X p(E0) is a G(A∞,p)-torsor.

∙ For Xp(E0), �rst �x �0,p ∶ (ℤ̌p)2 ∼←←←←←←←←→ ŤpE0. Using this, we can alter the description into

X̌p(E0), which consists of Lp ⊂ (ℚ̌p)2 which is F −1, V −1
-invariant such that

Lp ⊂ F(Lp) ⊂ p−1Lp ,
32



and has dimension conditions

dimFp (F (Lp)/Lp) = 1, dimFp (p
−1Lp/F (Lp)) = 1.

Rewriting F = b� for b ∈ G(ℚ̌p) and Lp = gp(ℤ̌2
p) for gp ∈ G(ℚ̌p)/G(ℤ̌p), the dimension

condition (or condition on relative position) becomes

g−1p b�(gp) ∈ Ǩp (
1 0
0 p−1) Ǩp ,

where Ǩp = G(ℤ̌p).
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Florian Herzig, p-modular and locally analytic representation theory of p-adic groups

1. p-adic groups.
For simplicity, we set G = GLn(ℚp). Denote K = GLn(ℤp), and it has basis K(r) = 1 + prMn(ℤp)

of compact open subgroups. This tells us that G is totally disconnected.

Remark 1.1. If H is a topological group, any open subgroup is closed, and any closed subgroup

of �nite index is open.

De�nition 1.1. A profinite group (resp. a pro-p group) is a topological group that is compact

Hausdor� and has a fundamental system of neighborhoods of 1 consisting of open normal subgroup

of �nite (resp. p-power) index.

Example 1.1. K is pro�nite, and K(r) is pro-p; K(r)/K(r + 1) ≅ Mn(Fp). This shows that G has

no Fp-valued Haar measure, as we cannot divide by p.

Consider the standard notations for subgroups of G, B, T , U , P , M , N , P , N .

Proposition 1.1 (Iwasawa decomposition). G = BK , which implies G = PK .

Proposition 1.2 (Cartan decomposition). G = ∐a1≥⋯≥an integers K
⎛
⎜
⎜
⎝

pa1
⋯

pan

⎞
⎟
⎟
⎠
K .

De�nition 1.2. ForH aHausdor� topological group having a fundamental system of neighborhoods

consisting of compact open subgroups, and for C any �eld, a representation � of H over C is smooth
if any of the following equivalent conditions is satis�ed.

(1) For all x ∈ � , stabilizer of x is open in H .

(2) � = ⋃U compact open
�U .

(3) The action map H × � → � is continuous, where � carries the discrete topology.

A map of smooth H -representations is any H -linear map between them. These form an abelian

category of smooth representations of H .

Example 1.2. For H = ℚ×
p , giving a smooth character � ∶ ℚ×

p → C×
is the same as giving

�(p) ∈ C×
and a character ℤ×

p /(1 + prℤ×
p ) → C×

for some r .

De�nition 1.3. If H ′ ⊂ H is a closed subgroup and � is a smooth representation of H ′
, then

IndHH ′(�) = {f ∶ H → � ∣ f (ℎg) = ℎf (g), and there is compact open U such that f (ga) = f (g) for a ∈ U}.
The G-action is de�ned by (gf )(ℎ) = f (ℎg), and this is a smooth G-representation.

Remark 1.2. For f ∈ IndHH ′(�), the support of f in H ′⧵H is open and closed.

De�nition 1.4. We de�ne the compact induction by

indHH ′ � = {f ∈ IndHH ′ � ∣ supp(f ) is compact}.

It is a subrepresentation of IndHH ′ � .

Proposition 1.3 (Frobenius reciprocity). (1) For a smooth representation � of H and � is a

smooth representation of H ′ ≤ H ,

HomH (�, IndHH ′ �) = HomH ′(� |H ′ , �).
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(2) If H ′
is furthermore open, then

HomH (indHH ′ �, �) = HomH ′(� , �|H ′).

The functor indHH ′ is exact.

Proofs are straightforward, you “evaluate at 1.”

Proposition 1.4. If P is a parabolic subgroup of G, IndGP is exact.

Proof. There is a continuous section P⧵G → G, which comes from the direct product decompo-

sition G = PN . Then, IndGP (�) = C∞(P⧵G, �). �

De�nition 1.5. If � is a smooth M-representation, we in�ate it to a smooth P-representation, and
IndGP (�) is called parabolic induction. The operation is transitive.

2. mod p representation of GLn(ℚp).
Now let’s suppose C = C , and char C = p.

Lemma 2.1 (“p-group lemma”). Any smooth representation � of a pro-p group H has a �xed vector.

Proof. WLOG C = Fp . Pick a nonzero vector x . Then, there is an open normal subgroup U ≤ H
such that x is �xed by U . Thus, H/U is a �nite p-group acting on �U . Now it is a standard problem

in the �rst course in group theory. �

Corollary 2.1. (1) A smooth nonzero G-representation has a K(1)-�xed vector.
(2) Any irreducible smooth K -representation V is trivial on K(1). Thus, irreducible smooth K -

representations are in bijection with irreducible GLn(Fp) =∶ G(Fp)-representations.

De�nition 2.1. An irreducible smooth K -representaiton is called a weight.

Corollary 2.2. Any nonzero smooth G-representation � contains a weight V , i.e. V ⊂ �|K .

Example 2.1. If n = 2, the weights are

Va,b = Syma−b C2 ⊗ det b,

where (a, b) ∈ ℤ2
with 0 ≤ a − b ≤ p − 1 and 0 ≤ b < p − 1. One can see Syma−b C2

as a module of

homogeneous polynomials.

Theorem 2.1. For a weight V of G, the induced map

V N(Fp) → V → VN(Fp),

is an isomorphism of irreducible representations of M(Fp). In particular, if P = B, V U (Fp) ≅ VU (Fp) is
one-dimensional.

Theorem 2.2 (Curtis). We have a bijection

{Weights of G} =
⎧⎪⎪
⎨⎪⎪⎩

Pairs ( , P) such that  ∶ T (Fp) → C×

is a charcater and P is a parabolic such

that  can be extended to P(Fp)

⎫⎪⎪
⎬⎪⎪⎭
.

The map V ↦ ( V , PV ) such that  V = VU (Fp) and PV is the largest P = MN such that VN(Fp) is
1-dimensional.
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Example 2.2. The vector Y a−b ∈ Va,b is U (Fp)-stable, so that  Va,b ∶ TFp → C×
is given by

diag(x, y) ↦ xbya. On the other hand, PVa,b =

{
G if a = b
B otherwise

.

Remark 2.1. There is a Steinberg parametrization of weights, using representations of algebraic

group GLn,Fp .

3. Hecke algebras.
If � is an irreducible smooth G-representation, then V ⊂ �|K gives indGK V � � .

De�nition 3.1. The Hecke algebra of weight V is HG(V ) = EndG(indGK V ).

Lemma 3.1. The Hecke algebra is identi�ed with

HG(V ) ≅ {' ∶ G → EndC(V ) ∣ supp ' is compact in G, '(k1gk2) = k1◦'(g)◦k2},
where the RHS is a ring under convolution product, namely

('1 ∗ '2)(g) = ∑

∈G/K

'1(g
 )'2(
 −1),

which is a �nite sum because of the compact support condition.

At least one can construct an element of the RHS from an element of HG(V ) from Frobenius

reciprocity for compact induction.

Remark 3.1. If � is a smooth G-representation, then HomK (V , �|K ) ≅ HomG(indGK V , �), which

admits a natural right action by HG(V ). Explicitly, if f ∶ V → �|K and ' ∈ HG(V ), then

(f ∗ ')(x) = ∑g∈K⧵G g−1f ('(g)x).

Example 3.1. If V = 1, then HG(V ) = c(K⧵G/K, C). It acts on HomK (1, � |K ) = �K in the usual

way: 1KgK ∶ �K → �K sends x to ∑i g−1i x , where KgK = ∐i Kgi .

4. mod p Satake isomorphism.
Our goal now is to construct an injective algebraic homomorphism HG(V ) ↪ HT (VU (Fp)), and

determine its image. More generally, this will become HG(V ) ↪ HM (VN(Fp)).

Lemma 4.1. There is a natural isomorphism

HomG(indGK V , Ind
G
P (−)) ≅ HomM (indMM∩K (VN(Fp)), −),

f ↦ fM ,
as functors

{Smooth M-representations} → {C-vector spaces} .

Proof. By Frobenius reciprocity,

HomG(indGK V , Ind
G
P (−)) = HomK (V , IndGP (−)|K ) = HomK (V , IndGP (−|P∩K )) = HomK (V , IndKP∩K (−|P∩K )),

by Iwasawa decomposition PK = G, and again by Frobenius reciprocity, this is equal to

HomP∩K (V |P∩K , −|P∩K ).
As N ∩ K acts trivially on (−)|P∩K , this is equal to

HomM∩K (VN∩K , −|M∩K ) = HomM (indMM∩K VN(Fp), −).
�
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From this, by Yoneda’s lemma, any ' ∈ HG(V ), which gives a natural transformation of

HomG(indGK V , Ind
G
P (−)), induces a natural transformation on HomM (indMM∩K (VN(Fp)), −), and in-

duces a unique M-endomorphism SGM (') of indMM∩K (VN(Fp)) = HM (VN(Fp)), such that (f ◦')M =
fM◦SGM ('). This yields a C-algebra homomorphism

G
M ∶ HG(V ) → HM (VN(Fp)),

the mod p Satake homomorphism.

Proposition 4.1. Explicitly, we have

G
M (') ∶ M → EndC(VN(Fp)),
m ↦ ∑

n∈N∩K⧵N
pN ◦'(nm),

where pN ∶ V � VN(Fp).

A priori what we have written down is a map V → VN(Fp), but it factors through pN so that it

yields an endomorphism of VN(Fp).

Proof. Take f in the Yoneda lemma construction so that fM = id of indMM∩K VN(Fp). �

De�nition 4.1. Let T + = {diag(t1, ⋯ , tn) ∣ val(t1) ≥ ⋯ ≥ val(tn)}, and H +
T (VU (Fp)) = { ∈

HT (VU (Fp)) ∣ supp  ⊂ T +}.

Theorem 4.1 (Herzig, Henniart, Vigneras, ⋯). The map

G
T ∶ HG(V ) → HT (VU (Fp)),

is injective with image H +
T (VU (Fp)).

Corollary 4.1.
HG(V ) ≅ C[Λ+],

where Λ+ = T +/(T ∩K) is a monoid. Through valuation, Λ+ ≅ ℤn
+ = {(�1, ⋯ , �n) ∈ ℤn ∣ �1 ≥ ⋯ ≥ �n},

so that HG(V ) is commutative �nite type C-algebra.

Remarks on the proof. (1) Find nice bases of HG ,HT : for � ∈ ℤn
+, let t� = diag(p�1 , ⋯ , p�n ) ∈

T +
. Then, there is a unique T� ∈ HG , such that

(a) supp T� = Kt�K ,

(b) T�(t�) ∈ EndC(V ) is a linear projection.

We can see the uniqueness as follows. The reduction of K ∩ t−1� Kt� is P�(Fp) for a standard

parabolic P�, and note that T�(t�) by K -biequivariance has to factor V � VN�(Fp) 99K
V N �(Fp) ↪ V which is M�(Fp)-linear. Thus, as VN�(Fp) and V N(Fp)

are isomorphic, we get

uniqueness.

By Cartan decomposition, we deduce that (T�)�∈ℤn
+ forms a C-basis of HG . Similarly,

one takes a basis (��)�∈ℤn of HT (normalized).

(2) One proves that G
T (T�) = �� + ∑�<� a��� .

(3) im(G
T ) ⊂ H +

T .

(4) Triangular argument.

�

Remark 4.1. By the same formalism, one has a Satake transform for maps of compact inductions

of two di�erent weights, which no longer has algebra structure but is a Hecke bimodule.
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Proof of Corollary 4.1. As T is commutative, ���� = ��� , so H +
T ≅ C[ℤn

+] ≅ C[x1, ⋯ , xn, x−1n ]. �

Proposition 4.2. We have a commutative diagram

HG(V )
G
M //

� s

G
T &&

HM (VN(Fp))� _

M
T
��

HT (VU (Fp))

which implies that G
M is injective. Moreover, there is ' ∈ HG(V ) such that HG(V )['−1] ∼←←←←←←←←→

HM (VN(Fp)).

Proof. We only prove the last part. Note that im(G
T ) = C[Λ+] and im(M

T ) ≅ C[Λ+,M ], where Λ+,M
is the dominance with respect to M . Thus, G

M is identi�ed with the inclusion

C[Λ+] ↪ C[Λ+,M ],

and one only needs to localize at � ∈ Λ+ ≅ ℤn
+ such that �1 = ⋯ = �n1 > �n1+1 = ⋯ = �n2 > �n2+1 =

⋯. �

5. Admissible representations and supersingular representations.

De�nition 5.1. A smooth G-representation is admissible if dimC �W < ∞ for all compact open

subgroupsW .

Remark 5.1. The notion is stable under taking subrepresentations (obvious) and quotients (not

obvious).

Lemma 5.1. A smooth G-representation � is admissible if and only if there is W ≤ G a compact

open pro-p subgroup such that dimC �W < ∞.

Proof. Suppose W ′
is any compact open subgroup. One may shrink W ′

so that WLOG W ′ ⊂ W .

Then,

�W ′ = HomW ′(1, �) ≅ HomW (indWW ′ 1, �).
It is then su�cient to prove the following, as indWW ′ 1 is �nite-dimensional:

Claim. HomW (� , �) is �nite-dimensional, for every �nite dimensional smooth � .

If � is irreducible, then by p-group lemma, � = 1, so the �nite-dimensionality is exactly our

assumption. A general situation follows from this by devissage. �

Lemma 5.2. If � is admissible, then it contains an irreducible subrepresentation.

Proof. Fix W an open pro-p subgroup. For all 0 ≠ � ⊂ � , 0 ≠ �W ⊂ �W by p-group lemma.

We can choose � such that dim(�W ) is minimal. Then, the G-representation generated by �W is

irreducible. �

Exercise 5.1. (1) If � is smooth, then � is admissible if and only if HomK (V , �) is �nite-

dimensional for all weights V .

(2) If � is irreducible and admissible, then � has a central character.

(3) Show that IndGP (−) preserves admissibility.
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Remark 5.2. It can be possible that an irreducible smooth representation is not smooth (Daniel

Le, 2018).

De�nition 5.2. If � is an admissible G-representation, and if V is a weight, then HomK (V , �) is a
�nite-dimensional vector space with an action of a commutative algebra HG(V ). Then we de�ne

EvalG(V , �) = {algebra homomorphisms HG(V ) → C that occurs as eigenvalues on HomK (V , �)}.

Recall H +
T has basis {��}�∈ℤn

+ . Note that �� ∈ (H +
T )× if and only if � ∈ ℤn

0 ∶= ℤn
+ ∩ (−ℤn

+).

Lemma 5.3. For an irreducible admissible G-representation � and V a weight, the following are

equivalent.

(1) For all � ∈ EvalG(V , �), �(��) = 0 for all � ∈ ℤn
+⧵ℤn

0 .

(2) For all � ∈ EvalG(V , �), � does not factor through G
M ∶ HG(V ) → HM (VN(Fp)) for all

M ≠ G.

Proof. Use that HG[�−1� ] ≅ HM� , where M� is the centralizer of t�. �

De�nition 5.3 (Barthel-Livné, Breuil, ⋯). If the above equivalent conditions are satis�ed, then we

call � a supersingular representation.

Remark 5.3. (1) This condition is really about some Hecke operator being zero mod p.

(2) From this, one has to check for n − 1 Hecke operators. From classi�cation of irreducible

admissible representations, it will turn out that it is su�cient to check for only one weight

and one Hecke operator.

(3) There is also an equivalent condition that uses Iwahori-Hecke algebra.

When n = 1, everything is supersingular. When n = 2, Breuil showed the following

Theorem 5.1 (Breuil). Irreducible supersingular representaitons of GL2(ℚp) are of form

indGK V
(�(1,0), �(1,1) − �) indGK V

,

for � ∈ C×
and weight V .

It makes sense, � speci�es the central character and �(1,0)-eigenvalue is killed.

6. Classi�cation in terms of supersingular representations.

De�nition 6.1 (Steinberg representations). If Q is a standard parabolic subgroup, then

StQ ∶=
IndGQ(1)

∑Q′)Q parabolic
IndGQ′(1)

is a generalized Steinberg representation.

It is the usual Steinberg representation if Q = B and is trivial is Q = G.

Theorem 6.1 (Grosse-Klönne, Herzig, Ly). The representations StQ are irreducible admissible and

pairwise non-isomorphic. The irreducible constituents of IndGQ(1) are the StQ′ , Q′ ⊃ Q, with multi-

plicity 1.

Proposition 6.1. Suppose � is an (irreducible/admissible/smooth)M-representation, then there ex-

ists a unique largest parabolic P(�) containing P such that � , considered as a P-representation,
extends to a P(�)-representation �̃ which is unique (and is irreducible/admissible/smooth).
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The extension �̃ is automatically trivial on N(�) ⊂ N .

Example 6.1. Say M =
⎛
⎜
⎜
⎝

∗ ∗
∗ ∗

∗

⎞
⎟
⎟
⎠
⊂ GL3, and � = � � � where � and � are irreducible admissible

representations ofGL2 andGL1, respectively. If P(�) = G, then �̃ is trivial on the normal subgroup

generated by N =
⎛
⎜
⎜
⎝

1 ∗
1 ∗

1

⎞
⎟
⎟
⎠
, which contains N(ℚp) and N(ℚp) = SL3(ℚp). In general, it is the

image of simply connected universal cover of the derived subgroup. To have P(�) = G, then

necessarily � = �◦ det (so that �̃ = �◦ det).

De�nition 6.2. Suppose (P , � , Q) consists of the following data:
∙ a standard parabolic P = MN ,

∙ an irreducible admissible supersingular M-representation � ,
∙ and a parabolic P ⊂ Q ⊂ P(�).

Then,

I (P , � , Q) ∶= IndGP(�)(�̃ ⊗ St
P(�)
Q ),

where

StP(�)Q =
IndP(�)Q (1)

∑Q(Q′⊂P(�) Ind
P(�)
Q′ (1)

.

Remark 6.1. As N E P and N ≤ Q, N acts trivially on StPQ , and

StPQ |M ≅
IndMQ∩M (1)

∑Q(Q′⊂P Ind
P∩M
Q′∩M (1)

,

which is a general Steinberg representation of M . In particular, �̃ ⊗ StP(�)Q is trivial on N(�).

Theorem 6.2 (Abe-Henniart-Herzig-Vigneras). The map

{
Triples (P , � , Q) as

above

}
/ ≅→

⎧⎪⎪
⎨⎪⎪⎩

Irreducible

admissible

G-representations

⎫⎪⎪
⎬⎪⎪⎭
/ ≅,

(P, � , Q) ↦ I (P, � , Q),
is a bijection. Here, an isomorphism between two (P , � , Q)’s is just an isomorphism of � ’s.

The above theorem works for any p-adic reductive group over any p-adic local �eld (equal or

mixed characteristic).

Idea of proof. In showing that IndGP (�) is irreducible, one needs to show that a nonzero sub-

representation � ⊂ IndGP (�) is everything. Pick a weight V ↪ �|K . By Frobenius reciprocity,

indGK (V ) → � ↪ IndGP � . For some � ∶ HG(V ) → C , one then considers C ⊗HG (V ),� ind
G
K V →

IndGP � . If PV ⊂ P , where PV is the parabolic coming from Curtis parametrization of weights, then

one proves that C ⊗HG (V ),� ind
G
K V ≅ IndGP (C ⊗HM ind

M
M∩K VN(Fp)) and that it surjects into IndGP � ,

which implies that � is everything.

However, even though almost every weight V has PV = B, there are certain weights V where

PV is not contained in P . Thus one needs to “change weights”, according to � .
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To show exhaustion one needs to use the “left adjoint” to IndGP , used by Emerton (“ordinary

parts” paper). �

Concretely, the recipe on GLn(ℚp) is as follows. Suppose P has blocks of size n1, ⋯ , nr , and let

� = �1 �⋯� �r , where �i is an irreducible admissible supersingular representation of GLni (ℚp).
Then, P(�) is the standard parabolic subgroup which is formed after combining consecutive 1-
blocks with the same characters. Thus, any irreducible admissible representation is of the form

IndGP ′(� ) where � = �1 � ⋯� �s , and each �i is either supersingular or �i ≅ St
GLn′i
Qi ⊗(�i◦ det) where

�i ∶ ℚ×
p → C×

’s are di�erent characters.

Remark 6.2. One should not confuse with the complex case where one can change the order of

blocks. In this case permuting blocks changes everything.

Example 6.2. Let’s say n = 2. Then we have four cases.

∙ P = B, � = �1 � �2, Q = B for �1 ≠ �2. Then, P(�) = B, and we get IndGB (�1 � �2).
∙ P = B, � = � � � , Q = B. Then, we get St ⊗(�◦ det).
∙ P = B, � = � � � , Q = G. Then, we get �◦ det.
∙ P = G, Q = G, and � is a supersingular representation, then we get supersingular repre-

sentations.

7. Consequences of classi�cation.
We can compute Jordan-Holder constituents of parabolically induced representations.

Lemma 7.1. If � is an irreducible admissible supersingular M-representation, then IndGP (�) is of
�nite length. Its irreducible constituents are I (P , � , Q), where P ⊂ Q ⊂ P(�), with multiplicity one.

De�nition 7.1. An irreducible admissible G-representation � is supercuspidal if it is not a sub-

quotient of IndGP � for all P ≠ G and � irreducible admissible.

Corollary 7.1. If � is irreducible admissible, then � is supersingular if and only if � is supercuspidal.

Proof. If � is supercuspidal, by Theorem 6.2, � = I (P, � , Q). By the above lemma, � is a subquo-

tient of IndGP (�). By the supercuspidality, P = G = Q, and � = � .

If � is supersingular and if it occurse in IndGQ(� ) for an irreducible admissible representation �
of Q, then the lemma for � plus the transitivity implies that � occurs in IndGP (�) for P ⊂ Q and �
supersingular. Thus, � ≅ I (P, � , Q′) for some Q′

. By Theorem 6.2, P = Q = G. �

8. p-adic functional analysis.
Now we switch gears to p-adic representations. Let E/ℚp be a �nite extension, which will be

our coe�cient. Let V be an E-vector space, and  = E .

A good reference is Schneider’s book.

De�nition 8.1. A nonarchimedean seminorm is a function | − | ∶ V → ℝ≥0 such that |x + y| ≤
max(|x|, |y|), and |�x| = |�|E |x| for all � ∈ E, x, y ∈ V . It is called a norm if |x| = 0 if and only if

x = 0.

De�nition 8.2. A la�ice in V is an -submodule Λ ⊂ V that spans V as E-vectorspace.

Notice that this de�nition is weaker than one might expect, e.g. V is a lattice of V .
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De�nition 8.3. A locally convex vector space, or lcv, is a vector space V equipped with a

topology de�ned by seminorms {| − |i}i∈I . Namely, basic opens can be chosen as

{x0 + {|x|i1 ≤ ", ⋯ , |x|in ≤ "} ∣ ij ∈ I , " > 0, x0 ∈ V}.
Equivalently, its topology is given by a basis of form x0 + Λj , j ∈ J , where the Λj are a family of

lattices such that

(1) for all � ∈ E× and j ∈ J , there is k ∈ J such that �Λj ⊃ Λk ,

(2) for all i, j ∈ J , Λi ∩ Λj ⊃ Λk for some k ∈ J .

The equivalence is seen as follows: if | − | is a seminorm, then {|x| ≤ "} is a lattice; on the other

hand, if Λ is a lattice, then |x|Λ ∶= infx∈�Λ |�|E is a seminorm.

Remark 8.1. Every lcv will be Hausdor� in this course, i.e. ⋂Λ open lattice
Λ = {0}.

Example 8.1. If V is an lcv and if W ⊂ V is a subspace, then the subspace topology on W and

the quotient topology on V /W will give lcv’s.

Remark 8.2. If W ⊂ V is closed, then V /W is Hausdor�.

Example 8.2. If {Vi}i∈I is a family of lcv’s, then so is ∏i∈I Vi , with the product topology. Similarly,

lim←←←←←←←←←←←←←←← i Vi is an lcv. On ⨁i∈I Vi , take the �nest locally convex topology such that each Vj → ⨁i∈I Vi
is continuous. Similarly, lim←←←←←←←←←←←←←←→i

Vi .

Example 8.3. If V is an lcv, then so is its strong dual V ′
b ∶= Homcts

E (V , E) with topology de�ned

by lattices {f ∶ |f (B)| ≤ "} for all bounded B and " > 0. Here, B ⊂ V is bounded if, for all Λ ⊂ V is

an open lattice, there is � ∈ E such that B ⊂ �Λ.

De�nition 8.4. An lcv V is Banach (resp. Fréchet) if its topology can be de�ned by a single norm
(resp.a countable family of seminorms/lattices) such that it is (sequentially) complete.

Remark 8.3. There is an implication

Banach ⇒ Fréchet ⇒ metrisable.

Remark 8.4. A Banach space does not carry a �xed norm; one just remembers topology.

Proposition 8.1. A �nite-dimensional vector space carries a unique Hausdor� locally convex topol-

ogy. If V = En, one can de�ne it by ‖a‖ ∶= max1≤i≤n |ai |.

Example 8.4. If I is a set, then

�∞(I ) = {bounded functions f ∶ I → E}, with supremum norm,
c0(I ) = {f ∣ ∀" > 0, {|f | > "} is �nite},

are Banach spaces.

If X is a compact topological space, then 0(X , E) with supremum norm is Banach.

Remark 8.5. For Fréchet spaces, one has Open Mapping Theorem and Closed Graph Theorem

as usual.

De�nition 8.5. Amap f ∶ V → W of Banach spaces is compact if for any/some unit ball V ◦ ⊂ V ,
f (V ◦) is compact.

De�nition 8.6. An lcv V is of compact type if V ≅ lim←←←←←←←←←←←←←←→n≥1
Vn where Vn is Banach and Vn → Vn+1

are injective and compact.
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Example 8.5. If dimV is countable, equip it with the �nest locally convex topology, and it be-

comes of compact type. This means that V = ⋃n≥1 Vn, where V1 ⊂ V2 ⊂ ⋯ are �nite-dimensional

vector spaces, and V equipped with the direct limit topology lim←←←←←←←←←←←←←←→Vn is of compact type.

Proposition 8.2. ∙ If V is of compact type andW is a closed subspace, thenW and V /W are

compact type.

∙ The strong dual induces equivalence of categories

{Compact-type spaces} ⇔ {“Nuclear” Fréchet spaces} ,

lim←←←←←←←←←←←←←←→
n
Vn ↦ lim←←←←←←←←←←←←←←←

n
(Vn)′b.

9. Locally analytic and Banach representations.

De�nition 9.1. If a ∈ ℚd
p and r > 0, then

Br (a) = {x ∈ ℚd
p ∣ ‖x − a‖ ≤ r},

is called a closed ball (even though it is both open and closed).

De�nition 9.2. A (ℚp−)locally analytic manifold of dimension d is a paracompact Hausdor�

topological space which is locally modeled upon closed balls Br (a) and transition maps are locally

analytic. To be more precise, it is a paracompact Hausdor� topological spaceM and a maximal atlas

of charts (U , 'U ), where
∙ U ⊂ M is an open subset,

∙ all U ’s cover M ,

∙ 'U ∶ U ∼←←←←←←←←→BU ⊂ ℚd
p is a homeomorphism, where BU is a closed ball,

∙ 'U ◦'−1U ′ ∶ 'U ′(U ∩ U ′) ∼←←←←←←←←→ 'U (U ∩ U ′) is a locally analytic function from an open subset of

ℚd
p to ℚd

p , i.e. locally it is given by a convergent power series.

These form a category of locally analytic manifolds.

De�nition 9.3. A locally analytic group is a group object in this category, e.g. GLn(K) for K/ℚp
�nite extension.

De�nition 9.4. If B = Br (a) ⊂ ℚd
p and V is a Banach space with de�ning norm ‖ − ‖, we de�ne

rig(B, V ) ∶= {f = ∑
i∈ℕd

vi(x1 − a1)i1 ⋯ (xd − ad )id ∣ vi ∈ V , ‖vi‖r∑ij → 0 as |i| = ∑ ij →∞}.

Given f ∈ rig(B, V ), let ‖f ‖B ∶= maxi ‖vi‖r |i| ∈ ℝ≥0.

Lemma 9.1. (1) ‖ − ‖B is independent of choice of a.
(2) rig(B, V ) equipeed with ‖ − ‖B is complete, i.e. rig(B, V ) is a Banach space.

Remark 9.1. We have a continuous injective evaluation map rig(B, V ) ↪ 0(B, V ).

De�nition 9.5. If B1, B2 = Br (a) are closed balls in ℚd
p , let

rig(B1, B2) = {f + a ∣ f ∈ rig(B1, ℚd
p ), ‖f ‖B1 ≤ r},

which is independent of choice of a.
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De�nition 9.6. Suppose M is a locally analytic manifold, V is a Banach space, then let the space

of locally analytic functions be de�ned as

an(M, V ) = lim←←←←←←←←←←←←←←→
M=∐i∈I Ui , charts 'i ∶ Ui ∼←←←←←←←←←←→Bi ball

∏
i∈I

rig(Bi , V ),

where transition maps in the limit are given by refinements. Namely, we say (Ui , 'i)i∈I ≤ (Wj ,  j)j∈J
if, for all j ∈ J , there uniquely exists i(j) ∈ I such thatWj ⊂ Ui(j), which is given by a rigid analytic

function rig(Bj , Bi(j)) after sending Wj ⊂ Ui(j) to Bj → Bi(j) via  j and 'i(j), and then the transition

map ∏i∈I rig(Ui , V ) → ∏j∈J rig(Wj , V ) is given by the natural maps rig(Ui(j), V ) → rig(Wj , V ).

Remark 9.2. The transition maps are compatible with compositions, and any two indices admit

a common re�nement. From this, one deduces that an(M, V ) is an lcv, and the evaluation map

an(M, V ) → 0(M, V ) is continuous.

De�nition 9.7. If M is a locally analytic manifold, and if V is a lcv, then

an(M, V ) ∶= lim←←←←←←←←←←←←←←→
(Ui ,'i ,Vi ), Vi Banach, Vi ↪ V cts. inj.

∏
i∈I

rig(Ui , Vi).

Exercise 9.1. If M = ℤp ⊂ ℚp , then the set

{(a + pnℤp , id) ∶ a ∈ ℤ/pnℤ}n≥0,

is co�nal among indices. Thus, an(ℤp , V ) = lim←←←←←←←←←←←←←←→n≥0
∏a∈ℤ/pnℤ rig(a + pnℤp , V ), where each space

in the limit is a Banach space. As the transition maps are compact, it follows that an(ℤp , E) is of

compact type.

Proposition 9.1. If M is a compact locally analytic manifold, and V = E (or more generally of

compact type), then an(M, V ) is of compact type.

Proposition 9.2. If M = ∐i∈I Mi , then an(M, V ) ≅ ∏i∈I an(Mi , V ).

De�nition 9.8. Let G be a locally analytic group. Then, a Banach space representation of G
is a Banach space V with a continuous linear action G × V → V . It is unitary if there exists a

G-invariant norm de�ning the topology.

Remark 9.3. Imposing continuity is the same as imposing separate continuity, i.e. G × V → V
is continuous after �xing one coordinate, by Steinhaus theorem.

Remark 9.4. Any subrepresentation or a quotient representation of a Banach space representa-

tion is still a Banach space representation.

Example 9.1. (1) A �nite-dimensional continuous representation with its unique Hausdor�

topology is a Banach space representation.

(2) If H ≤ G is a closed subgroup such that H⧵G is compact, and if W is a Banach space

representation of H , then

(IndGH W)0 = {f ∶ G → W cts. ∣ f (ℎg) = ℎf (g) for ℎ ∈ H} ≅ 0(H ⧵G,W ),

is a Banach space representation of G. Here one uses a section of G → H⧵G. This shows

that for example a parabolic induction is a Banach space representation in this setting.

(3) If G is compact, then any Banach space representation is unitary.
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De�nition 9.9. A locally analytic representation of G is a compact type space V equipped with

a continuous linear action G × V → V such that the orbit maps ov ∶ G → V , g ↦ gv, are locally
analytic.

Remark 9.5. Again, any subrepresentation or a quotient representation of a locally analytic

representation is still locally analytic.

Example 9.2. (1) Again, a �nite-dimensional continuous representation with its unique Haus-

dor� topology is a Banach space representation.

(2) If H ≤ G is a closed subgroup with H⧵G compact, then

(IndGH W)an = {f ∶ G → W loc. an. ∣ f (ℎg) = ℎf (g) for ℎ ∈ H} ≅ an(H ⧵G,W ),
is a locally analytic representation of G. Here one uses a section of G → H⧵G.

(3) Vsm, a smooth representation of countable dimension, is locally analytic (ov’s are locally

constant).

(4) If G = G(ℚp) for an algebraic group G over ℚp , then an algebraic representation Valg of

G is locally analytic (ov’s are locally polynomial). Thus Valg ⊗ Vsm, a locally algebraic
representation, is locally analytic.

Remark 9.6. The relevant categories are not abelian! (Schneider) This is why introduce

duality theory below.

10. Duality of smooth representations with mod p coe�cients.
Let G be a compact locally analytic group.

De�nition 10.1. Let C/Fp be a �nite extension. Then, the ring of distributions is de�ned as

D∞(G) ∶= ∞(G, C)′ =
(

lim←←←←←←←←←←←←←←→
UEG open

(G/U , C)
)

′

= lim←←←←←←←←←←←←←←←
U
C[G/U ] =∶ C[[G]],

which is a pro�nite ring and is noetherian (Lazard).

Note that if V is a smooth G-representation over C , then V = lim←←←←←←←←←←←←←←→U
V U

has an action of C[[G]],
which gives an action of C[[G]] on V ′

.

Proposition 10.1 (Pontryagin duality). There is an anti-equivalence of categories

{
smooth

G-representations
over C

}
∼←←←←←←←←→

{
D∞(G)-modules with

pro�nite topology such

that action is cts

}

,

V ↦ V ′.
Remark 10.1. By Nakayama’s lemma, V is admissible if and only if V ′

is �nitely generated

D∞(G)-module.

Remark 10.2. Any �nitely generated D∞(G)-module carries a unique pro�nite topology such

that the action of D∞(G) is continuous. Thus, when we restrict the Pontryagin duality to admis-

sible G-representations, then we can forget topology,

{
admissible

G-representations

over C

}
∼←←←←←←←←→

{
�nitely generated

D∞(G)-modules

}
.

In particular, as D∞(G) is noetherian, the RHS category is abelian! In particular, the LHS is

closed under quotients.
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11. Duality of Banach space representations.
This is the theory of Schneider-Teitelbaum. Again, let G be a compact locally analytic group.

De�nition 11.1. Let Dc(G) ∶= 0(G, E)′ ≅ [[G]][1/p], where [[G]] = lim←←←←←←←←←←←←←←← n,U (/$
n)[G/U ]. This

is again pro�nite and noetherian.

Similarly we have the following

Proposition 11.1. If V is a Banach space representation, then there is a G-invariant lattice V ◦ ⊂ V
de�ning the topology, which has natural [[G]]-action. Thus, V , V ′

are Dc(G)-modules.

This is because

∙ G is compact, so V is unitary, so the existence of V ◦
is clear,

∙ and we have V ◦ = lim←←←←←←←←←←←←←←→n≥0
V ◦/$nV ◦

, where each V ◦/$nV ◦
is smooth, and so has a continuous

action of (/$n)[[G]].

De�nition 11.2. We say a Banach space representation V is admissible if V ′
is �nitely generated

as a Dc(G)-module.

This is equivalent to V ◦/$V ◦
being admissible in the previous sense.

Theorem 11.1 (Schneider-Teitelbaum). There is an anti-equivalence of categories

{
admissible Banach space

representations

}
∼←←←←←←←←→

{
�nitely generated

Dc(G)-modules

}
,

V ↦ V ′,
and the RHS is an abelian category.

Example 11.1. Under the above correspondence, 0(G, E) goes to Dc(G).

Corollary 11.1. (1) Anymap f ∶ V → W of admissible Banach space representations is strict,
i.e. V / ker f ∼←←←←←←←←→ im f is a topological isomorphism.

(2) Any closed subrepresentation W ⊂ V and its quotient V /W of an admissible Banach space

representation V are all admissible.

(3) One has the usual notion of kernel and cokernel within the category of admissible Banach

space representations.

Remark 11.1. For a general locally analytic group G, one can use any compact open subgroup

as the notion of admissibility does not depend on a choice of compact open subgroup (di�erence

is only �nite-dimensional). It is more subtle to get an equivalence.

12. Duality of locally analytic representations.

De�nition 12.1. Let the ring of locally analytic distributions be de�ned as

Dan(G) ∶= an(G, E)′b,

which is a nuclear Fréchet space.

Unlike the previous cases, it is not obvious that Dan(G) is a ring.
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Theorem 12.1 (de Lacroix). The Dirac delta distributions �g , g ∈ G, de�ned in an obvious way,
span a dense subspace Dan(G). There is a unique continuous multiplication on Dan(G) extending the
multiplication on the Dirac delta distributions �g ∗ �ℎ = �gℎ. More concretely, the multiplication is

given by

(�1 ∗ �2)(f ) = �1(g1 ↦ �2(g2 ↦ f (g1g2))),
for �1, �2 ∈ Dan(G).
IfV is a locally analytic representation, then there is a unique separably continuous actionDan(G)×

V → V such that �gv = gv. The same statement holds for V ′
b .

We cannot just mindlessly take �nitely generated Dan(G)-modules to de�ne admissible repre-

sentations, as Dan(G) is not noetherian.

Theorem 12.2 (Schneider-Teitelbaum). There is an anti-equivalence of categories

⎧⎪⎪
⎨⎪⎪⎩

locally analytic

representations, on

compact type spaces

⎫⎪⎪
⎬⎪⎪⎭

∼←←←←←←←←→
⎧⎪⎪
⎨⎪⎪⎩

separably continuous

Dan(G)-modules on nuclear

Fréchet spaces

⎫⎪⎪
⎬⎪⎪⎭
,

V ↦ V ′
b .

Remark 12.1. Let g = Lie G, then the map g → Dan(G) de�ned by

X ↦ (f ↦
d
dt

|t=0f (etX )),

is a Lie algebra homomorphism, where we use exp ∶ U → G for an open neighborhood U of 0
in g.

Remark 12.2. We haveDc(G) sitting insideDan(G) as a subring, but as we have mentioned above,

Dan(G) is not noetherian.

Example 12.1. Take the simplest example of G = ℤp .

∙ Mahler proved that, for E a p-adic �eld, 0(ℤp , E) can be expressed as

{∑
n≥0

an(
x
n)

∣ an ∈ E, an → 0},

where it means an’s have bounded denominators and the numerators converge to zero

p-adically.

∙ Inside this, we have locally analytic functions on ℤp ,

an(ℤp , E) = {∑
n≥0

an(
x
n)

∣ |an|rn → 0 for some r > 1}.

∙ The Amice transform says that there is an algebra isomorphism

Dan(ℤp) ∼←←←←←←←←→rig(X<1),

� ↦ “�((1 + T )×)” = ∑
n≥0

�((
x
n)

)T n,

where rig(X<1) is the ring of rigid analytic functions on open unit disc. From this we

can check that Dan(ℤp) is not noetherian.
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Remark 12.3. Even so, as the Amice transform suggests thatDan(ℤp) has an interpretation using

rigid analytic geometry, in particular rig(X<1) ≅ lim←←←←←←←←←←←←←←← r<1,r∈pℚ 
rig(X≤r ), where now X≤r is an a�noid

for r ∈ pℚ. Thus, rig(X<1) is an inverse limit of countable collections of Tate algebras, which

are very nice (in particular noetherian). As there is a notion of coherent sheaves on rigid ana-

lytic spaces, what Schneider-Teitelbaum did was to emulate the theory of coherent sheaves on

the represenation theoretic side (e.g. Fréchet-Stein algebra, coadmissible modules, ⋯), using the

situation of increasing union of a�noids covering a non-a�noid rigid analytic space.

De�nition 12.2. A Fréchet algebra A is Fréchet-Stein if there exist seminorms q1 ≤ q2 ≤ ⋯,
de�ning the topology of A, such that

(1) the multiplicationA×A → A is continuous with respect to qn for all n (so thatA ≅ lim←←←←←←←←←←←←←←← n≥1 Aqn ,

even topologically),

(2) the completion Aqn is left-noetherian,

(3) Aqn is �at as a right Aqn+1-module.

De�nition 12.3. If A is a Fréchet-Stein algebra, an A-module M is coadmissible if

(1) Mn ∶= Aqn ⊗A M is �nitely generated for all n,
(2) and M → lim←←←←←←←←←←←←←←← nMn is a bijection.

Proposition 12.1 (Schneider-Teitelbaum). Let G be a compact locally analytic group.

(1) Dan(G) is a Fréchet-Stein algebra.

(2) Coadmissible modules are the same as compatible systems of �nitely generated Aqn-modules.

(3) The category of coadmissible modules is an abelian subcategory.

(4) Any �nitely presented A-module is coadmissible.

Remark 12.4. Any coadmissible module M carries a canonical topology by de�nition:

∙ Mn carries a unique Banach topology as Aqn ⊗A M ;

∙ M , as lim←←←←←←←←←←←←←←← nMn, carries a unique Fréchet topology.

Under this topology, any map between coadmissible modules is continuous and strict.

Proof that Dan(G) is Fréchet-Stein. One can pass to a small compact open subgroup that is “uni-

form pro-p,” so that in particular it is isomorphic to ℤd
p . Now one uses the theory of Mahler

expansions, with an additional consideration of multiplcation structure, which we need to use

Lazard’s results. �

Now we can �nally de�ne admissibility for locally analytic representations.

De�nition 12.4. A locally analytic representation V is admissible if V ′
b is isomorphic to a coad-

missible module with its canonical topology. Thus, there is an anti-equivalence of categories

⎧⎪⎪
⎨⎪⎪⎩

Admissible locally

analytic

representations

⎫⎪⎪
⎬⎪⎪⎭

∼←←←←←←←←→
{

Coadmissible modules

over Dan(G)

}
,

V ↦ V ′
b .

Corollary 12.1. (1) The category of admissible locally analytic representations is abelian.

(2) Any map of admissible G-representations is strict and has closed image.

(3) Closed submodules and Hausdor� quotients of an admissible module are admissible.

(4) There is a usual notion of kernel and cokernel.
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Example 12.2. If V is an admissible smooth representaiton, then it is an admissible locally ana-

lytic representation.

De�nition 12.5. Let V bs an admissible Banach space representation of G. Then the space of

locally analytic vectors Van is de�ned by
Van = {v ∈ V ∣ ov ∈ an(G, V )} ↪ an(G, V ),

with the subspace topology.

Theorem 12.3 (Schneider-Teitelbaum). Let V be an admissible Banach space representation.

(1) Van is compact type, and dense in V .
(2) Van is an admissible locally analytic representation, and (Van)′ = Dan(G) ⊗Dc (G) V ′

.

(3) V ↦ Van is an exact functor.

13. Orlik-Strauch representations.
Let G = GLn(ℚp), P = MN be a parabolic subgroup, g = Lie G, p = Lie P , m = LieM , n = Lie n.

Denote U (g)E = U (g) ⊗ℚp E.

For an application of locally analytic representation theory, Orlik-Strauch developed a theory

of “Category ”, “blocks”, “Verma modules”, ⋯, that is useful to study locally analytic principal

series representations.

De�nition 13.1. A �nite dimensional irreducible representation of m over E is algebraic if it

integrates to an irreducible algebraic representation of M .

Example 13.1. If P = B is the standard upper triangular Borel, then a character

t = ℚd
p → E,

x ↦ ∑
i
�ixi ,

is algebraic if and only if �i ∈ ℤ for all i, so that it integrates into

T → E×,

diag(t1, ⋯ , tn) ↦ ∏
i
t�ii .

De�nition 13.2. The category alg
p is de�ned as follows.

∙ Finitely generated U (g)E-modules L, such that L|m is a (direct) sum of irreducible algebraic

representations of m, and for all x ∈ L, U (n)Ex is �nite-dimensional, are the objects of alg
p .

∙ Morphisms are just U (g)E-linear maps.

Example 13.2. (1) If p = g, then alg
g is the category of �nite dimensional algebraic g-

representaitons.

(2) If W is an irreducible algebraic m-representations, consider it as U (p)E-module via the

quotient U (p)E � U (m)E . Then, the generalized Verma module

M(W) ∶= U (g)E ⊗U (p)E W,

is in alg
p . This is an analogue of parabolic induction. This can be checked using

M(W) ≅ U (n)E ⊗E W,
which is a consequence of Poincaré-Birkho�-Witt theorem.
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Proposition 13.1. The category alg
p satis�es the following properties.

∙ It is an abelian category.

∙ It is closed under sub, quotient, and direct sum.

∙ Every object has �nite length.

∙ If P ⊂ Q are two parabolic subgroups, then alg
q ⊂ alg

p .

Similar to the construction of generalized Verma module, Orlik-Strauch de�nes the following

construction.

De�nition 13.3 (Orlik-Strauch representations). Let L ∈ alg
p , and �M be an admissible smooth

M-representation. From the properties demanded for objects of alg
p , one can take a U (p)E-generated

subspace W ⊂ L, which is a �nite-dimensional p-subrepresentation, that generates L as U (g)E-
module. Then, de�ne the U (g)E-submodule ) ⊂ U (g)E ⊗U (p)E W as the kernel of the surjective map

U (g)E ⊗U (p)E W � L.

Note that as the m-action on W integrates into an algebraic M-action, the p-action integrates into

an algebraic P-action too, as on unipotent part exponential is algebraic. Consider an(G,W ′ ⊗ �M ),
which has an action by g×G where g acts by the di�erentiation of left translation and G acts by the

right translation. Consider the pairing

(U (g)E ⊗E W) × IndGP (W ′ ⊗ �M )an → an(G, �M ),

((X ⊗ w), f ) (g) ∶= ⟨(Xf )(g), w⟩,
which makes sense asW ′ ⊗ �M is locally analytic as a P-representation. As f is left P-equivariant,
this pairing factors through

(U (g)E ⊗U (p)E W) × IndGP (W ′ ⊗ �M )an → an(G, �M ).

Then, the Orlik-Strauch representation FGP (L, �M ) is the annihilator of ) in Ind
G
P (W ′⊗�M ), which

is a closed G-subrepresentation.

Example 13.3. For L = U (g)E ⊗U (p)E W a generalized Verma module, as ) = 0,

FGP (U (g)E ⊗U (p)E W, �M ) = IndGP (W ′ ⊗ �M )an.

Theorem 13.1 (Orlik-Strauch). (1) FGP is independent of choice ofW .

(2) FGP (L, �M ) is admissible, functorial and exact in both arguments.

(3) If Q ⊃ P and L ∈ alg
q , then

FGP (L, �M ) ≅ FGQ(L, (Ind
MQ
P∩MQ

�M )sm),

where in the RHS we use smooth induction.

(4) If L and �M are irreducible and P is maximal for L (i.e. L is not an object of alg
q for all Q

containing P ), then FGP (L, �M ) is topologically irreducible.

Corollary 13.1. If �M is of �nite length, then FGP (L, �M ) is topologically of �nite length.

Example 13.4. Let n = 2. Let � = (�1, �2) ∈ ℤ2
+ ⊂ t′, where ℤ2

+ means �1 ≥ �2. The Verma module

M(�) = U (g)E ⊗U (b)E � has a �ltration

0 → L(�′) → M(�) → L(�) → 0,
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where L is the unique irreducible quotient of the corresponding Verma module (the usual highest

weight representation), and �′ = (1 2) ⋅ � = (�2 − 1, �1 + 1). Note that L(�) is �nite-dimensional as

� is dominant, while L(�′) is not, so in particular L(�′) ∉ alg
g . In fact, L(�′) = M(�′).

We apply the Orlik-Strauch construction, for � = �1 ⊗ �2 ∶ T → E× a smooth character, and

we have an exact sequence

0 → FGB (L(�), � ) → FGB (M(�), � ) → FGB (L(�′), � ) → 0.
Let �� ∶ T → E× be the algebraic character satisfying d�� = �. Then, the last two terms are

locally analytic parabolic inductions,

0 → FGB (L(�), � ) → IndGB (�−1� ⊗ �)an → IndGB (�−1�′ ⊗ �)an → 0.
The last term is irreducible, as B is maximal for L(�′) = M(�′). Also, by one of the properties of

Orlik-Strauch construction,

FGB (L(�), � ) = FGG(L(�), (Ind
G
B �)sm) = L(�)′ ⊗ Ind

G
B (� )sm.

This is locally algebraic, and (IndGB �)sm is irreducible if and only if �1�−12 ≠ 1 or | − |2 (Bernstein-

Zelevinsky). Thus, this gives a fairly explicit �ltration of principal series locally analytic repre-

sentations.
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Eugen Hellmann, p-adic Hodge theory and deformations of Galois representations

1. Fontaine’s period ring formalism.
We want to study continuous representations of GK = Gal(K s/K) for a p-adic local �eld K

(mainly a �nite extension of ℚp , but also can be a local function �eld) on a �nitely generated

Fp-vector space/ℤp-module/ℚp-vector space.

A general strategy of Fontaine is to construct an interesting ring with interesting structures

and Galois action and we can study the representation by base-changing to the ring. More pre-

cisely, let’s say G is a group, L is a �eld, and we want to study representations of G on a �nite-

dimensional L-vector space. Then what we generally want to do is to �nd an L-algebra B, which

is a domain, with a L-linear G-action. Then, we can endow the diagonal G-action on V ⊗L B, and

de�ne DB(V ) = (V ⊗L B)G , which is a BG-module. From this, we have a G-equivariant map

DB(V ) ⊗BG B → V ⊗L B.

We want good situations where this map is isomorphism. Then, we can hope to use structures of

B (and DB(V )) to study V .

De�nition 1.1. The L-algebra B is called G-regular if
∙ BG = (Frac B)G ,
∙ if 0 ≠ b ∈ B and L ⋅ b is a G-stable line, then b ∈ B×.

Obviously, if B is G-regular, then E = BG is a �eld.

Proposition 1.1. If B is G-regular, dimE DB(V ) ≤ dimL V , and the map DB(V ) ⊗BG B → V ⊗L B is

injective.

De�nition 1.2. For aG-regular ring B, if dimE DB(V ) = dimL V (or equivalently the mapDB(V )⊗BG
B → V ⊗L B is an isomorphism), then we say V is B-admissible.

Remark 1.1. (1) Let � denote the G-representation on V , and let n = dimL V . Then, upon

choosing a basis of V , we can see � as a cocycle � ∈ H 1(G, GLn(L)), where GLn(L) has a

trivial G-action. Then, saying (�, V ) is B-admissible is equivalent to saying that

� ∈ ker(H 1(G, GLn(L)) → H 1(G, GLn(B))).

(2) If G is a topological group and B is a topological L-algebra with continuous G-action, the

above remark holds for continuous representations (�, V ) and continuous H 1
.

(3) In practice, B comes with additional structures (e.g. endomorphism, �ltration, ⋯) com-

muting with G-action. Given V , these induce additional structures on DB(V ). Our general

hope is that, by putting enough additional structures, we can recover B-admissible V from

DB(V ).

2. '-modules.
We study one of the easiest examples of the above situation. Let F be a local �eld of character-

istic p, of form Fq((t)), G = GF and L = Fp .
In this case, let B = F s . There is obviously an action of GF , and as it is a �eld, it is obviously

GF -regular, and BGF = F .

Lemma 2.1. Every continuous GF -representation on a �nite-dimensional Fp-vector space is F s-
admissible.
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Proof. This is immediate from Hilbert 90 (so thatH 1(GF , GLn(F s)) = 0) and the cohomological way

of seeing B-admissibility. �

Now a nice thing is that we have a Frobenius endomorphism ' ∶ F s → F s , x ↦ xp , which

commutes with GF -action. Thus, given V , we get an induced map � ∶ D(V ) 1 ⊗ '←←←←←←←←←←←←←←←←←←←←←←←←←→ D(V ) where

D(V ) = (V ⊗Fp F s)GF .

De�nition 2.1. A '-module over a ring A with an endomorphism ' ∶ A → A is a �nitely

generated A-module D, together with a '-semilinear map � ∶ D → D, such that the A-linear map

'∗D = D ⊗A,' A
d ⊗ 1 ↦ '(d)←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←→D is an isomorphism.

Thus, D(V ) is a '-module over F , because ' is injective so that � on D(V ) is injective and thus

the linearization of � is injective too.

Corollary 2.1. The functor

D ∶
⎧⎪⎪
⎨⎪⎪⎩

continuous representations of

GF on �nite-dimensional

Fp-vector spaces

⎫⎪⎪
⎬⎪⎪⎭
→ {'-modules over F} ,

is fully faithful.

Theorem 2.1 (Fontaine). The above functor D is an equivalence of categories, with quasi-inverse

D ↦ V(D) ∶= (D ⊗F F s)'=id,
where ' ∶ D ⊗F F s → D ⊗F F s is ' diagonally.

Proof. It is fully faithful, as this gives a quasi-inverse to the essential image: given a representation

V ,

D(V ) ⊗F F s ∼←←←←←←←←→V ⊗Fp F s ,
is not only Galois equivariant but '-equivariant, where ' on the RHS is just ' on the second

factor, and (F s)'=id = Fp .
For essential surjectivity, it reduces to show that we don’t lose dimension via V. Namely, given

a '-module F , we have to show dimFp V(D) = dimF D. One uses F s is separably closed and counts

roots. �

Remark 2.1. It might be hard to construct Galois representations as the structure of Galois group

is mysterious. Thus, this theory can be thought as an easy explicit way of producing Galois

representations of GF .

Now we want to “lift” the situation to torsion coe�cients and ℚp-coe�cients. To do this, we

“lift” F s to characteristic 0.

De�nition 2.2. Let ( , ') be a Cohen ring for F , i.e.  is a complete dvr with uniformizer p with
residue �eld F , and ' is a lift of Frobenius on F .

Example 2.1. (1) If F is perfect, then (W (F ), ') is the unique possible Cohen ring, where '
is the unique lift of Frobenius.

(2) In our case of F = Fq((t)), we can take  = W(Fq)((t))∧, where ∧ means we take p-

adic completion. One can take ' to be the lift of Frobenius on W(Fq) (which we don’t

have any choice) and t ↦ tp (which we have freedom to choose; we might as well take

t ↦ (1 + t)p − 1, which turns out to be more useful).

53



De�nition 2.3. We de�ne as follows.

∙  =  [1/p].
∙ un is the maximal unrami�ed extension of  .
∙ un is the ring of integers of un.
∙ ̂un is the p-adic completion of un .

∙ ̂un = ̂un[1/p].
The extension un/ is Galois with Galois group GF , and we have ' and GF -actions on all the above

rings.

As we have seen before, it might be useful to calculate GF and '-invariants of the above rings.

Lemma 2.2. (1) 
∼←←←←←←←←→ (̂un)GF .

(2) ℤp = (̂un)'=id.
(3) H 1(GF , GLn(̂un)) = 1.

This allows us to lift to characteristic zero.

Proof. We use successive approximation, by noticing that we can �lter ̂un (GLn(̂un), resp.)

such that graded pieces are F s (either GLn(F s) or Mn(F s), resp.). Note that for GLn we use obvious

congruence subgroups. And we know analogous calculations for graded pieces. �

Corollary 2.2. (1) LetΛ be a �nitely generatedℤp-module with continuousℤp-linearGF -action.

Then,

D(Λ) ∶= (Λ ⊗ℤp ̂un)GF ,
is a '-module over  , and

D(Λ) ⊗ ̂un → Λ ⊗ℤp ̂un ,
is a (GF , ')-equivariant isomorphism.

(2) This functor gives an equivalence of categories

⎧⎪⎪
⎨⎪⎪⎩

continuous GF -representations

on �nitely generated

ℤp-modules

⎫⎪⎪
⎬⎪⎪⎭
→ {'-modules over } ,

with quasi-inverse

V(D) ∶= (D ⊗ ̂un)'=id.
(3) Now let V be a �nite-dimensional GF -representation over ℚp . Then,

D(V ) ∶= (V ⊗ℚp ̂un)GF ,
is a fully faithful functor

⎧⎪⎪
⎨⎪⎪⎩

continuous GF -representations

on �nite dimensional

ℚp-vector spaces

⎫⎪⎪
⎬⎪⎪⎭
→ {'-modules over } ,

with essential image being the subcategory of étale '-modules. Here, (D, '), a '-module

over  , is an étale '-module, if there is a '-module (D′, '′) on such that (D, ') ≅ (D′, '′)⊗

 .

Proof. Everything is almost a formal consequence of characteristic p coe�cient theory. �
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Remark 2.2. That we need to introduce the notion of étale '-modules is very much expected.

Indeed, if ' acts on a '-module over  with an eigenvalue, say, p, then obviously it does not come

from '-module over  . In some sense being étale '-module is to assert that there is an “integral

model.” On the other hand, for any rational Galois representation, there is a Galois stable lattice

by usual compactness argument.

3. (', Γ)-modules.
Characteristic p theory is very satisfying. But what about mixed characteristic local �elds? Let

K/ℚp be a �nite extension, then how do we describe continuous GK -reprsentations on �nitely

generated Fp-vector spaces/ℤp-modules/ℚp-representaitons?

The idea is to �nd a (deeply rami�ed, in�nite) Galois extension K∞/K such that

∙ one can transfer the situation to equicharacteristic local �elds, i.e. there is an equicharac-

teristic local �eld F such that GK∞ ≅ GF ,

∙ the transferred continuous action of GK∞ on ̂un extends to a continuous GK -action on

̂un commuting with ',

∙ and hopefully Γ = Gal(K∞/K) is as simple as possible.

If this is the case, then we get a continuous Γ-action on (̂un)GK∞ =  commuting with '.

De�nition 3.1. If the above situation holds, a (', Γ)-module over  ( , resp.) is a '-module over

 ( , resp.) with a semilinear Γ-action commuting with '.
A (', Γ)-module over  is étale if the underlying '-module is étale.

Remark 3.1. The de�nition of étale (', Γ)-module is sensible, as Γ is compact.

Theorem 3.1. (1) There is an equivalence of categories

⎧⎪⎪
⎨⎪⎪⎩

continuous

GK -representations on �nitely

generated ℤp-modules

⎫⎪⎪
⎬⎪⎪⎭
→

{
(', Γ)-modules over



}
,

Λ ↦ (Λ ⊗ℤp ̂un)GK∞ ,

with quasi-inverse

D ↦ (D ⊗ ̂un)'=id,

where GK acts on the target diagonally (GK acts via its quotient Γ on D).
(2) There is an equivalence of categories

⎧⎪⎪
⎨⎪⎪⎩

continuous

GK -representations on �nite

dimensional ℚp-modules

⎫⎪⎪
⎬⎪⎪⎭
→

{
étale (', Γ)-modules

over 

}
,

V ↦ (V ⊗ℚp ̂un)GK∞ ,

with quasi-inverse

D ↦ (D ⊗ ̂un)'=id.

Proof. Everything is a very formal consequence. �
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4. Tilting equivalence.
Characteristic 0 situation can be salvaged as a formal consequence of having K∞, but is there

such K∞? Classically, Fontaine and Wintenberger used “norm �elds” to �nd K∞. Nowadays we

have a more conceptual perspective due to Scholze using tilting equivalence of perfectoid �elds.

De�nition 4.1. A perfectoid field K is a complete nonarchimedean �eld of residue charateristic

p, complete with respect to a valuation vk (resp. norm | − |) such that

∙ vk is non-discrete, i.e. the maximal ideal m ⊂ K satis�es m2 = m,

∙ Frob ∶ K /p → K /p, x ↦ xp , is surjective.

Example 4.1. The following are examples of perfectoid �elds.

(1) Fq((X 1/p∞)) ∶= (∪n≥0Fq((X 1/pn )))
∧
, the X -adic completion.

(2) Fq((X ))
∧
.

(3) ℚ∧
p , the p-adic completion.

(4) Given a �nite extension F/ℚp , F (� 1/p
∞)∧, for a uniformizer � ∈ F .

(5) Given a �nite extension F/ℚp , and a compatible system ("n) of p-power primitive roots of

1, F ("n, n ≥ 1)∧.

Remark 4.1. If K is a complete nonarchimedean �eld of characteristic p with non-discrete val-

uation, then K is perfectoid if and only if K is perfect.

De�nition 4.2. Let K be a perfectoid �eld. Fix a pseudo-uniformizer $ ∈ K , namely |p| ≤ |$| < 1.
De�ne

K♭ ∶= lim←←←←←←←←←←←←←←←
Frob

K /$.

Choose a compatible system of p-power roots of $, $♭ = (0, $♭
1 , ⋯) ∈ K♭ , such that $♭

1 ≠ 0. Then,
we de�ne the tilt of K to be

K ♭ = K♭[1/$♭].

Lemma 4.1. Fix a valuation vK on a perfectoid �eld K .
(1) K♭ has a valuation de�ned by

(x0, x1, ⋯) ↦ lim
n→∞

vK (x̃p
n

n ),

where x̃n ∈ K is a lift of xn. Namely, the limit always exists, and does not depend on a choice

of lifts.

(2) K♭ is complete with respect to this valuation, and K♭ does not depend on choices of $. The
topology de�ned by this valuation is independent of choice of vK .

(3) K ♭
is a perfectoid �eld of characteristic p, and does not depend on choice of $♭

.

Remark 4.2. If K is a perfectoid �eld of characteristic p, then K ♭ ≅ K . More generally, if K is

characteristic 0,

K♭ = lim←←←←←←←←←←←←←←←
Frob

K /$ ∼←←←←←←←←← lim←←←←←←←←←←←←←←←
x↦xp

K ,

because the rightmost object is a priori just a multiplicative monoid but x ↦ xp commutes

with addition in characteristic p. In general, if (x (n)), (y (n)) is in lim←←←←←←←←←←←←←←← x↦xp
K , then we can give the

additive structure by

(x (n)) + (y (n)) = ( limm→∞ (x (n+m) + y (n+m))
pm

) .
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Theorem 4.1 (Scholze). Let K be a perefctoid �eld.

(1) If L/K is a �nite extension, then L is perfectoid.
(2) (Tilting equivalence) There is a degree-preserving equivalence of categories

{�nite extensions of K} →
{
�nite extension of K ♭} ,

L ↦ L♭.
In particular, we have a canonical isomorphism GK

∼←←←←←←←←→GK♭ .

Remark 4.3. (1) One can give an explicit quasi-inverse. Namely, given K there is a canoni-
cal ring homomotphism

�K ∶ W(K♭)� K ,

which is de�ned on Teichmuller representatives as

[(x0, x1, ⋯)] ↦ lim
n→∞

x̃pnn ,

where x̃n ∈ K is a lift of xn. Then, given a �nite extension E/k♭ with the ring of integers

E ,

L = W(E) ⊗W(K♭ ),�K K,
is an untilt of E.

(2) In fact, we have a more general tilting equivalence,

{perfectoid K -algebras} ∼←←←←←←←←→
{

perfectoid K ♭
-algebras

}
,

R ↦ R♭,
where a perfectoid K -algebra is a Banach K -algebra R such that

∙ R◦ ⊂ R is open and bounded, where R◦ is the set of power-bounded elements,

∙ and Frob ∶ R◦/$ → R◦/$ is surjective.

More generally, there is the almost purity theorem: given a perfectoid K -algebra R,

tilting induces an equivalence

{�nite étale R-algebras} ↔
{

�nite étale R♭-algebras

}
.

(3) Without �xing a base �eld K , tilting is not an equivalence: there are many di�erent �elds

giving the same tilt. For example, we can take K1 = ℚp("n, n ≥ 1)∧, where "n is the compat-

ible system of p-power roots of 1, and K2 = ℚp(p1/p
∞)∧. Then, (K1)♭ ≅ (K2)♭ ≅ (K3)♭ = K3,

where K3 = Fp((X 1/p∞)). For example, Fp((X ))
X ↦ $♭←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←→K ♭

2 , for $♭ = (p, p1/p , ⋯), induces an

isomorphism K3 ∼←←←←←←←←→K ♭
2 .

Idea of proof of tilting equivalence. We �x K,K , $, K ♭,K♭ , $♭
. Then, we have an isomorphism

K /$ ≅ K♭/$♭
.

We prove that L ↦ L♭ is an equivalence as follows. We eventually prove that L ↦ L♭ is an

equivalence. Given L, we show that L/$n
is the unique �at lift of L/$ over K /$n

. This is

shown by the naturality of cotangent complexes and perfectoidness assumption, the cotangent

complexes have to vanish. Thus from the isomorphism K /$ ≅ K♭/$♭
, the equivalence follows.

�
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5. Back to (', Γ)-modules.
Now using the tilitng equivlance, there is a hope to �nd “K∞”. Let K/ℚp be a �nite extension,

and F/Fp((X )) be also a �nite extension. Let C1 = ℂp = K̂ , and C2 = F̂ s . Then, the GK -action on

K extends to a continuous action of GK on C1, and the GF -action on F extends to a continuous

action of GF on C2.

Lemma 5.1. (1) (Krasner’s lemma) C1 and C2 are algebraically closed. In particular, C2 = F̂ .
(2) C1 and C2 are perfectoid, and C2 ≅ C♭

1 . On the other hand, the isomorphism depends on the

choice of $♭ ∈ C♭
1 , which is highly non-unique.

(3) (Ax-Sen lemma)Let H ⊂ GK (resp. H ⊂ GF ) be a closed subgroup, then CH
1 = (KH )∧ (resp.

CH
2 = (((F s)H )perf)∧; need to deal with inseparable extensions).

Now �x "n ∈ K a compatible sequence of p-power roots of unity. Our sought-after K∞ can now

be taken as follows.

De�nition 5.1. Let K∞ be de�ned as

K∞ = K("n, n ≥ 1).

We see that K∞ satis�es the following properties.

∙ K∞/K is a Galois extension.

∙ The Galois group Γ = Gal(K∞/K) can be realized as an open subgroup of ℤ×
p via the cyclo-

tomic character
� ∶ Γ → ℤ×

p ,
g ⋅ "n = "�(g)n for all n.

For example, if K = ℚp , then Γ = ℤ×
p .

∙ K̂∞ is a perfectoid �eld.

∙ Completion does not harm Galois group, namely we have an equivalence of categories

{�nite separable extensions of K∞} ∼←←←←←←←←→
{

�nite separable extensions of K̂∞
}
,

L ↦ L̂.
Thus, via the tilting equivalence, we have an equivalence of categories

{�nite separable extensions of K∞} ∼←←←←←←←←→
{

�nite separable extensions of K̂∞
♭}

,

L ↦ L̂♭.
∙ Let Fq be the residue �eld of K∞.

– If K/ℚp is unrami�ed, then there is a natural map

Fq((X )) → K ♭
∞,

X ↦ ("0, "1, ⋯) − 1.
This induces the isomorphism Fq((X 1/p∞)) ∼←←←←←←←←→ K̂ ♭

∞; you can check this by hand.

– Indeed, it is enough to show that⋃n≥0 Fq[[X 1/pn]] ⊂ K̂♭
∞

is dense. AsK̂♭
∞
= lim←←←←←←←←←←←←←←← ' K∞/p,

you need to show that �n ∈ prm(⋃j Fq[[X 1/pj ]]), where prm ∶ lim←←←←←←←←←←←←←←← ' K∞/p → K∞/p =
⋃n≥0W(Fq)[�n]/p is them-th projection map and �n is the class of �n. But, prm(X pm−n ) =
�n for all n.
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– More generally, if K/ℚp is a general �nite extension, then using the above result for

L, the maximal unrami�ed subextension of K/ℚp , we get the similar result.

Thus, by the same reason as above an equivalence of categories

{
�nite separable extensions of Fq((X ))perf

} ∼←←←←←←←←→
{

�nite separable extensions of K̂∞
♭}

,

L ↦ L̂.
∙ Finally, as the étale topology does not see inseparable extensions, we have an equivalence

of categories

{
�nite separable extensions of Fq((X ))

} ∼←←←←←←←←→
{

�nite separable extensions of Fq((X ))perf
}
,

L ↦ Lperf .
This gives the half of the desired properties for K∞:

Proposition 5.1. For F = Fq((X )), GK∞ ≅ GF .

What about the other half?

∙ We note that GK acts on ℂp , ℂ♭
p ⊃ K̂ ♭

∞ ⊃ F , ℂ♭
p ⊃ F s .

∙ Thus, GK acts on W(ℂ♭
p) and W(ℂ♭p ).

∙ TheGK action onℂ♭
p preserves F s , and the restriction ofGK -action to F s induces the canon-

ical GF ≅ GK∞ ⊂ GK on F s .
∙ Let  be our Cohen ring,  = W(Fq)((X ))∧. Indeed, this embeds into W(ℂ♭

p), with Γ and

'-stable image.

– If K/ℚp is unrami�ed, the map can be given via

X ↦ [("0, "1, ⋯)] − 1.

The reason why we take Teichmuller lift is because we cannot take any lift, as we

want X to be topologically nilpotent on the LHS.

– The reason why the image is Γ and '-stable is because you explicitly know how Γ
and Frobenius act on this thing, namely 
 .X = (1 + X)�(
 ) − 1 ∈ W(k)((X ))∧ and

'(X) = (1 + X)p − 1 ∈ W(k)((X ))∧.
– For K/ℚp a general �nite extension, one uses the maximal unrami�ed subextension

and draw the same conclusion (but with less explicit map).

∙ ̂un , the p-adic completion of the maximal unrami�ed extension of  inW(ℂ♭
p), is stable

under GK and Frobenius, and the restriction of GK -action on ̂un to GF ≅ GK∞ ⊂ GK is the

canonical action.

Thus we have the desired other half. Namely, we can use this speci�c K∞ for the abstract theory

of (', Γ)-modules.

Theorem 5.1. There are bijections
⎧⎪⎪⎪⎪⎪
⎨⎪⎪⎪⎪⎪⎩

continuous

representations of

GK on �nitely

generated

ℤp-modules

⎫⎪⎪⎪⎪⎪
⎬⎪⎪⎪⎪⎪⎭

∼←←←←←←←←→
{
(', Γ)-modules

over 

}
∼←←←←←←←←→

{
(', GK )-

modules over

̂un

}

=

⎧⎪⎪⎪⎪⎪
⎨⎪⎪⎪⎪⎪⎩

'-module over ̂un

with continuous

semilinear

GK -action

commuting with '

⎫⎪⎪⎪⎪⎪
⎬⎪⎪⎪⎪⎪⎭

.
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6. '-modules and the Fargues-Fontaine curve.
Let F be a perfectoid �eld of characteristic p.

De�nition 6.1. Let Ainf = Ainf(F ) ∶= W(F ), equipped with Frobenius.

Choose a pseudouniformizer $ ∈ F .

De�nition 6.2. Let
YF = Spa(Ainf , Ainf)⧵V (p[$]),

an adic space, independent of choice of $, equipped with an action ' such that 'ℤ
acts totally dis-

continuously and freely.

We will try to justify this construction for a while.

∙ As a set, Spa(Ainf , Ainf) is the set of continuous multiplicative valuations v ∶ Ainf →
Γv ∪{0} such that v(f ) ≤ 1 for all f ∈ Ainf , where Γv is a totally ordered abelian group with

0 < 
 for all 
 ∈ Γv . Here, continuity means, for all 
 ∈ Γv , {f ∈ Ainf ∣ v(f ) ≤ 
} ⊂ Ainf is

open (for the (p, [$])-adic topology on Ainf).
∙ The set V (p[$]) is {v ∈ Spa(Ainf , Ainf) ∣ v factors through Ainf/p[$]}.

∙ We want to make YF into a locally ringed space as follows. Let

Bb = Ainf[
1

p[$]
] =

{
∑

n≫−∞
[xn]pn ∈ W(F)[1/p] ∣ xn is bounded

}
.

This should be thought of as (bounded) functions on YF . For 0 ≤ � ≤ 1, de�ne a norm | − |�
on Bb as

||||
∑

n≫−∞
[xn]pn

||||�
∶= max

n
|xn|�n ∈ ℝ≥0.

For a �nite union of closed intervals I ⊂ [0, 1], de�ne BI = BF ,I to be the completion of Bb
with rrespect to the family of norms {| − |�}�∈I .

Theorem 6.1 (Fargues-Fontaine). If 1 ∉ I , and if the endpoints of I are in |F ×|, then BI is a
PID.

De�nition 6.3. We de�ne

YF ,I = Spa(BI , B◦I ) = {v ∈ YF that extends to a continuous valuation on BI}.

Then, YF ,I1 ∩YF ,I2 = YF ,I1∩I2 and YF = ⋃I ⊂(0,1) YF ,I . The topology on YF can be de�ned as the

topology generated by regarding YF ,I as open subsets of YF . Furthermore, one can equip

YF with a structure sheaf YF such that Γ(YF ,I ,YF ) = BI , which makes YF into a locally

ringed space.

∙ For f ∈ Bb, |'(f )|�p = |f |p� , so ' extends to B[a,b] ∼←←←←←←←←→ B[ap ,bp], so ' ∶ YF ,[ap ,bp] ∼←←←←←←←←→ YF ,[a,b], and

' ∶ YF ∼←←←←←←←←→YF , giving a totally disconnected and free action of ℤ.

Now we have a locally ringed space with totally disconnected free action by ℤ, the following

makes sense.

De�nition 6.4. The (adic) Fargues-Fontaine curve is the locally ringed space XF = YF /'ℤ
.

Remark 6.1. If F = F , then there is a bijection

{“classical points” of YF} = {(p − [a]) ⊂ Ainf , a ∈ F , 0 < |a| < 1} ,
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where a classical point means a point v ∈ Spa(BI , B◦I ) for some nice I which factors through a

maximal ideal of BI (this comes from the PID-ness of BI ’s). Then, there is a bijection

{(p − [a]) ⊂ Ainf , a ∈ F , 0 < |a| < 1} ∼←←←←←←←←→

{
perfectoid �elds E
of characteristic 0,

E♭ ≅ F

}

,

(p − [a]) ↦ W(F )/(p − [a]).
In a certain senes, YF is a “punctured open unit disc,” with the coordinate function being p.

Let B = Γ(YF ,YF ) = lim←←←←←←←←←←←←←←← I BI .

Theorem 6.2 (Fargues-Fontaine). We have Γ(XF ,XF ) = B'=id = ℚp .

Now we want to make sense of the notion of “vector bundles over XF ”. Note that, at least

formally, a vector bundle over XF must be a vector bundle V on YF with '∗V ∼←←←←←←←←→V .

Theorem 6.3. The embedding

{
'-module over B,

�nite projective over

B

}

↪
{
vector bundle V on

YF with '∗V ∼←←←←←←←←→V

}
,

is a bijection. That is, a vector bundle V on YF is �nite projective over B.
Remark 6.2. This is not an equivalence of categories, in particular this is not full (the Hom space

on the vector bundle side is huge).

An advantage of this approach is that we can use geometric intuition.

Proposition 6.1. Any closed line bundle L on XF is associated to a divisor D = ∑i<∞ nixi , ni ∈ ℤ,
and xi ∈ XF classical points. For a classical point x , (−x) is the ideal sheaf of functions vanishing
at x .
De�nition 6.5. If L ≅ (∑nixi) is a line bundle, let degL = ∑ni . If V is a vector bundle on XF ,
de�ne deg V = deg(Λrk VV ), and �(V ) = deg(V )

rk(V ) , the slope of V .

De�nition 6.6. A vector bundle V is called semistable of slope � if �(V ) = �, and for any

subbundle V ′ ⊂ V , �(V ′) ≤ �(V ).
Theorem 6.4 (Fargues-Fontaine). (1) Every vector bundle on XF decomposes as a direct sum of

semistable vector bundles.

(2) For every � ∈ ℚ, there is a unique indecomposable semistable vector bundle V� of slope �.
We review the construction of V� .

De�nition 6.7. Let � = r
s where r , s ∈ ℤ, s ≥ 1, (r , s) = 1. Let

D� = (W (Fp)[1/p])s .
This can be made into a '-module overW(Fp)[1/p] by giving

' =

⎛
⎜
⎜
⎜
⎜
⎜
⎝

0 ⋯ ⋯ 0 pr
1 0 ⋯ 0 0
0 1 0 ⋯ ⋯
⋯ ⋯ ⋯ ⋯ ⋯
⋯ ⋯ ⋯ 1 0

⎞
⎟
⎟
⎟
⎟
⎟
⎠

,
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with respect to the canonical basis. Let� be the pullback (as a '-module) of D� into Ainf[ 1
p[$]] along

Ainf

����

W(Fp)oo

����

F Fpoo

This de�nes a vector bundle � on YF with '∗�
∼←←←←←←←←→� , and this descends to a vector bundle V� on

XF .

De�nition 6.8 (Rational subdomains). If f1, ⋯ , fn, g ∈ BI , (f1, ⋯ , fn, g) = (1), we deinfe

U (
f1, ⋯ , fn

g ) ∶= {x ∈ YF ,I ∣ |fi(x)| ≤ |g(x)|},

where x = v ∈ YF ,I is a valuation, |f (x)| = v(f ).

One could easily check that if I ′ ⊂ I is a subinterval with endpoints in |F ×|, YF ,I ′ ⊂ YF ,I is of this

form.

Example 6.1. For an algebraically closed �eld F , a classical point x ∈ YF is of form (p − [a]) for

a ∈ F with 0 < |a| < 1. Then, E ∶= Ainf/(p − [a]) de�nes a perfectoid �eld E = E[1/p] where

E♭ ≅ F via E/p ≅ F /a. For f ∈ Ainf , let f be the image of f in E/p = F /a. If f ≠ 0, then for a

lift f ′ ∈ F , we have |f (x)| = |f ′|, which should be independent of the lift.

The classi�cation of vector bundles on XF , for F algebraically closed, implies

Corollary 6.1. There is a bijection
⎧⎪⎪
⎨⎪⎪⎩

semistable vector

bundles on XF of
slope 0

⎫⎪⎪
⎬⎪⎪⎭

∼←←←←←←←←→
{
�nite dimensional ℚp-vector spaces

}
,

V ↦ Γ(XF , V ),
V ⊗ℚp XF ←[ V .

Remark 6.3. In general you should not expect Γ(XF , V ) to be �nite-dimensional.

Remark 6.4. For an arbitrary F , the curve XF has an algebraic variant

X alg
F = Proj⨁

d≥0
B'=pd .

This enjoys a strong �niteness property.

Theorem 6.5 (Fargues-Fontaine). (1) X alg
F is a regular 1-dimensional noetherian scheme.

(2) There is a morphism of locally ringed spaces XF → X alg
F which induces a bijection

{classical points of XF} ∼←←←←←←←←→
{
closed points of X alg

F

}
,

which further induces a bijection of completed local rings at classical points.

Theorem 6.6 (GAGA; Kedlaya-Liu). For F algebraically closed, pullback along XF → X alg
F gives

an equivalence {
vector bundles on X alg

F

}
∼←←←←←←←←→{vector bundles on XF} .
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Remark 6.5. For F not algebraically closed, this may not hold.

The reason we might be interested in schematic Fargues-Fontaine curve is because we can give

a vector bundle on it by giving a vector bundle on an open subset, the complement of a point,

and a modi�cation datum at that point. This does not work in the world of adic spaces, because

functions can have essential singularity around a point.

De�nition 6.9. Let ∞ ∈ X alg
F be any closed point. De�ne

Be = Γ(X alg
F ⧵{∞},X alg

F
) = B[1/t]'=id,

for some t ∈ B such that V (t) = pr−1(∞) ⊂ YF .

Thus, we have an equivalence

{
vector bundles on X alg

F

}
∼←←←←←←←←→

⎧⎪⎪⎪⎪
⎨⎪⎪⎪⎪⎩

�nite projective

Be-module M with

̂X alg
F ,∞-lattice

Λ ⊂ M ⊗Be ̂X alg
F ,∞[1/t]

⎫⎪⎪⎪⎪
⎬⎪⎪⎪⎪⎭

,

where t ∈ ̂X alg
F ,∞ is a pseudouniformizer.

7. Equivariant vector bundles.
Let K/ℚp be a �nite extension, and ℂp = K̂ which has an action by GK . Then, GK acts on ℂ♭

p
and on W(ℂ♭p ) = Ainf(ℂ

♭
p), thus on Yℂ♭p and Xℂ♭p .

Corollary 7.1. There is a bijection,
⎧⎪⎪⎪⎪⎪
⎨⎪⎪⎪⎪⎪⎩

continuous

representations of

GK on �nite

dimensional

ℚp-vector spaces

⎫⎪⎪⎪⎪⎪
⎬⎪⎪⎪⎪⎪⎭

∼←←←←←←←←→

⎧⎪⎪⎪
⎨⎪⎪⎪⎩

GK -equivariant

vector bundle on

Xℂ♭p , semistable of

slope 0

⎫⎪⎪⎪
⎬⎪⎪⎪⎭

,

V ↦ V ⊗ℂp Xℂ♭p
,

where GK acts diagonally on the RHS.

Remark 7.1. If V is an equivariant vector bundle, U ⊂ Xℂ♭p open and H ⊂ GK is the stabilizer of

U , then H is asked to act continuously on Γ(U , V ).

Corollary 7.2. Let � ∶ W(ℂ♭p ) → ℂp be the continuous surjective map which de�nes a classical

point x0 ∈ Yℂ♭p . Let ∞ ∈ Xℂ♭p be its image. Then, ∞ is stabilized by GK , and this endows a GK -action

on Be = Γ(X alg
ℂ♭p
⧵{∞},X alg

ℂ♭p
). Then,

⎧⎪⎪
⎨⎪⎪⎩

GK -equivariant

vector bundles on

Xℂ♭p

⎫⎪⎪
⎬⎪⎪⎭

∼←←←←←←←←→

⎧⎪⎪⎪⎪
⎨⎪⎪⎪⎪⎩

(M, Λ) where M is �nite projective

Be-module with semilinear GK -action,

Λ ⊂ M ⊗Be ̂Xℂ♭p
,∞[1/t] is a GK -stable

̂Xℂ♭p
,∞-lattice

⎫⎪⎪⎪⎪
⎬⎪⎪⎪⎪⎭

,

is a bijection.
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De�nition 7.1. We write

B+dR = ̂Xℂ♭p
,∞ = ̂Yℂ♭p ,x0

,

which is the completion ofW(ℂ♭p )[1/p] with respect to ker � .

Example 7.1. Let us denote " = ("n, n ≥ 0) ∈ ℂ♭p , and let t = log(["]), which means

t = ∑
n≥1
(−1)n+1

(["] − 1)n

n
,

which does not converge in Ainf or Bb. However, it converges in all BI with I ⊂ (0, 1), so it

converges in B. In particular, t is a uniformizer in ̂Yℂ♭p ,x0
, '(t) = pt , and for g ∈ GK , gt = �(g)t .

Then, V (t) = pr−1(∞) ⊂ YF .

Consider the following table, which summarizes corresponding objects in di�erent settings.

Equivariant v.b. on Xℂ♭p '-module on B '-module on W(Fp)[1/p] = ℚ̆p

Xℂ♭p
(B, '(1) = 1) D0 = (ℚ̆p , '(1) = 1)

Xℂ♭p
(∞) t−1B (≅ (B, '(1) = p−1)) D−1 = (ℚ̆p , '(1) = p−1)

In particular, as Xℂ♭p
is semistable of slpoe zero, we get a trivialGK -representaiton on ℚp , whereas

as Xℂ♭p
(∞) is semistable of slope 1, Γ(Xℂ♭p ,Xℂ♭p

(∞)) = (t−1B)'=id = B'=p is in�nite-dimensional. In

particular, Hom(D0, D−1) = 0, but Hom(Xℂ♭p
,Xℂ♭p

(∞)) = B'=p is huge.

On the other hand, if we consider the line bundle L on Xℂ♭p which corresponds to a '-module

over B, (t−1B, � = p'), then L is semistable of slope zero and the corresponding Galois represen-

tation is t−1ℚp = (t−1B)�=id, with GK acting via �−1.

8. Galois descent, decompletion and deperfection.
Let F be any perfectoid �eld of characteristic p. Let C = F̂ = F̂ s which has an action of GF .

Then, F → C induces XC → XF , X alg
C → X alg

F . These morphisms are equivariant for GF -action.

Theorem 8.1 ((Pro-)Galois descent). The natural map

{
vector bundles on X alg

F

}
→

⎧⎪⎪
⎨⎪⎪⎩

GF -equivariant

vector bundle on

X alg
C

⎫⎪⎪
⎬⎪⎪⎭
,

is an equivalence of categories.

Now let K/ℚp be a �nite extension, K∞/K be a Galois extension, Γ = Gal(K∞/K) such that K̂∞
is perfectoid.

Corollary 8.1. There is a natural equivalence of categories
⎧⎪⎪
⎨⎪⎪⎩

Γ-equivariant
vector bundles on

X alg
K̂♭
∞

⎫⎪⎪
⎬⎪⎪⎭

∼←←←←←←←←→
⎧⎪⎪
⎨⎪⎪⎩

GK -equivariant

vector bundles on

X alg
ℂ♭p

⎫⎪⎪
⎬⎪⎪⎭
.

Remark 8.1. We have an equivalence

{
vector bundles on

XK̂♭
∞

}
∼←←←←←←←←→

{
'-modules over

B = Γ(YK̂♭
∞
,YK̂♭∞

)

}
.
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By restriction, one sees that this is equivalent to

∼←←←←←←←←→
{

'-modules over

B(0,r]

}
=
⎧⎪⎪
⎨⎪⎪⎩

B(0,r]-module M ,

with '∗M ∼←←←←←←←←→
M ⊗B(0,r] B(0,r

p]

⎫⎪⎪
⎬⎪⎪⎭

∼←←←←←←←←→
⎧⎪⎪
⎨⎪⎪⎩

'-module over

limr→0 B(0,r] =∶
B̃†rig,K

⎫⎪⎪
⎬⎪⎪⎭
.

A similar statement holds for (', Γ)-modules.

Let Δ∗ be the punctured open unit disc over W(Fq)[1/p], where Fq is residue �eld of K∞. Then

Γ(Δ∗,Δ∗) ↪ B; if K/ℚp is unrami�ed, then one can explicitly describe this as X ↦ ["] − 1 where

X is the coordinate function on Δ∗. Again, each �nite level annulus is not stable under ' and Γ,

but the limit of these towards boundary is:

 = lim
�→1−

Γ({� ≤ |x| < 1},Δ∗) ⊂ B̃†rig,K ,

is stable under ', Γ (although ' is not injective). This is usually referred as the Robba ring
(or B†rig,K in Berger’s terminology). This p-adic limit process gives a compacti�cation by adding

characteristic p points (which is why adic space is useful).

Now let K∞ be the cyclotomic extension. Then, much more can be said, which is speci�c to

cyclotomic extension.

Theorem 8.2 (Decompletion and deperfection).

{(', Γ)-modules over } ∼←←←←←←←←→
{
(', Γ)-modules over B̃†rig,K

}
,

is a bijection.

This is really only speci�c to the cyclotomic extension.

9. Crystalline representations and Fontaine’s period rings.
How do we produce GK -equivariant vector bundles on Xℂ♭p , semistable of slope zero? We saw

that a '-module over ℚ̆p produces a vector bundle on Xℂ♭p . Thus, a GK -equivariant '-module over

ℚ̆p will produce a GK -equivariant vector bundle on X . As ℚ̆GK
p = W(k)[1/p] = K0, a '-module

over K0 will produce a GK -equivariant vector bundle on Xℂ♭p . Let’s call this functor

(D, ') ↦ V (D, ').
Of course, there is no guarantee that V (D, �) is semistable of slope zero. We can instead try

to modify the vector bundle at ∞ and hope to get something semistable of slope zero. Cer-

tainly, for a B+dR = ̂Xℂ♭p
,∞-lattice Λ in V (D, ') ⊗ ̂Xℂ♭p

,∞[1/t], we can modify V (D, ') by Λ, and

get a vector bundle V (D, ', Λ). As GK acts on V (D, ') ⊗ ̂Xℂ♭p
,∞[1/t], if Λ is a GK -stable lattice,

then V (D, ', Λ) is a GK -equivariant vector bundle. If V (D, ', Λ) is semistable of slope zero, then

Γ(X , V (D, ', Λ)) is a continuous GK -representation on a �nite dimensional ℚp-vector space, with

dimension rk V (D, ') = dimK0 D.

Crystalline representations are precisely the GK -representations which can arise in this way.

De�nition 9.1. Let Acris be the p-adic completion of the divided power envelope of Ainf = Ainf(ℂ♭p )
with respect to ker(Ainf

�←←←←←→ℂp ). Namely,

Acris = (Ainf [
� n

n!
, n ≥ 1])

∧

,
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where � is a generator of the principal ideal ker � .
Let B+cris = Acris[1/p], and Bcris = B+cris[1/t] = Acris[1/t], where t = log["].

By construction, one can easily check the following

Proposition 9.1. ∙ The GK -action on Ainf extends to Acris, B+cris and Bcris.
∙ The Frobenius ' ∶ Ainf ∼←←←←←←←←→Ainf extends to ' ∶ Acris ↪ Acris and ' ∶ B(+)cris → B(+)cris, commuting

with GK -action.

∙ There is a natural GK -equivariant injective ring homomorphism B+cris ↪ B+dR.

Remark 9.1. The injection B+cris ↪ B+dR is justi�ed by showing that an expansion in B+cris con-

verges in B+dR. This is a subtle issue, as the topology of B+cris is p-adic, whereas the topology of B+dR
is t-adic (or valuation topology). Thus, the injective ring homomorphism is not really compatible

with topology.

De�nition 9.2. The ℤ-graded �ltration Fili Bcris is de�ned by Fili Bcris = Bcris ∩ t iB+dR.

Remark 9.2. Even though t makes sense in B+cris, Fil
i Bcris is not the same as t iB+cris.

Proposition 9.2. The rings Bcris and BdR are GK -regular. Also,

∙ BGKcris = K0,
∙ BGKdR = K ,
∙ (B+cris)'=id = bQp .

De�nition 9.3. A continuous GK -representation V over a �nite dimensional ℚp-vector space is

called de Rham if V is BdR-admissible, and crystalline if V is Bcris-admissible. We de�ne functors

DdR(V ) = (V ⊗ℚp BdR)GK ,
which is a �nite-dimensional K -vector space, and

Dcris(V ) = (V ⊗ℚp Bcris)GK ,
which is a �nite-dimensional K0-vector space.

Remark 9.3. As Bcris ↪ BdR Galois-equivariantly, crystalline representations are automatically

de Rham. In this case,

Dcris(V )⊗K0K = (Dcris(V )⊗K0BdR)GK = (Dcris(V )⊗K0Bcris⊗BcrisBdR)
GK = (V ⊗ℚpBcris⊗BcrisBdR)

GK = DdR(V ).

But Dcris(V ) and DdR(V ) contain more structures. As ' ∶ Bcris → Bcris and t iB+dR ⊂ BdR are

compatible with GK -action, we have

� ∶ Dcris(V ) → Dcris(V ),
which is '-linear bijection, and a ℤ-�ltration of K -vector spaces

Fili DdR(V ) = (V ⊗ℚp t iB+dR)GK ,
which is exhaustive and separated. Based on this, we have the following de�nition.

De�nition 9.4. A filtered '-module for K is a �nite dimensional K0-vector space D with a '-
linear isomorphism � ∶ D → D and an exhaustive separated �ltartion Fili DK ⊂ DK = D ⊗K0 K of

sub-K -vector spaces.

We have seen that Dcris gives a functor

Dcris ∶ {crystalline representations} → {�ltered '-modules} .
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Theorem 9.1 (Fontaine, Colmez-Fontaine, Berger, Kedlaya, Kisin). (1) Dcris is fully faithful.

(2) The essential image of Dcris is given by the weakly admissible objects, and a quasi-inverse

to Dcris is given by

Vcris(D, �, Fil∙) ∶= Fil0((D ⊗K0 Bcris)'=id) = (D ⊗K0 Bcris)'=id ∩ Fil
0(DK ⊗K BdR) ⊂ D ⊗K0 BdR = DK ⊗K BdR.

De�nition 9.5. A �ltered '-module (D, �, Fil∙) is weakly admissible if it is semistable of slope

zero for the slope theory de�ned by

�(D, �, Fil∙) = vp(det �) − ∑
i∈ℤ

i dimK gri DK .

Remark 9.4. Let X/K be a proper smooth algebraic variety. Then, V = H i
ét(XK , ℚp) is a �nite-

dimensional continuous GK -representation which is always de Rham. There is a canonical GK -

equivariant isomorphism

H i
ét(XK , ℚp) ⊗ℚp BdR ∼←←←←←←←←→H i

dR(X /K) ⊗K BdR.

This gives a canonical identi�cation DdR(V ) = H i
dR(X /K). This in fact identi�es the �ltration on

DdR(V ) and the Hodge �ltration on H i
dR(X /K).

If X furthermore has good reduction so that there is a smooth proper model /K , then

H i
ét(XK , ℚp) is crystalline, and there is a canonical GK and '-equivariant isomorphism

H i
ét(XK , ℚp) ⊗ℚp Bcris ≅ H i

cris(k/W (k)) ⊗W(k) ⊗Bcris,

so that Dcris(V ) = H i
cris(k/W (k))[1/p] as '-modules over K0.

We want to relate the classical theory to the geometric theory of Fargues-Fontaine curve al-

luded earlier.

Proposition 9.3. One has identi�cations

(B+cris[1/t])'=id = B
'=id
cris = Be = (B[1/t])'=id,

(B+cris)'=p
d = B'=pd .

In particular,

X alg
ℂ♭p

= Proj⨁
d
B'=pd = Proj⨁

d
(B+cris)'=p

d .

From this, one sees that there is a functor

{'-module over K0} → {'-module over B+cris}
gr∙←←←←←←←←←←←←←←→

{
graded

⨁d (B+cris)'=p
d
-

module

}

→
{

vector bundle on X alg
ℂ♭p

}
,

and this turns out to coincide with (D, �) ↦ V (D, �) we built earlier.

Lemma 9.1. There is a bijection

⎧⎪⎪
⎨⎪⎪⎩

exhaustive

separable �ltrations

of DK

⎫⎪⎪
⎬⎪⎪⎭

∼←←←←←←←←→

⎧⎪⎪⎪
⎨⎪⎪⎪⎩

GK -stable

B+dR-lattice
Λ ⊂ V (D, ') ⊗ BdR =

DK ⊗K BdR

⎫⎪⎪⎪
⎬⎪⎪⎪⎭

,

(Fili DK )i ↦ ∑Fili DK ⊗ t−iB+dR.
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We now compute what V (D, �, Λ) is, for Λ coming from the �ltration of a �ltered '-module

(D, �, Fil∙):

Γ(X alg
ℂ♭p
, V (D, �, Λ)) = Γ(X alg⧵{∞}, V (D, �)) ∩ Λ

= (D ⊗K0 Bcris)'=id ∩ Λ
= Vcris(D, �, Fil∙).

We see that the slope theory of �ltered '-modules coincides with the slope theory of vector

bundles over algebraic Fargues-Fontaine curve, and thus we get the following

Proposition 9.4. The vector bundle V (D, �, Λ) is semistable of slope zero if and only if (D, �, Fil∙)
is weakly admissible.

Remark 9.5. If one �lls out the details of the proof of this, this will actually give the full proof

of Theorem 9.1.
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Stefano Morra, Patching and the p-adic local Langlands correspondence

References:

∙ Darmon-Diamond-Taylor

∙ Barnet-Lamb-Gee-Geraghty on Sato-Tate

∙ Gee-Kisin

∙ Emerton-Gee, Geometric perspective on Breuil-Mezard

∙ Arizona Winter School notes by Toby Gee

∙ Clozel-Harris-Taylor

∙ Thorne, Modularity lifting with small residual image
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1. Objective.
This lecture will be about illustrating why Taylor-Wiles-Kisin patching might be useful. Recall

the so-called “mod p local Langlands correspondence” we have for GL2(ℚp):

{
continuous

� ∶ Gℚp → GL2(Fp)

}
↔

⎧⎪⎪
⎨⎪⎪⎩

smooth admissible

GL2(ℚp)-representation

over Fp

⎫⎪⎪
⎬⎪⎪⎭
,

which is supposed to

∙ be compatible with characteristic zero p-adic local Langlands,

∙ and be compatible with cohomology of modular curves.

Our hope is that this correspondence generalizes to other groups, but so far this has been ex-

tremely mysterious, even for GL2(F ) for F the unrami�ed quadratic extension of ℚp .

The compatibility with modular curves means the following.

Theorem 1.1 (Emerton). Let

lim←←←←←←←←←←←←←←←
t
H 1
ét(Y (Npt)ℚ, Fp) =∶ H̃ 1(N ),

be the completed cohomology, where N ≥ 5, p ≥ 5 and (N , p) = 1. This has an action of Gℚ ×
T(N )×GL2(ℚp), and in particular the action of GL2(ℚp) is smooth. Then, the completed cohomology

realizes the p-adic local Langlands for GL2(ℚp); namely, given a residual Galois representation r ∶
Gℚ ∶ GL2(Fp), which is irreducible and odd (+ some technical assumptions), then

HomT(N )[Gℚ](r , H 1(N )mr ) ≅ �p(r |Gℚp ),

where �p is the mod p local Langlands correspondence.

The objective of the course is to produce the following patching functor.

M∞ ∶ Repctsℤp
(GL2(ℤp)) → Mod(R�� [[x1, ⋯ , xg]]),

which is

(1) exact,
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(2) given an inertial type � ∶ Iℚp → GL2(ℚp),

Supp(M∞(�(� ))) ⊂ R(1,0),�� [[x1, ⋯ , xg]],
which is a union of irreducible components, and furthermoreM∞(�(� )) is Cohen-Macaulay

on each irreducible components, where � is the inertial local Langlands correspondence;

in particular, if R(1,0),�� [1/p] is connected, then we have a modularity lifting theorem,

(3) if V is a Serre weight for GL2(Fp), then

(
M∞(V )
(a, p) )

∨

= Hom(V , H̃ 1(N )mr ),

where a is certain augmentation ideal; this gives Serre weight conjecture and Breuil-

Mezard conjecture.

2. Automorphic forms.
We pick a CM �eld F/F +/ℚ, and for simplicity we assume that F/F + is unrami�ed at all �nite

places. Let G be the unitary group over F+ de�ned as

G(R) = {g ∈ GL2(F ⊗F+ R) ∣ (g
c)T = g−1},

where c means the complex conjugation c ∈ Gal(F /F +). This splits over F , namely

G(F ) = {(g1, g2) ∈ GL2(F × F ) ∣ (gT2 , gT1 ) = (g−11 , g−12 )}
�, ∼←←←←←←←←←←←←←←→GL2(F ),

and there is a commutatitve diagram

G ×F+ F
� //

id ⊗c
��

GL2,F

g↦(g−1)T
��

G ×F+ F �
// GL2,F

At �nite places, the group looks like the following. If v = ṽṽc is a �nite place of F + that splits in

F , then

G(F+v )

%%

G(Fṽ )
�ṽ //

c
��

GL2(Fṽ )

g↦(g−1)T
��

G(Fṽc ) // GL2(Fṽc )

On the other hand, if v is inert, then via conjugation by (
1 b
b −1) for a choice of b ∈ ×

Fv ⧵
×
F+v ,

bbc = 1,

G(F+v ) ∼←←←←←←←←→U2(F+v ) =
{
g ∈ GL2(Fṽ ) ∣ (g

T )Frob(
1

−1 )g = (
1

−1 )

}
.

Finally, it is compact at in�nity, namely G(F +v ) ≅ U2(ℂ/ℝ).
Let E/ℚp be a big enough (yet �nite) p-adic �eld, which will be used as a coe�cient �eld. Let

 be its ring of integers, and F be its residue �eld. From now on, we further assume that for all

v ∣ p in F +, v splits in F as v = ṽṽc . Let S+p be the set of places of F + above p, and let S̃p (S̃cp , resp.)

be the set of places of F of form ṽ (ṽc).
We review the theory of algebraic automorphic forms on G. Given a compact open subgroup

U ⊂ G(A∞
F+) such that U = ∏v �nite

Uv , Uv = G(F+v ) for almost every place v of F +. By the
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general theory (cf. Knapp), G(F +) is a discrete subgroup ofG(A∞
F+), and asG is compact at in�nity,

G(F +)⧵G(A∞
F+) is compact (or G(F +) is “cocompact” in G(A∞

F+)). In particular, the double quotient

G(F +)⧵G(A∞
F+)/U is a �nite set {g1, ⋯ , gr}. Also, g−1i G(F +)gi ∩ U is �nite.

De�nition 2.1. We say U is su�iciently small if g−1i G(F +)gi ∩ U does not contain any element of

order p.

Example 2.1. For example, U such that Uv is hyperspecial at every place, except at one place v1
of F + such that it does not divide p, N ṽ1 ≢ 1(mod p) and splits as ṽ1ṽc1 = w1 in F at which Uv1
looks like

Uv1 = �−1ṽ1 (

{
g ∈ GL2(Fṽ1 ) ∣ g ≡ (

∗ ∗
0 ∗) (mod$ṽ1)

}

) ,

satis�es the property of being su�ciently small.

De�nition 2.2. Let W be a G(F+,p)-representation over . Then, the space of algebraic auto-
morphic forms of weightW is de�ned as

S(U ,W ) ∶= {f ∶ G(F +)⧵G(A∞
F+) → W ∣ f (gu) = u−1p f (g) for u = (uv) ∈ U}.

Lemma 2.1. There is an -linear isomorphism

S(U ,W ) ∼←←←←←←←←→
r
⨁
i=1
W (g−1i G(F+)gi )∩U .

Proof. The map is given by f ↦ f (gi). The inverse is given by x = (xi) ↦ fx de�ned by fx (gi) = xi;
this well-de�nes the function uniquely, because if u ∈ U lies in u = g−1i tgi for t ∈ G(F +), then

fx (giu) = fx (tgi) = fx (gi) = xi , and this covers everything. �

Corollary 2.1. If U is su�ciently small, then the following are true.

(1) The functorW ↦ S(U ,W ) is exact, and S(U ,W ) is a �nitely generated module. IfW is free

over , then S(U ,W ) is a projective module over .
(2) For any -algebra B, S(U ,W ) ⊗ B ≅ S(U ,W ⊗ B). This holds without su�cient smallness

assumption if B is a �at -algebra.

Proof. Everything follows from the fact that, if H is a �nite group with order invertible in ,

then HomH (1, −) is an exact functor from the category of H -representations over , and that

W H = ∩ℎ∈H ker(W
x ↦ ℎx − x←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←→W). �

Remark 2.1. If V ⊂ U , then S(U ,W ) ↪ S(V ,W ), and if V E U , then there is an action U /V on

S(V ,W ).

Lemma 2.2. If g−1i G(F +)gi ∩ U is tirival, then U /V acts freely.

Proof. By the hypothesis, we know that there is a further decomposition

G(A∞
F+) = ∐

1≤i≤r,uj∈U /V
G(F +)giujV .

This is really a partition. Therefore,

S(V ,W ) ∼←←←←←←←←→⨁
i
W ⊗ [U /V ],

f ↦ ∑
i,j
f (giuj) ⊗ u−1j .

71



The RHS can be rewritten as ⨁i,j W , where U acts via

(u ⋅ (x))i,j = v−1p ⋅ xi[uj′ ],

where uju = uj′v for v ∈ V . In particular, S(V ,W )U /V
∼, TrU /V←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←→ S(U ,W ) ≅ S(V ,W )U /V , where the

action of U on S(V ,W ) is f ↦ u−1p f (−u). �

This is one decsription of automorphic forms, and we would like to relate S(U ,W ) to classi-

cal automrophic forms, namely L2(G(AF+)). The upshot is that one can exchange information

between p and ∞.

De�nition 2.3. For a compact subgroup J ⊂ G(A∞
F+), one de�nes

S(J ,W ) = lim
U⊃J compact open

S(U ,W ).

For g ∈ G(A∞
F+) such that Jp ⊂ G(F+,p), there is a well-de�ned map

S(J ,W ) → S(g−1J g,W ),
f ↦ g−1p f (−g).

Thus, S(1,W ), aG(A∞
F+)-representation, contains everything, in the sense that S(1,W )J = S(J ,W ).

Now the weights in consideration are as follows. Let ℤ2
+ = {(�1, �2) ∣ �1 ≥ �2}.

De�nition 2.4. For �ṽ ∈ (ℤ2
+)Hom(Fṽ ,E), we de�ne

W�ṽ = ⨂
�∶Fṽ↪E

(Sym�� ,1−�� ,2 2
Fṽ ⊗ det

�� ,2) ⊗Fṽ ,� .

This, when transferred to in�nity, will exactly correspond to classical automorphic forms of

corresponding in�nitesimal character.

Remark 2.2. The de�nition used an identi�cation of G(F+,p) with GL2. We would like to con-

vince ourself that this de�nition is a sensible good de�nition.

∙ The dual of W�ṽ is W
−
⎛
⎜
⎜
⎝

�ṽ,2
�ṽ,1

⎞
⎟
⎟
⎠

, and W�ṽc ◦�ṽ is W�ṽc with action inverse-transposed.

∙ If (ℤ2
+)
Hom(F ,E)
0 ∶= {�� ∣ �� ,i = −��◦c,3−i for i = 1, 2}, which is naturally identi�ed with

⨁ṽ∈S̃p (ℤ
2
+)Hom(Fṽc ,E), then

W� ∶= ⨂
ṽ∈S̃p

W�ṽ ,

for � ∈ (ℤ2
+)
Hom(F ,E)
0 , is a well-de�ned representation of G(F+,p).

De�nition 2.5. Let the space of classical automorphic forms be de�ned as
A = {f ∶ G(F +)⧵G(AF+) → ℂ ∣ f |G(A∞

F ) locally constant, dimℂ⟨G(F +∞)f ⟩ < ∞}.

The following is a very standard fact.

Theorem 2.1. The space of classical automorphism forms decomposes, as a G(AF+)-representation,
as

A ≅ ⨁
� irr. adm. of G(AF+ )

m(�)�.

Remark 2.3. In our setting of rank 2 unitary groups, it is known that m(�) ≤ 1 (Rogawski,

Automorphic Representation of Unitary Groups in Three Variables, Thm 13.3).
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Now we would like to consider two versions of automorphic forms, namely compare A and

S(1,W ). After �xing � ∶ E ∼←←←←←←←←→ℂ, we can compare two versions of algebraic representations:

�∗ ∶ ⨁
ṽ∈S̃p

(ℤ2
+)Hom(Fṽ ,E) → (ℤ2

+)Hom(F
+,ℝ),

(��ṽ )ṽ ↦ (��◦�ṽ ),

� ∶ W� ⊗� ℂ ∼←←←←←←←←→W�∗�,
which is G(F +)-equivariant, where Wi∗� is the irreducible algebraic representation of G(F +∞) of

highest weight �∗�.

Theorem 2.2. Let � be a �nite-dimensional smooth G(F+,p)-representation. Then,

S(1,W� ⊗ �) ⊗� ℂ ∼←←←←←←←←→HomG(F+∞)((W
∨
�∗� ⊗ �

∨ ⊗ ℂ),A ),

which is G(A∞,p
F+ )-equivariant.

Proof. The map is given by

f ↦ [� ↦ [g ↦ � (g∞� (gpf (g∞)))]] .

The inverse map is given by

� ↦ f� ,
where f� is a function characterized by

⟨v∗, f�(g)⟩ = � ((�∨)−1 (gp ∗ v∗)) (g, 1∞),

for v∗ ∈ (W� ⊗ �)∨. �

Remark 2.4. For J a compact subgroup in G(A∞
F+),

S(J ,W� ⊗ �) ⊗ ℂ ∼←←←←←←←←→S(1,W� ⊗ �)J ∼←←←←←←←←→HomG(F+)(W ∨
� ⊗ � ∨,A )J ∼←←←←←←←←→HomG(F+∞)×J (W

∨
� ⊗ � ∨,A )

∼←←←←←←←←→ ⨁
�∞≅W ∨

�∗�

m(�)(�∞,p)J p ⊗ HomJp (� ∨, �p).

3. Galois representations attached to automorphic forms.
Now we transfer this to a situation where we know how to attach Galois representations,

namely we use the group

G∗ =
{
g ∈ GL2(F ) ∣ g (

−1
1 ) g−T = (

−1
1 )

}
.

We then have

G∗(F +v ) = G(F +v ),
if v is �nite, and

G∗(F +v ) ≅ U(1, 1)(ℂ/ℝ),
if v is in�nite (as opposed to G(F +v ) ≅ U(2)(ℂ/ℝ)).

De�nition 3.1. For v < ∞, an L-packet for G∗(F +v ) is a PGL2(F +v )-orbit of irreducible admissible

representaiton of G∗(F +v ).
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Example 3.1. The L-packets are of the following forms,

{
nIndG

∗(F+v )
B(F+v )

�
}

for � ≠ | − |±1, !Fṽ /F ,

or

⎧⎪⎪⎪⎪
⎨⎪⎪⎪⎪⎩

cIndG
∗(F+v )

G∗(F+v )
�, cIndG

∗(F+v )
⎛
⎜
⎜
⎝

1
p
⎞
⎟
⎟
⎠
G∗(F+v )

⎛
⎜
⎜
⎝

1
p
⎞
⎟
⎟
⎠

�

⎫⎪⎪⎪⎪
⎬⎪⎪⎪⎪⎭

for � cuspidal rep of G∗(Fṽ/Fv),

which depends on a character of U(1) × U(1).

Now we do the Jacquet-Langlands transfer.

De�nition 3.2. The space of automorphic forms for G∗
is

L2(G∗(F +)⧵G∗(AF+))

∶=
{
f ∶ G∗(F +)⧵G∗(AF+) → ℂ

|||||
∫
Z(AF+ )G∗(F+)⧵G∗(AF+ )

‖f (g)‖2d�(g) < ∞ + growth condition

}
.

The space of cusp forms L0(G∗) ⊂ L2(G∗(F +)⧵G∗(AF+)) is consisted of those f such that

∫
N ∗(F+)⧵N ∗(AF+ )

f (ng)d�(n) = 0,

for almost every g, for B∗ = N ∗T ∗
Borels of G∗

.

Theorem 3.1 (Jacquet-Langlands correspondence). There is a map

JL ∶ {L-packets of G(AF+)} → {cuspidal L-packets of G∗(AF+)} ,

where JL([�])v = [�v] for v �nite, and JL([�])v = (�∗�v) for v ∣ ∞, where �v = W�∗�.

Theorem 3.2 (Base change). There is a base change transfer

{L-packets of G∗(F +v )} →
{
conjugate stable representations of ResFv /F+v GL2

}
,

where the conjugation is given by g ↦ g−T .
∙ If v = ṽṽc , then

� ↦ (�◦�−1ṽ ) ⊗ (�◦�−1ṽc ).

∙ If v is inert, then

nIndG
∗(F+v )

B(F+v )
� ↦ nIndGL2(Fv )B(Fv ) (� ⊗ �− Frob),

indG(F
+
v )

G∗(F+v )
�� ↦ nIndGL2(Fv )B(Fv ) �◦(x ↦ xx− Frob),

where � is a character of U(1) × U(1).

The upshot is that we have a transfer to the situation where we precisely know what happens

at each local place. We now try to attach Galois representation to transferred automorphic forms.
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Theorem 3.3. Given a potentially semistable �ṽ ∶ GFṽ → GL2(E), which becomes semistable after

K , then Fontaine associated the �ltered (', N )-module

(D(�ṽ), ', N ),

where D(�ṽ) is an F unṽ ⊗ℚp E-module, where F unṽ is the maximal unrami�ed extension in K and

D ⊗ K has a �ltration, ' is a semilinear action on D(�ṽ) nd N is a nilpotent operator such that

N' = N(ṽ)'N . Then, we de�ne the corresponding Weil-Deligne representation WD(�ṽ) is an
action on one factor of D(�ṽ) such that g ∈ WDFṽ acts via (g'− val(g)), where g ∈ Gal(K/Fv) is the
natural image via the quotient map.

Now recall that there is an association

Lℚp
∶ Repirr. adm.

ℚp
(GL2(Fṽ)) → WDRepℚp

(WFṽ )
Fss,

(� ⊗ | det |1/2) ↦ �−1(Lℂ(�(�))).

This is closely related to the so-called inertial local Langlands correspondence.

Theorem 3.4 (Henniart, Paskunas, Caraiani-Emerton-Gee-Geraghty-Paskunas-Shin). Given � ∈
Repirr(GL2(Fṽ)) and smooth �ṽ ∶ IFṽ → GL2(E), there is a unique irreducibleGL2(Fṽ )-representation
�(�ṽ) such that Lℚp

(�)|IFṽ ≅ �ṽ if and only if �|GL2(Fṽ ) ⊃ �(�ṽ), in which case HomGL2(Fṽ )(�(�ṽ), �)
is 1-dimensional.

Now we can �nally state the association of Galois representation.

Theorem 3.5. Let � ∈ (ℤ2
+)Hom(F ,E), � = ⊗ṽ∈S̃p�ṽ be an inertial type, and � ◦ ⊂ ⊗ṽ∈S̃p�(�ṽ) is an -

lattice. For � ⊂ S(G(F+,p),W� ⊗ � ◦) ⊗ E, there is a Galois representation r� ∶ GF → GL2(E) such
that

∙ r c� ≅ r∨��cyc,
∙ if v = ṽṽc , then

WD(r�|GFṽ )
Fss = Lℚp

((�v◦�−1ṽ ) ⊗ | det |−1/2),

∙ if v is inert,

WD(r�|GFv )
Fss = Lℚp

(BCFv /F+v ([�v] ⊗ | det |−1/2)),

∙ if ṽ ∈ S̃p , r�|GFṽ is potentially crystalline, HTṽ(r�|GFṽ ) = �ṽ + (1, 0), andWD(r�|GFṽ )|IFṽ = �ṽ .

These properties characterize r� uniquely.

We can summarize the general strategy of attaching Galois representations to automorphic

forms on de�nite unitary groups of rank 2 into the following.

G-automorphic form
JL←←←←←←←←←←→G∗

-automorphic form
base change←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←→

self-dual cuspidal GL2,F -automorphic form → Galois representation.
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4. Galois representations valued in Hecke algebras.
Let ∏v Uv = U ⊂ G(A∞

F+) be a compact open subgroup.

De�nition 4.1. Let v = ṽṽc in F , and G(F+v ) = Uv . Then, for f ∈ S(U ,W�⊗� ◦), Tṽ ⋅ f ∶= ∑i ℎṽ,i ⋅ f ,
where ℎṽ,i runs over representatives of

Uv�−1ṽ (
$ṽ

1)UvU v/UvU v .

Explicitly, these can be given as

{
�−1ṽ (

$ṽ [�]
1 )UvU v

|||||
� ∈ Fṽ

}
∪
{
�−1ṽ (

1
$ṽ )UvU v

}
.

We similarly de�ne Sṽ for (
$ṽ

$ṽ)
.

Remark 4.1. ∙ These de�ne an -linear endomorphism of S(U ,W� ⊗ � ◦).
∙ Tṽc = TṽS−1ṽ .

De�nition 4.2. We �x T +
, a set of places of F + containing S+p , the places of F + over p, and such that

for all v ∉ T +
, v = ṽṽc in F , and a compact open U ⊂ G(A∞

F+) which is hyperspecial at all v ∉ T +
.

Then, we let the Hecke algebra TT +
�,� (U ) ⊂ End(S(U ,W� ⊗ � ◦)) be the -algebra generaed by Tṽ’s

and Sṽ’s for ṽ|F+ ∉ T +
.

It is important to understand this Hecke algebra because this is the Hecke algebra that will be

compared with Galois deformation rings.

Recall that we had an isomorphism

S(U ,W� ⊗ � ◦) ⊗ ℂ ∼←←←←←←←←→ ⨁
�⊂Lcusp(G(AF+ )),(�∞,p)U

p≠0
HomG(F+∞) ((W

∨
�∗� ⊗ �) ⊗ ℂ, �∞ ⊗ �p) ⊗ (�∞,p)U

p .

As this is a Hecke eigenspace decomposition, we can observe that this yields an isomorphism

TT +
�,� (U ) ⊗ E ∼←←←←←←←←→ ∏

�⊂Lcusp(G(AF+ )),(�∞,p)U
p≠0

E,

Tṽ ↦ tṽ ,
Sṽ ↦ sṽ ,

where t and s are Satake parameters of �Uvv .

Corollary 4.1. (1) TT +
�,� (U ) is reduced.

(2) We have a bijection

{
� ⊂ Lcusp(G) such
that (�∞,p)U p ≠ 0

}
↔ Hom(TT +

�,� (U ) ⊗ E, E).

(3) TT +
�,� (U ) is a semilocal ring.

Proof. To see (1), note that it is p-torsion-free and is reduced after base-changing to E. �

Lemma 4.1. The map TT +
�,� (U ) ↪ TT +

�,� (U ) ⊗ E induces a bijection

{
minimal primes of

TT +
�,� (U )

}
↔

{
maximal ideals of

TT +
�,� (U ) ⊗ E

}
.
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Proof. It is enough to show that p ⊂ TT +
�,� (U ) is a minimal prime if and only if p ∩  = 0.

If p is a minimal prime, then as  → TT +
�,� (U ) is �nite �at, we use going down theorem and get

the result.

If p ∩  = 0, then if there is p1 ∩ p, as  → TT +
�,� (U ) is integral, the quotient map TT +

�,� (U )/p1 �
TT +
�,� (U )/p is a surjective map between domains of the same dimension. �

Thus, minimal primes of the Hecke algebra are precisely Hecke eigenclasses with appropriate

level, namely

{
minimal primes of TT +

�,� (U )
}
=
⎧⎪⎪
⎨⎪⎪⎩

ker(�� ∶ TT +
�,� (U ) → E), Tṽ ↦ tṽ , Sṽ ↦ sṽ , such

that tṽ and sṽ are Satake parameters at ṽ for � an

algebraic automorphic form with (�∞,p)U p ≠ 0

⎫⎪⎪
⎬⎪⎪⎭
.

We now �x a residual Galois representation

r ∶ GF → GL2(F),
which is absolutely irreducible, continuous and unrami�ed outside T +

. Let m = mr be a maximal

ideal of TT +
�,� (U ) corresponding to r , namely

mr = ⟨$, Tv − tr(r(Frobṽ)), Sṽ − (Nv) det(r(Frobṽ))⟩.
We now group all algebraic automorphic forms that reduce to r , to get a massive Galois repre-

sentation

r0m ∶ GF → ∏
� algebraic automorphic form,(�∞,p)Up≠0,p�⊂m

GL2(TT +
�,� (U )/p� ⊗ E) = GL2(TT +

�,� (U )m ⊗ E).

We would like to conjugate r0m so that the image of r0m lands into GL2(TT +
�,� (U )). This is possible by

a theorem of Carayol.

Theorem 4.1 (Carayol). Let S ↪ ∏r
i=1 Ri , where r < ∞ and all rings involved are complete local

noetherian -algebras of �nite residue �eld. Suppose that we have a collection of Galois representa-

tions

ri ∶ GF → GL2(Ri),
such that r i’s are all irreducible and isomorphic to each other, and tr(ri(Frobw)) ∈ S for almost every

w . Then, one can always conjugate∏r
i=1 ri ∶ GF → ∏r

i=1 GL2(Ri) = GL2(∏
r
i=1 Ri) intoGF → GL2(S).

We can apply this theorem to our situation as r0m is actually valued in some �nite extension of

TT +
�,� (U )m by compactness of GF . Thus, we can conjugate into get

Proposition 4.1. We have a Galois representation

rm ∶ GF → GL2(TT +
�,� (U )m),

such that

(1) rm ≡ r(modm),
(2) rm|GFv is unrami�ed for all ṽ such that ṽ|F+ ∉ T +

,

(3) the characteristic polynomial of rm(Frobṽ) is X 2 − TṽX + N ṽSṽ ,
(4) if x ∶ TT +

�,� (U )m → E is an algebra homomorphism, then for ṽ ∈ S̃p , x◦rm|GFṽ is potentially

crystalline with Hodge-Tate weights �ṽ + (1, 0) and
WD(x◦rm|GFṽ )|IFṽ ≅ Tṽ ,

the inertial type associated to �ṽ .
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5. Comparing di�erent levels.
We �x an auxiliary �nite set Q of split places of F + not in T +

such that the following conditions

are satis�ed.

(1) The Hecke polynomial X 2 − TṽX + N ṽSṽ has distinct roots mod m, and

(2) Nv ≡ 1(mod p) for all v ∈ Q.

If U0(Q), U1(Q) ⊂ U are compact open subgroups such that (Ui(Q))v = Uv for all v ∉ Q, we

consider adding rami�cation via Ui(Q):

TT +∪Q
�,� (Ui(Q))� TT +∪Q

�,� (U ) ↪ TT +
�,� (U ),

mQ ↦ m.

By the above, we similarly have a Galois representation

rmQ ∶ GF → GL2(TT +∪Q
�,� (Ui(Q))mQ ),

where

char. poly(rmQ (Frobṽ)) = (X − Aṽ)(X − Bṽ),

for ṽ ∈ Q (which is possible by Hensel’s lemma). For ṽ with ṽ|F+ ∈ Q, we consider

V$ṽ ∶= (Ui(Q)v)�−1ṽ (
1

$ṽ)
Ui(Q)vUi(Q)v ∈ End(S(Ui(Q),W� ⊗ � ◦

j )).

We now set levels at Q: for v ∈ Q,

U0(Q)v = �−1ṽ (

{

(
a b
c d) ∈ GL2(Fṽ ), congruent to upper triangular matrix modulo $ṽ

}

) ,

or the Iwahori level, and

U1(Q)v = �ṽ (

{

(
a b
c d) ∈ U0(Q)v , ad−1 ∈ ker(×

Fṽ � F×ṽ � F×ṽ(p) =∶ Δṽ)
}

) ,

a normal subgroup of U0(Q)v , where Δṽ is the p-part of F×ṽ . Now we modify our Hecke algebra

slightly:

TT +
�,� (U ) ↩ TT +∪Q

�,� (U )� TT +∪Q
�,� (Ui(Q)) ↪ T̃Q∪T +

�,� (Ui(Q)),

where T̃ is the Hecke algebra generated rather by Tṽ , Sṽ’s for ṽ with ṽ|F+ ∉ T + ∪ Q, and V$ṽ ’s for

ṽ with ṽ|F+ ∈ Q. Let m̃Q ⊂ T̃Q∪T +
�,� (Ui(Q)) be a maximal ideal generated by mQ and V$ṽ − Aṽ’s.

Proposition 5.1. The natural map

∏
ṽ,ṽ|F+∈Q

(V$ṽ − Bṽ) ∶ S(U ,W� ⊗ � ◦) → S(U0(Q),W� ⊗ � ◦),

induces an isomorphism

S(U ,W� ⊗ � ◦)m ∼←←←←←←←←→S(U0(Q),W� ⊗ � ◦)m̃Q .

Remark 5.1. If one does not enhance the Hecke algebra on the RHS side with V$ṽ ’s, one then

gets an injective map after localization.
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6. Deformation of Galois representations and Hecke algebras.
Suppose that we are given an absolutely irreducible Galois representations r ∶ GF → GL2(F)

such that r c ≅ r∨�−1cyc. Then, up to increasing F, there exists a unique extension

r ∶ GF+ → 2(F),

where 2(F) = (GL2(F) × GL1(F))o (ℤ/2ℤ) is the group scheme appeared in Clozel-Harris-Taylor,

namely, if we denote ℤ/2ℤ = {1, j}, j(g, �)j−1 = (�(g−1)T , �), such that

∙ r |GF = (r, �−1cyc),
∙ �◦r = �−1cyc, where � ∶ 2(F) → GL1(F) is the natural projection to the second factor.

The deformation functor in our concern is

Def�Tr (R) =
⎧⎪⎪
⎨⎪⎪⎩

r ∶ GF+ → 2(R), with r ≡ r(modm), �◦r = �−1cyc,
equipped with (�v)v∈T where

�v ∈ ker(2(R) → 2(F))

⎫⎪⎪
⎬⎪⎪⎭
/ ∼T ,

for R a complete noetherian local ring over  with �nite residue �eld equal to F, where r1 ∼T r2
if

(1) there exists � ∈ ker(2(R) → 2(F)) such that r2(g) = �r1(g)�−1 for all g ∈ GF+ ,

(2) and �1,v = ��2,v for all v ∈ T .

Remark 6.1. Given the global datum (r , {�v}), �−1v r�v |GF+v gives a local datum. Thus, if the de-

formation functors are representable, then we get a natural map RlocT → R�TS ,T , where S is some

global deformation problem, and RlocT = ⊗̂v∈TR�r |GF+v
for some appropriate local deformation rings

with conditions.

We make the above remark more precise, by de�ning local deformation functors.

De�nition 6.1. Let �v = r|GF+v , and Def
�
�v be the universal framed deformation functor of �v . Let

Dv ⊂ Def��v be a subfunctor such that

(1) �v ∈ Dv ,

(2) Dv is closed under �ber product and inverse limit,

(3) Dv is closed under ker(2(R) → 2(F)),
(4) if there is a map f ∶ R → S in the category of complete noetherian local rings over , then

(a) �v ∈ Dv(R) implies f ◦�v ∈ Dv(S),
(b) and the converse holds if f is injective.

Then, we call Dv a local deformation problem.

Lemma 6.1. There is a bijection
{

local deformation

problems at v

}
∼←←←←←←←←→

⎧⎪⎪
⎨⎪⎪⎩

radical I ⊂ R�v with I ≠ m
which is stable by

ker(2(R�v ) → 2(F))

⎫⎪⎪
⎬⎪⎪⎭
,

where R�v is the ring representing Def��v (which is well-known).

Proof. The map is given by the minimal element of the set {J ⊂ R�v ∣ �univv /J ∈ Dv(R�v /J )}. �

This is useful because of the following
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Theorem 6.1 (Kisin). There is a unique -�at reduced quotient R�v ,�v ,��v of R��V such that x ∈ R
�
�v (E)

gives rise to a potentially crystalline, Hodge-Tate weights at v �v +(1, 0) and inertial type �v (namely

the associated Weil-Deligne representation restricted to Iv is equal to �v) if and only if x factors

through R��v � R�v ,�v ,��v .

Now we specify the global deformation conditions,

SS = (F /F +, S, r , �−1cyc, {Dv}v∈S),

where S is a �nite set of split primes containing T .

Theorem 6.2. If r satis�es End(r) = F, then R�TSS ,T and RSS ,T (unframed deformation ring) are

representable by complete noetherian local rings over  with �nite residue �eld F.

De�nition 6.2. We de�ne H i
SS ,T (GF+,S , ad0(r)) to be the i-th cohomology of the cone of the map of

complexes

C ∙(GF+,S , ad0(r))
⊕v∈S res←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←→⨁

v∈S
(C ∙(GF+v , ad

0(r))/M ∙
v),

where M0
v = C0(GF+v , ad

0(r)) and M1
v = Iv/Iv ∩ (m2

R�v
, $E) if v ∈ S⧵T , and M ∙

v = 0 for every other v.

Remark 6.2. Do not forget that our r goes into 2, so taking ad0 is rather forgetting GL1 factor;

thus ad0(r) ≅ gl2.

The tangent space calculation can be done using the following observation,

(mR�v /(m
2
R�v
, $))

∨ ∼←←←←←←←←→Def�v (F["]/"2) ∼←←←←←←←←← Z 1(GF+v , ad
0(r)).

Theorem 6.3. R�TSS ,T is topologically generated over RlocT by dimF(H 1
SS ,T (GF+,S , ad0(r))) many ele-

ments.

We can compute the value of dimF(H 1
SS ,T (GF+,S , ad0(r))) when S⧵T is chosen carefully.

De�nition 6.3. De�ne

H 1
S ⟂
S ,T
(GF+,S , ad0 r(1)) = ker(H

1(GF+,S , ad0(r)(1)) → ⨁
v∈S⧵T

H 1(GF+v , ad
0(r)(1))/(M1

v)⟂) ,

where ⟂ means the annihilator using the cup product pairing

H 1(GF+v , ad
0(r)) × H 1(GF+v , ad

0(r)(1)) tr←←←←←←←→F(1).

Lemma 6.2. The value dimF H 1
S ,T (GF+,S , ad0(r)) is the same as

dimF H 1
S ⟂
S ,T
(GF+,S , ad0(r)(1))−dimF H 0(GF+,S , ad0(r))−[F + ∶ ℚ]− ∑

v∈S⧵T (
dim(H 0(GF+v , ad

0(r))) − dimM1
v) .

Proof. This is just a very convoluted application of Poitou-Tate duality. First, by the de�nition of

H i
SS ,T , there is a long exact sequence

H 1
SS ,T (GF+,S , ad0(r)) → H 1(GF+,S , ad0(r)) → ⨁

v∈T
H 1(GF+v , ad

0(r)) ⊕ ⨁
v∈S⧵T

H 1(GF+v , ad
0(r))/M1

v →

H 2
SS ,T (GF+,S , ad0(r)) → H 2(GF+,S , ad0(r)) → ⨁

v∈S
H 2(GF+v , ad

0(r)) → H 3
SS ,T (GF+,S , ad0(r)).
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From Poitou-Tate duality (with slight modi�cation), we get

H 1(GF+,S , ad0(r)) → ⨁
v∈T

H 1(GF+v , ad
0(r)) ⊕ ⨁

v∈S⧵T
H 1(GF+v , ad

0(r))/M1
v → (H

1
S ⟂
T ,T
(GF+,S , ad0(r)(1)))

∨
→

H 2(GF+,S , ad0(r)) → ⨁
v∈S

H 2(GF+v , ad
0(r)) → H 0(GF+,S , ad0(r)(1))∨ → 0.

Comparing two exact sequences and using Euler characteristic formula, one gets

dimH 3
SS ,T = dimH 0(ad0(r)(1)),

dimH 2
SS ,T = dimH 1

S ⟂
S ,T
,

and

�SS ,T (GF+,S , ad0(r)) = �(GF+,S , ad0(r)) − ∑
v∈S

�(GF+v , ad
0(r)) + ∑

v∈S⧵T (
dimH 0(GF+v , ad

0(r)) − dimM1
v) .

Now we know ∑v∈S �(GF+v , ad
0(r)) = 4[F + ∶ ℚ] and

�(GF+,S , ad0(r)) = ∑
v∣∞

H 0(GF+v , ad
0(r)) + 4[F + ∶ ℚ] = ∑

v∣∞
1 + 4[F + ∶ ℚ].

�

Corollary 6.1. If dimM1
v − dimH 0(GF+v , ad

0(r)) = 0 for all v ∈ S⧵T , then R�TSS ,T is topologically

generated over RlocT by (dimH 1
S ⟂
S ,T

+ #(S⧵T ) − [F + ∶ ℚ] − dimH 0(GF+,S , ad0(r)(1)))-many elements.

In particular, if r is absolutely irreducible, then the number is dimH 1
S ⟂
S ,T

+ #(S⧵T ) − [F + ∶ ℚ].

Now we choose auxiliary primes:

De�nition 6.4. A set of auxiliary primes Q is a �nite set of split �nite primes such that

(1) Q ∩ T = ∅
(2) Nv ≡ 1(mod p) for all v ∈ Q,
(3) r |GF+v =  v ⊕  

′
v where  v and  ′

v are distinct unrami�ed characters.

Proposition 6.1. Assume that r |GF+ (�p) is absolutely irreducible. Let

q = max(dimH 1
S ⟂
T ,T
(GF+,T , ad0(r)(1)), [F + ∶ ℚ]).

Then, (for p big enough) for all N ≥ 1, there exists a set of auxiliary primes QN such that

(1) #QN = q,
(2) Nv ≡ 1(mod pN ),
(3) R�TSQN ∐T ,T is topologically generated over RlocT by (q − [F + ∶ ℚ])-many elements.

Lemma 6.3. For a complete local noetherian -algebra R with �nite residue �eld F, if r ∶ GF+,S →
GL2(R) reduces to r ∶ GF+,T → GL2(F), where for all v ∈ S⧵T ,Nv ≡ 1(mod p) and r |GF+v is unrami�ed

with distinct Frobenius eigenvalues, then

r |GF+v ≅ (
 v 0
0  ′

v)
,

for distinct unrami�ed characters  v ,  ′
v .
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Now the action of T̃QN ∐T (U1(QN ))m̃QN
on S�,� (U1(QN ),)m̃QN

gives the action of RunivSQN ∐T
on it.

Also, the character  v ∶ GF+v → (R
univ
SQN ∐T)

×
coming from the above lemma, when restricted to

IF+v , factors through

IF+v � I abF+v � F+v � Fv � Δv ,
as 1 +mRunivSQN ∐T

is pro-p. Thus, there is an action of

[ ∏
v∈QN

Δv] ≅
[y1, ⋯ , yq]

((y1 + 1)pN − 1,⋯ , (yq + 1)pN − 1)
,

on RunivSQN ∐T
, and if we denote the augmentation ideal as aQN , then quotienting out by the augmen-

tation ideal gives back the original deformation ring:

Lemma 6.4. The map R�TSQN ∐T
→ R�TST

is the quotient map R�TSQN ∐T
� R�TSQN ∐T

/aQN .

Proof. One shows that the quotient satis�es the universal property of the deformation ring for

the deformation problem ST . �

Recall that our deformation condition SQN ∐T is given by

SQN ∐T = (F /F +, T ∐QN , r , �−1cyc, {R�v }v∈T ∪ {R vv }v∈QN ),

where R vv is the quotient of R�v parametrizing lifts of r such that r |G+Fv ≅  v ⊕  
′
v , with  ′

v unram-

i�ed. We denote S�,� (U1(QN ),)m̃QN
as pr1,QN and T̃T ∐QN (U1(QN ))m̃QN

as T1,QN .

Proposition 6.2. For all v ∈ QN , there exists  v ∶ F ×v → T×
1,QN such that

(1) V$ṽ =  v($ṽ) on pr1,QN and

(2) (rmQN ∐T ⊗ T1,QN )|WF+v
≅  v ⊕  ′

v for an unrami�ed character  ′
v .

This implies that RunivSQN ∐T
� T1,QN , and the two actions

[ΔQN ]
∏v∈QN  v←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←→RunivSQN ∐T

→ End(pr1,QN ),

coming from R � T, and

[ΔQN ]
V$ṽ ↦ ( 1 $ṽ )←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←→End(pr1,QN ),

coming from diamond action U0(QN )/U1(QN ), are the same.

7. Patching.
Now we can patch. Before patching, we �x several things.

(1) Fix v1 ∉ S+p , such that

∙ v1 = ṽ1ṽ1c ,
∙ Nv1 ≢ 1(mod p),
∙ r |GF+v1 has Frobenius eigenvalues whose ratio is not 1 or (Nv1)±1.

This means that,

∙ by picking Uv1 = �−1ṽ1 (I!ṽ1 ), U is su�ciently small, and

∙ Rr |GF+v1
≅ [[xi,j ∣ 1 ≤ i, j ≤ 2]].
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(2) Fix p ∈ S+p ; then we send {�v}v∈S+p ⧵{p} ↦ ⨂v∈S+p ⧵{p} �(�v)
K0 ⊗ W�v and {�v}v∈S+p ⧵{p} →

(ℤ2
+)Hom(F

+,E)
, where �v’s are inertial types and � is inertial local Langlands.

This gives rise to

S(Um, � ◦,p ⊗ /$m)m = S�,� ,p(Um,/$m)m,

for

(Um)p = �−1p̃ (ker (GL2(Fp̃)� GL2(Fp̃/$
m
p̃ ))) .

We form modules to be patched,

M�1,QN ∶= S�,� ,p((U1(QN ))2N ,/$N )∨m̃QN
,

which has an action by R�TSQN ∐T
.

Lemma 7.1. The maps

S�,� ,p(U2N ,/$N ) ↪ S�,� ,p(U0(QN ),/$N ) ↪ S�,� ,p(U1(QN )2N ,/$N ),

induce

M�1,QN /aQN ∼←←←←←←←←→S�,� ,p(U2N ,/$N )∨m.

Proof. Note thatM�1,QN /aQN = S�,� ,p(U1(QN )2N ,/$N )∨m̃QN
/aQN , and taking quotient by aQN in the dual

is the same as taking invariants under aQN (as we’ve taken Pontryagin dual!), and this recovers

U0-level. Namely,

S�,� ,p(U1(QN )2N ,/$N )∨m̃QN
/aQN = (S(U1(QN )2N ,/$N )ΔQ )∨m̃QN

= S(U0(QN )2N ,/$N )∨m̃QN
≅ S(U2N ,/$N )m.

�

Now we denote K = G(F+p ) and

GN = ∐
i≤N

K�−1p̃ ( $ip
1 ) K.

Let

R∞ ∶= ((⨂̂v∈Sp⧵{p}R
�v+(1,0),�v ,�
�v ) ⊗ R

�
�p ⊗ R

�
�v) [[x1, ⋯ , xq−[F+∶ℚ]]],

and

S∞ = [[y1, ⋯ , yq, z1, ⋯ , z#T ]],
where T = Sp ∐{v1}.

Proposition 7.1. There is a commutative diagram

M�1,QN
�N //

����

indGNZKZ (M�1,QN )KN

��

S�,� ,p(U2N ,/$N )∨m // indGNZKZ (S�,� ,p(UN ,/$N )∨m)

whose maps are KZ -equivariant. Here, indGNZKZ means functions on GNZ which respect KZ -action
on the original module.
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Let bN = ($N , (1 + yi)#Δi − 1, zNj ) ⊂ S∞, and

�N = mN
RunivST

∩ AnnRunivST
(M∅),

where

M∅ ∶= S�,� ,p(U2N ,/$N )∨m,
and consider, for N ′ ≥ N ,

M�N ′,N = (M�1,QN′ /bN ′) ⊗S∞/bN′ S∞/bN .
Now consider

⋯ indGN−1ZKZ (M�N ,N−1)KN−1oo indGNZKZ (M�N ,N )KNoo

⋯ M�N ,N−1oo

�N−1

OO

����

M�N ,NprN ,N−1; mod bN−1
oo

����

�N

OO

⋯ M∅/�N−1oo M∅/�Noo

Here, the �rst row has S∞-action, the second row has R∞-action, and the third row has RunivST
/�m-

action, which are all compatible via S∞ → R∞ � R�TSQN
→ RunivST

/�m.

Upshot. S∞/bN , RunivST
/�N are all �nite sets, and there are �nitely many isomorphism classes of

M�N ′,N → indGNZKZ M�N ′,N , for a �xed N .

Therefore, by pigeonhole principle, there is a projective system (M�i ) = (M�N(i),i) such that

⋯ indGiZKZ (M�i )oo indGi+1ZKZ (M�i+1)oo ⋯oo

⋯ M�ioo

OO

��

M�i+1oo

��

OO

⋯oo

⋯ M∅/�ioo M∅/�i+1oo ⋯oo

Thus we can make sense of the patched module.

De�nition 7.1. The patched module is de�ned by M∞ = lim←←←←←←←←←←←←←←← iM
�
i .

The patched module M∞ has the following properties, due to the way we chose the projective

system.

(1) M∞ has a continuous action by

lim←←←←←←←←←←←←←←←
bN

S∞/bN [GL2(Fp̃/$
N
p̃ )] = S∞[[K]],

(2) M∞ has compatible actions by S∞ and R∞, as the S∞-action is continuous, so

im(S∞ → EndS∞(M∞)),
is closed.

(3) M∞/bi ∼←←←←←←←←→ (M�1,QN(i)/bi)K2i ,
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(4) M∞/(b1 +a∞) → S�,� ,p(U1(QN(1))2, F)∨m̃QN(1)
, which recovers S�,� ,p(U2, F)∨m after reduction mod

aQN(1) .
(5) There is a KZ -equivariant commutative diagram

M∞
�∞ //

pri
��

IndGKZ M∞

��

(M�1,QN(1)/bi)K2i
�i // indGiZKZ (M1,QN(1)/bi)Ki

In other words, if m = limi→∞mi , �∞(m) = limi→∞ �i(mi).
By hand, one can also check the following.

Proposition 7.2. (1) M∞ is �ntiely generated and projective over S∞[[K]].
(2) �∞ ∶ M∞ → IndGKZ M∞ is injective.

(3) �∞(M∞) is GL2(Fp̃)-stable.

We note its compatibility with completed cohomology. Recall that the completed cohomol-
ogy can be de�ned as

S̃�,� ,p(U p,)m = lim←←←←←←←←←←←←←←←
N
lim←←←←←←←←←←←←←←→
i
S�,� ,p(U2i ,/$N )m,

which has an action of TT (U p)m = lim←←←←←←←←←←←←←←← i T
T (U2i)� RunivST

.

Theorem 7.1 (Caraiani-Emerton-Gee-Geraghty-Paskunas-Shin). There is aGL2(Fp̃)-isomorphism

M∞/a∞ ∼←←←←←←←←→Homcts
 (S̃�,� ,p(U p,)m,),

which respects the actions of R∞/a∞ and RunivST
via the natural quotient map R∞/a∞ � RunivST

.
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Part 2. Seminars

Pascal Boyer, About Ihara’s lemma in higher dimension

1. Introduction.
Suppose you have a smooth model X over ℤ[1/N ] of smooth projective ℚ-variety X . One

de�nes a Hasse-Weil zeta function of X , Z ∗
X (s), as a formal product

Z ∗
X (s) = ∏

p-N
ZX,p(p−s),

where the local Euler factor ZX,p(T ) is de�ned formally as

ZX,p(T ) = exp(∑
n≥1

|Xp(Fpn )|
n

T n
) ,

where Xp = X ×ℤ[1/N ] Fp . More generally, for many cases there is a way to de�ne the local Euler

factor at “bad primes”, i.e. p ∣ N , and obtain the complete Hasse-Weil zeta function ZX (s). It is

clear from the notation that bad Euler factors should be de�ned such that ZX (s) does not depend

on a choice of X or N . It is a consequence of Weil’s conjecture (proved by Deligne) that this

formal product is holomorphic for Re s ≫ 0.

Example 1.1. If X = Specℚ, then ZX (s) is the Riemann zeta function.

Conjecture 1.1 (Hasse-Weil conjecture). The zeta function ZX (s) can be meromorphically contin-

ued to the whole complex plane. Furthermore, it should satisfy some appropriate functional equation.

Remark 1.1. Even though ZX (s) needs Euler factors at bad primes, the subjects of Hasse-Weil

conjecture, namely meromorphic continuation and functional equation, can tolerate any �nite

number of Euler factors missing. Thus, one might as well just not worry about Euler factors at

bad primes and work with Z ∗
X (s) using a speci�c smooth integral model.

Even though the conjecture is formulated purely in terms of algebraic geometry, essentially the

only way it can be proved is by relating it to automorphic L-functions, where one knows from

general theory of Langlands that meromorphic continuation and functional equation indeed are

true. One can recover ZX (s) from the Galois representation Gℚ → GL(H i
ét(Xℚ, ℚ� )), so it is more

convenient to compare Galois representations and automorphic forms. This is a very general

picture of Langlands program.

There are typically two directions in the Langlands program, namely automorphic to Galois

direction and Galois to automorphic direction. A celebrated result of Wiles says that, given an

irreducible Galois representation � ∶ Gℚ → GLn(ℚ� ), if � ∶ Gℚ → GLn(F� ) is modular and if

� is nice, then � is modular. In proving this (for GL2), one crucial ingredient is Ihara’s lemma.

Roughly, this is a statement about level raising; if �1, �2 are two 2-dimensional Galois represen-

tations of level N1, N2, respectively, N1 < N2, and if �1 ≡ �2(mod �), then the modularity of �1
implies the modularity of �2.

2. Ihara’s lemma of Clozel-Harris-Taylor.
Clozel-Harris-Taylor formulated and conjectured a generalized version of Ihara’s lemma, which

we would like to formulate precisely.

We work with a de�nite unitary group as follows. Let F = F +E be a CM �eld with F + totally

real and E imaginary quadratic. Let B be a division algebra over F of dimension d2, and let ∗ be
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an involution on it. Given � ∈ B with � ∗ = −� , we de�ne a ℚ-group G as

G(R) =
{
(�, x) ∈ R× × (Bop)× such that

xx#� = �

}
,

for any ℚ-algebra R, where Bop = B ⊗F ,c F (c is the complex conjugation) and x#� = �x ∗�−1. We

want this to be de�nite, i.e. the associated unitary group is compact at in�nity.

For a prime p which splits into ��c in E,

G(ℚp) = ℚ×
p ×∏

w∣�
Bop,×w .

We choose rational primes p, q such that both split completely in E, and there are primes w ∣ p
and v ∣ q such that Bop,×w is the division algebra of invariant 1/d and Bop,×v is GLd (Fv).

Pick � ≠ p, q, and for S a �nite set of rational places (including bad primes and∞), let TS be the

ℤ� -algebra generated by Hecke operators away from S inside the ℤ� -endomorphism algebra on

the space of algebraic automorphic forms. Letm be a maximal ideal ofTS , such that the associated

Galois representation �m ∶ GF → GLd (F� ) is absolutely irreducible.

Conjecture 2.1 (Ihara’s lemma; Clozel-Harris-Taylor). Let U be an open compact subgroup of

G(A), and Π be an irreducible subrepresentation of C∞(G(ℚ)⧵G(A)/U v , F� )m. Then, Πv is generic.

3. Mirabolic subgroups and genericity.
We discuss the meaning of “generic” in Conjecture 2.1.

De�nition 3.1. The mirabolic subgroup Md ⊂ GLd (Fv) is the subgroup of the form

⎛
⎜
⎜
⎜
⎝

∗ ∗ ∗ ∗
∗ ∗ ∗ ∗
∗ ∗ ∗ ∗
0 ⋯ 0 1

⎞
⎟
⎟
⎟
⎠

.

Let Vd be the unipotent radical of Md . Fix a nontrivial character � of Ga, and let � be the

character of Vd de�ned by �(M) = �(Md−1,d ), where the subscript means the entry corresponding

to the subscript.

Remark 3.1. If � is a smooth irreducible Md-representation over ℚ� , then � is a smooth irre-

ducible Md-representation over F� .

De�nition 3.2. Let Φ− (Ψ−, respectively) be the functor of taking (Vd , id)-coinvariants ((Vd , �)-
coinvariants, respectively) from the category of smooth representations of Md to the category of

smooth representations of GLd−1 (Md−1, respectively). Given a smooth Md-representation � , and
1 ≤ ℎ ≤ d , let � (ℎ), a smooth GLd−ℎ-representation, be the ℎ-th derivative, i.e. Φ−◦Ψ−◦ ⋯ ◦Ψ−(� ),
where Ψ− is composed ℎ − 1 times.

Proposition 3.1. If � is an irreducible smooth Md-representations, then there is unique 1 ≤ ℎ ≤ d
such that � (ℎ) ≠ 0, and � can be recovered from � (ℎ) by applying certain functors (“� = (Ψ+)ℎ−1Φ+(� (ℎ))”).

In particular, this implies that there is unique smooth irreducibleMd-representation with non-

vanishing d-th derivative. We call this the generic (or nondegenerate) representation �nd .

De�nition 3.3. Given a smoothMd-representation � , let �(� ) be the largest integer such that � (�(� )) ≠
0.
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Theorem 3.1. For an irreducible smooth GLd (Fv)-representation Πv , and for any irreducible sub-

representation � of Πv |Md , �(� ) = �(Πv |Md ).
De�nition 3.4. A smooth irreducible GLd-representaiton Π is generic if Π|Md has �nd as its sub-
quotient.

Example 3.1. ∙ For GL2, every representation not of �nite dimensional is generic.

∙ For GL3, given a character � of F ×v , IndGL3B (� (−1) ⊗ � ⊗ �) has four irreducible subquotients,

and only one is generic, which is the Steinberg representation St3(� ). Even after mod

� there is only one generic irreducible subquotient.

∙ Similarly, for GLd , IndGLdB (� (− d−1
2 ) ⊗⋯⊗ �( d−12 )) has 2d−1 irreducible subquotients, and only

one is generic, which is the Steinberg representation Std (� ). Even after mod � there is only

one generic irreducible subquotient.

In ℚ� -coe�cients, for any automorphic Π for G, �nd is the only irreducible subspace of Π|Md ,

because everything is cuspidal (no cusps for 0-dimensional locally symmetric space). This does

not apply to F� -coe�cients, but nevertheless says that � nd is an irreducible subspace of Π|Md .

Thus, the genericity statement in Conjecture 2.1 is rather saying that “there is a unique irreducible

subspace.”

4. A strategy for Conjecture 2.1.
A Shimura variety associated to G is 0-dimensional, so there is no geometry. Instead, we

consider a similar unitary group G such that

∙ G(A∞,w) = G(A∞,w),
∙ G(ℝ) is of signature (1, d − 1), (0, d), ⋯ , (0, d),
∙ and G(Fw) = GLd (Fw).

Let ShG be a Shimura variety associated to G. This can be referred as a Ko�witz-Harris-Taylor
Shimura variety (or KHT Shimura variety in short). Then, given Π an irreducible smooth rep-

resentation of G, the w-component Πw gives rise to a ℤ� -local system HT(Πw) on Sh=dw , the su-

persingular points of the special �ber of ShG at w , which coincides with the Shimura variety

associated to G. To be a little more precise, we send Πw via mod � Jacquet-Langlands transfer

(Dat, ⋯) to a mod � representation �w of GLg(Fw), which is of form Spehs(�), where � is an irre-

ducible supercuspidal representation, s ∣ d and Spehs is the “super-Speh” representation. Then,

this gives rise to a local system HT(�w , s) on Sh=dw .

The ℤ� -local system HT(Πw) is a strict subsheaf of Ψℤ� , the vanishing cycle (perverse) sheaf,

which means that it is a sub with free cokernel. Thus, H 0(Sh=dw , HT(Πw))m ↪ H d−1(ShG,F , ℤ� )m
has free cokernel, if the following hypothesis is satis�ed:

Hypothesis 3. �, �(1), ⋯ , �(s − 1) are pairwise di�erent.

Remark 4.1. There is little hope of weakening this hypothesis.

Remark 4.2. Before trying to prove Conjecture 2.1, one might want to prove that any irreducible

sub of H 0(Sh=dv , HT(Πv)F� ) is isomorphic to mod � reduction of �nd . By a theorem of Berkovich,

this is a problem about étale cohomology of Lubin-Tate spaces, with ℚ� and ℤ� -coe�cients. This

local analogue of Ihara’s lemma is known to be true.

Theorem 4.1 (Boyer). Suppose thatm and its associated mod � Galois representation �m satisfy the

following hypotheses.
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∙ Hypothesis 1. �m is irreducible, and � ≥ d + 1.
∙ Hypothesis 2. �m,v is multiplicity-free.

∙ Hypothesis 3. Stated as above.
Then, Conjecture 2.1 is true.

Idea of proof. We want to construct a �ltration of H d−1(ShG,F , ℤ� )m such that graded pieces are all

free such that each has nondegeneracy property of irreducible submodules (i.e. each graded piece

satis�es Ihara’s lemma).

We �lter the vanishing cycle sheaf Ψ using geometry of the special �ber. Namely, using the

natural strati�cation

Shw = Sh≥1 ⊃ Sh≥2 ⊃ ⋯ ⊃ Sh≥d ,
using j≥ℎ ∶ Sh=ℎ ↪ Sh≥ℎ, by adjointness we have a natural morphism

(j≥ℎ)!(j≥ℎ)∗ → id .
We want to say that for example the image of (j≥1)!(j≥1)∗Ψ → Ψ to be Fil1 Ψ, but the cokernel might

not be free. On the other hand, there is a general process of “saturation” for perverse sheaves, so

that if we take the saturation of the image, we get a sub whose cokernel is free. In this way we

get a �ltration of Ψ whose graded pieces are all free. Using spectral sequences we subsequently

get a �ltration on H d−1(ShG,F , ℤ� )m. The �ltration has free graded pieces because of Hypothesis 2.

Remark 4.3. In general, the graded pieces are parabolically induced modules. In particular, if

p ≡ 1(mod �), then some of the parabolic inductions mod � are semisimple, so there is no hope of

proving Ihara’s lemma in this case (which is unfortunate as this is the setting for most arithmetic

applications).

The cohomology H ∗(ShG,F , ℤ� )m is torsion-free.

Remark 4.4. This is no longer true if you don’t localize atm, as for any weight � , the automorphic

sheaf associated to � always has torsion cohomology for su�ciently small level.

If there is a place of F at which the mod � Satake parameters coming from m do not have p±1
as a ratio of two Satake parameters, then the cohomology is torsion-free. If � is big enough, one

can indeed �nd such a place and get the torsion-freeness.

Remark 4.5. This is almost the same condition as Caraiani-Scholze.

Remark 4.6. In general, the cohomology is expected to be free if �m is irreducible.

�

5. Applications.
Let Πv be an irreducible tempered ℚ� -representation of GLd (Fv). Then Πv is the Langlands

quotient of some parabolic induction of tensor product of unlinked Steinbergs, but after reduction

mod � , there might be new linkage appearing.

Proposition 5.1 (Level raising and “�xing”). If m satis�es Hypotheses 1 and 2 of Theorem 4.1,

then there is a characteristic 0 representation exhibiting all the linkages of mod � reduction of Πv .

Furthermore, “this is the only possible lift.”

Remark 5.1. The level raising part of Proposition 5.1 appears in Clozel-Harris-Taylor for one

segment.
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Remark 5.2. If there is a torsion class in cohomology, then there is an extra automorphic congru-

ence. Conversely, Hypothesis 1 says that there is no torsion class and thus no extra automorphic

congruences.
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Jacqes Tilouine, Periods, Congruences and adjoint Selmer group for Bianchi modular

forms

1. Bianchi modular forms.
Let F be an imaginary quadratic �eld, and G = GL2,F . Consider GA = G(AF ) = Gf × G∞ and

G = G(F). Let Z∞ be the center of G∞ = GL2(ℂ), and K∞ = U2 ⊂ G∞ be a maximal compact

subgroup. Then the associated symmetric space G∞/Z∞K∞ ≅ h3, the three-dimensional upper

half space, which is identi�ed via

(
y x
0 1) ↦ (x, y), x ∈ ℂ, y ∈ ℝ+×,

which is possible via Iwasawa decomposition. Then G∞ naturally acts on h3.
In any case, for a small enough compact open level U ⊂ GA, we de�ne XU = G⧵GA/UZ∞K∞. It

is identi�ed with ∐r
i=1 Γi⧵h3, where GA = ∐r

i=1 GtiUG∞, and Γi = StabG(tiUG∞). It has no hope of

being an algebraic variety as it is odd-dimensional.

Consider a large enough coe�cient �eld L ⊂ ℚp , and let  = L, k = /($) where $ is a

uniformizer of L. We are interested in Betti cohomology groups H i(XU ,), for i = 1, 2. The

Poincaré duality induces a pairingH 1(XU ,)×H 2
c (XU ,) → , which is perfect modulo torsion.

It turns out that H 1
has no torsion, because

H 1[$] = coker(H 0() → H 0(/$)) = 0,
while there are lot of torsion in H 2

.

Remark 1.1. We will localize everything at a non-Eisenstein maximal ideal of Hecke algebra, so

we will deliberately not distinguish between H ∗
c and H ∗

.

The Hecke action by gf ∈ Gf on H i(XU ,) is de�ned by the double coset operator [U gfU ],
which is the geometric correspondence from the diagram

XU∩gfUg−1f
�2

##

�1

{{
XU XU

where �1 comes from the natural map and �2 comes from the natural map after conjugating by

gf , and [U gfU ] = (�1)∗� ∗2.

De�nition 1.1. For v at which U is not rami�ed, the double coset operator corresponding to the

element of Gf which is (
1 0
0 $v)

at v and 1 everywhere else is denoted as Tv , and the double coset

operator corresponding to the element of Gf which is(
$v 0
0 $v)

at v at 1 everywhere else is denoted

as Sv .
Let hi(U ,) be the -subalgebra of End(H i(XU ,)) generated by such Tv , Sv’s.

The above observations then imply that h1 is a �nite �at-algebra, while h2 is a �nite-algebra

(which is not necessarily �at).

Proposition 1.1. There is a twist of Poincaré duality which gives rise to a perfect-modulo-torsion

pairing H 1 × H 2
c →  which is Hecke-equivariant, i.e. ⟨Tx, y⟩ = ⟨x, Ty⟩ for T = Tv or Sv .
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This is done by twisting by Atkin-Lehner involution.

Corollary 1.1. The torsion-free -algebra h1 is the torsion-free quotient of h2.

Thus if one knows h2, one knows everything.

De�nition 1.2. Let ! be a character of ZA. The space of Bianchi modular forms of weight 2,

level U and nebentypus !, S2(U , !), is de�ned by

S2(U , !) = ⨁
�∞=�0∞

HU
� ,

where

∙ �0∞ = Ind
G∞
B∞ �0, where �0 ∶ B∞ → ℂ× is de�ned by �0(

t1 ∗
0 t2)

= t1
t2
,

∙ H� for a cuspidal automorphic representation � is the space realizing � ,
∙ and � runs over cuspidal automorphic representations of central character ! whose in�nity

type is �0∞.
Equivalently, S2(U , !) is the space of functions f ∶ G⧵GA/U → ℂ2 where

∙ ℂ2 is regarded to be a representation of K∞ = U2 via restricting the standard representation

structure of GL2(ℂ) on ℂ2,
∙ f (gk∞) = kT∞ ⋅ f (g) for k∞ ∈ K∞,
∙ f (gz) = f (g)!(z) for z ∈ ZA,

∙ ∫ZAG⧵GA
‖f ‖2dg < ∞ for a choice of norm on ℂ2,

∙ f (gf g∞) ∈ C∞(G∞) is “rapidly decreasing” for any choice of gf ∈ Gf .

The �rst de�nition is “Langlands-style”, whereas the second de�nition is “Harish-Chandra-

style.” The second de�nition is more appropriate for algebraic interpretation.

2. Integral structures on the space of Bianchi modular forms.
Now let ! = 1 and U = U0(n). We might as well just denote S2(U ,1) = S2(U , ℂ). To de�ne

transcendental (Deligne) periods, one compares two integral/rational strucures,

∙ one coming from integral model of Shimura varieties,

∙ one coming from integral coe�cients.

But the problem is that there is no Shimura variety here. Thus, we use a di�erent method. We

start by observing the following.

Theorem 2.1 (Harder). There is an explicit hi-equivariant isomorphism

!i ∶ S2(U , ℂ) → H i
dR,cusp(XU /ℂ),

where here H i
dR is just in terms of di�erential forms.

Of course XU is not like an algebraic variety, so there is no integral model, and therefore there

is no integral structre on H i
dR(XU /ℂ) coming from geometry (although one can still take the other

integral structure, namely the one coming from di�erential forms with coe�cients in ).

On the other hand, all automorphic representations appearing in S2(U , ℂ) have Whi�aker
models. In particular, there are integral Whi�aker models � for each such automorphic

representation � , so that one has an explicit basis of the Whittaker model. This enables us to

de�ne an “integral structure” on S2(U , ℂ), S2(U ,). By Harder’s theorem, this integral structure
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naturally transports to H i
dR(XU /ℂ). This gives us a foundation to de�ne transcendental periods

even though there is no algebraic geometry involved.

Let f be a Bianchi cusp eigen-newform which is of weight 2 and levelU0(n). Let �f ∶ h2(U0(n),) →
 be the corresponding Hecke eigenvalue. As it is new, S2(U0(n), ℂ)[�f] = ℂf .

De�nition 2.1. Let � i(f) be an -integral basis, well-de�ned up to ×
, of (H i

B(XU ,)/tors)[�f],
where B means Betti cohomology and tors means the torsion-free quotient.

Let ui(f) ∈ ℂ×/×
be such that !i(f) = ui(f)� i(f).

That the two vectors are parallel is precisely the consequence of newness.

Remark 2.1. The periods ui(f) “do not see torsion.”

3. Congruence modules.
Now we can try to develop a theory of congruences and ultimately de�ne congruence mod-

ules. Before we proceed, we emphasize again that our Bianchi modular form f is non-Eisenstein,

in the following sense. Namely, the maximal ideal m which is de�ned to be the kernel of the re-

duction of the Hecke eigenvalues �
f
∶ h2(U ,) → k is not an Eisenstein ideal, or more concretely

�f (Tv) ≠ 1 + Nv,
for some v. Therefore there is no harm in identifying compactly supported cohomology/parabolic

cohomology with just usual Betti cohomology.

Let T = h2m, which acts faithfully on H 2
m, and T̃ = T / tors = h1m, which acts faithfully on H 1

m. We

have Petersson inner product here as well, so hi ⊗ L is semisimple. Thus, T ⊗ L is semisimple,

and in particular, �f ∶ TL � L splits. We can write it as

TL = L × T ′
L ,

where the �rst projection is precisely �f . Morally, T ′
L detects eigenvalues of all other Bianchi

forms. In particular, if we consider T ′ = im(T → T ′
L), then this detects congruences between f

and all other Bianchi modular forms.

De�nition 3.1. Let T f = 1f T̃ , where 1f is the idempotent in TL corresponding to the �rst factor L
of TL = L × T ′

L . Let Tf = T̃ ∩ 1fTL, which is a submodule of T f
. The (first) congruence module c0

f

is de�ned by T f/Tf .

More generally, for a �nite free -module M with a T -action, then M f = 1fM ⊂ ML, Mf =
M ∩ 1fML, and c0f (M) = M f/Mf .

Remark 3.1. (1) The notion of congruences “does not see torsion.”

(2) c0
f
= T ′ ⊗T  = T ′/c′, where c′ = T ∩ ({0} × T ′) = ker �f ⊂ T ′

. In particular, c0
f

is a ring, and

c0
f
(M) is a c0

f
-module.

(3) If M ∗ = Hom(M,), then c0
f
(M) and c0

f
(M ∗) are Pontryagin duals to each other.

De�nition 3.2. The (first) congruence ideal of a �nite free-module with T -actionM is �f (M) =
Fitt(c0

f
(M)). If M = T̃ we drop M in the notation.

In particular, �f (M) = �f (M ∗).
Theorem 3.1 (Urban). If m is non-Eisenstein, p > 3 and p - '(Nn),

L(Ad0 f , 1)
� 2u1(f)u2(f)

∼ �f (H 2
m)(∼ �f (H 1

m)),

where ∼ means equality up to ×
.
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Remark 3.2. (1) Even up to this point, we “don’t see torsion.”

(2) If we know H 2
m is free over T (which in fact will be true), then the adjoint L-value is equal

to �f . In the usual Taylor-Wiles formalism, �f should be related to the Fitting ideal of the

corresponding Selmer group. However, in this Bianchi case, due to torsion, �f will not be

directly related to the Fitting ideal of Selmer group. Thus, we have to modify periods to

make them “see torsion”, to match with Bloch-Kato conjecture/Iwasawa Main Conjecture.

We thus need to use “higher congruence module” (also de�ned by Hida).

De�nition 3.3. The second congruence module c1
f
is

c1
f
= Ω1

T / ⊗T ,�f  = c′/c′2.
The second congruence ideal is �1

f
= Fitt(c1

f
).

What is a relation between two congruence modules/ideals?

Proposition 3.1. (1) �0
f
∣ �1

f

(2) (Wiles, Tate, ⋯) �0
f
= �1

f
, if T is locally complete intersection.

The failure of T being lci is precisely the source of our failure.

De�nition 3.4. The Wiles defect �f is
�f = �1f/�0f ⊂ .

Theorem 3.2 (Tilouine-Urban). Let ũ2(f) = u2(f)/�f . Let �f ∶ GF → GL2() be the Galois

representation associated to f . Suppose

∙ n is squarefree,

∙ for all v ∣ n, �f |Iv ∼ ( 1 ∗
0 1 ) is nonsplit,

∙ and f is n-minimal, namely, for all v ∣ n, �
f
|Iv ∼ ( 1 ∗

0 1 ) is nonsplit.
Then,

L(Ad0 f , 1)
� 2u1(f)ũ2(f)

= Fitt(Sel(Ad0 �f ⊗ L/)).

Remark 3.3. As in the classical case, the idea is simple: the deformation theory almost formally

relates the RHS to something like the second congruence module but using instead deformation

ring. Then by “R = T ” (or something similar) the equation follows. The reason why we have

some assumptions in Theorem 3.2 is because we need such kind of theorem.

Theorem 3.3 (Scholze, Newton-Thorne, “the 10 authors”). There is a Galois representation �m ∶
GF → GL2(T ) lifting �f

satisfying the same Hecke=Frobenius compatibility.

Remark 3.4. The local-global compatibility might be only known up to a nilpotent ideal, but let’s

just ignore this issue. Namely, assume that for v ∣ p, �m|GFv is Fontaine-La�aille with Hodge-Tate

weights 0,1, and for v ∣ n, �m|Iv ∼ ( 1 ∗
0 1 ) is nonsplit.

Conside the deformation functor D sending

A ↦

⎧⎪⎪⎪
⎨⎪⎪⎪⎩

lifts of �
f

to GL2(A) which are

unrami�ed outside np, minimal and

Fontaine-La�aille with Hodge-Tate

weights 0,1

⎫⎪⎪⎪
⎬⎪⎪⎪⎭

,
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for A an Artinian -algebra with residue �eld k. Schlessinger’s criterion can be applied to this

functor, so that this is pro-representable by (R, �u). Thus, the existence of T -valued Galois repre-

sentation implies that there is a natural map R → T .

Best hope. R ∼←←←←←←←←→T ≅ H 2
m.

If this holds, then the “Bloch-Kato formula” will tell you that

L(M, 0)
ΩMRM

∼ FittX1
BK(M),

where M is the “motive” Ad0 �f (1) (of course, in this case, there is no motive but just a Galois

representation), RM is the regulator, X1
BK(M) is the Bloch-Kato Tate-Shafarevich group, which is

Pontryagin dual to Sel(Ad0 �f ⊗ L/), and ΩM is some period de�ned in terms of Galois theoretic

terms. Thus, to get our formula, we need to show

ΩMRM = � 2u1(f)ũ2(f).

Thus, we will eventually need to relate topology of Bianchi manifold with Galois cohomology.

4. Calegari-Geraghty method.
We study the map R → T in detail. Let r = dimk H 1

f (F , Ad
0 �

f
). In our case, this local condition

is the same as Fontaine-La�aille at primes above p and unrami�ed everywhere else.

Proposition 4.1. For all n ≥ 1, there exist in�nitely many Taylor-Wiles sets, i.e. sets Qn =
{v1, ⋯ , vr} of distinct primes in F satisfying the following conditions.

∙ Nvi ≡ 1(mod pn), Nvi ≢ (mod pn+1),
∙ �(Frobvi ) has 2 distinct eigenvalues �vi , �vi ∈ k,
∙ H 1

f ,Q⟂
n
(F , Ad0 �

f
(1)) = 0, where you additionally demand that the cocycle is locally zero at

places in Qn.

Now we consider the modi�ed deformation functor DQn for a Taylor-Wiles set Qn, sending

A ↦

⎧⎪⎪⎪⎪⎪
⎨⎪⎪⎪⎪⎪⎩

lifts � of �
f

to GL2(A) which are

unrami�ed outside np∏vi∈Qn vi ,
minimal, Fontaine-La�aille with

Hodge-Tate weights 0,1, and �|GFv can

be anything for v ∈ Qn

⎫⎪⎪⎪⎪⎪
⎬⎪⎪⎪⎪⎪⎭

.

This is also pro-representable by (RQn , �uQn ). By the condition on distinct eigenvalues, it is forced

that

�uQn |Iv ∼ (
1 0
0 � uv)

,

for any v ∈ Qn. Thus, we get a map

∏
v∈Qn

ΔQn → R×Qn ,

where

ΔQn = ∏
v∈Qn

(p-Sylow subgroup of k×v ),
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where kv is the multiplicative group of residue �eld at v. Thus, we get an action of the group

algebra [ΔQn] on RQn ,
�Qn ∶ [ΔQn] → RQn ,

and

[ΔQn] = S∞/((1 + s1)p
n − 1,⋯ , (1 + sr )p

n − 1),
where S∞ = [[s1, ⋯ , sr ]] is the p-adically completed formal power series ring.

On the other hand, we know that RQn is generated by r − 1 elements over , so that RQn can be

regarded as a quotient of R∞ ∶= [[x1, ⋯ , xr−1]]. Here the di�erence between the numbers r and

r − 1 is precisely coming from what is usually denoted as “�0”, which in the case of SL2,F is equal

to 1.

Theorem 4.1 (Calegari-Geraghty). There is a suitable choice of Qn’s for each n, and a suitable

algebra homomorphism � ∶ S∞ → R∞, such that for each n, the following diagram commutes,

[ΔQn]
�Qn // RQn

S∞ �
//

OOOO

R∞

OOOO

Furthermore,

(1) TorS∞0 (R∞,) = R∞ ⊗S∞  = R = T ≅ H 2
m,

(2) TorS∞i (R∞,) = 0 for all i > 1,
(3) TorS∞1 (R∞,) ≅ H 1

m, as Tor
S∞
0 (R∞,) = T -modules.

By Poincare duality, Tor1 ≅ Hom(T ,) as T -modules, which is not necessarily T as T might

not be Gorenstein. The Tor-algebra TorS∞∙ (R∞,) is of simple form T ⊕ Hom(T ,).
The problem is that a priori the choice of Taylor-Wiles primes is not canonical, so R∞ and

consequently Tor1 are not canonical. This can be remedied by using the theory of Galatius-

Venkatesh. In a more “Venkatesh-style” way, what we have now can be more cleanly expressed

using homology,

H∙,m ≅ Tor∙ ⊗H1,m,
where Hk,m = H 3−k

m ; again, we do not need to care about Borel-Moore homology or compactly

supported cohomology as we have already localized at a non-Eisenstein maximal ideal. By going

through Galatius-Venkatesh theory, we can directly relate cohomology of Bianchi manifolds with

Selmer groups.

5. Simplicial deformation theory.
We �rst review some simplicial deformation theory.

De�nition 5.1. Let Δ be the category of �nite ordered sets [n] = {0, ⋯ , n}, such that

HomΔ([n], [m]) = {nondecreasing maps [n] → [m]}.

Given a reasonable categoryC , a simplicial object in C is a functor F ∶ Δop → C . The category of

simplicial objects in C is denoted as sC , where morphisms are just natural transformations between

functors.
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We are mainly interested in two kinds of simplicial objects, simplicial sets sSets and “simplicial

Artin rings over  with residue k” (which we will de�ne precisely later) sArt,k . Given A∙ ∈
sArt,k , one can form a natural complex (A∙) just by taking alternating sums of face maps, and

the homology of the complex H∗((A∙)) is usually referred as the homotopy group �∗(A∙) of A∙.
A priori these are abelian groups, but it turns out that �n(A∙) is a ring for all n ≥ 0, and is an

algebra over �0(A∙) = A0/ im(d0 − d1). Namely, �∗(A∙) is a graded �0(A∙)-algebra.

There is a notion of Kan fibration which gives something that is like a projective resolution

of a ring. Namely, given a, say, complete noetherian local -algebra R with residue �eld k, there

is a simplicial ring A∙ and the augmentation A0
"←←←←→R such that each An is of form [[x1, ⋯ , xmn]]

for some �nite mn, �i(A∙) = 0 for all i > 0, and �0(A∙) ≅ R via ".

Remark 5.1. There is a canonical resolution which uses uncountably many variables. The fact

that there is a resolution with �nitely many variables is because R is noetherian. Note that usually

in most literatures the rings are given as polynomial rings, not power series rings.

Using the Kan resolution, one can construct cotangent complex.

De�nition 5.2. Given a Kan resolution A∙ → R of-algebras, the cotangent complex is de�ned

as

LR/ = ΩA∙/ ⊗A∙ R.

Remark 5.2. This is related to Wiles defect as follows.

Proposition 5.1 (Tilouine-Urban). Let �0 = 1. Then �f = Fitt(H −1(LT / ⊗T ,�f )).

The proof uses that, in �0 = 1, there is a locally complete intersection T0, �nite over , which

surjects onto T .

De�nition 5.3. A simplicial -algebra A∙ is a simplicial artinian ring if �0A∙ is artinian and

�∗A∙ is a �nite �0A∙-module.

Example 5.1. (1) GivenA ∈ Art,k (ordinary artinian ring) and V∙ ∶ Vn → ⋯ → V0 a perfect

complex of �nite free A-modules, we can construct a simplicial artinian ring A ⊕ V∙ ∈
sArt,k such that (A ⊕ V∙)i = A ⊕ "Vi (" means a formal variable with "2 = 0) and all face

maps dj ∶ A ⊕ "Vi → A ⊕ "Vi−1 are the projection to A except the last fact map which is

the projection to Vi−1. Then, quite obviously, �i(A ⊕ V∙) = Hi(V∙). We will particular use

A ⊕ "M[i] ∈ sArt,k , i.e. the construction where in the complex there is only one module

concentrated in one degree.

(2) The category sSets has internal Hom. More precisely, given two simplicial sets X, Y ∈
sSets, there is a simplicial set sHomsSets(X , Y )i = HomsSets(X × Δ[i], Y ).

Now we want to de�ne deformation functor. It should be a functor sD ∶ sArt,k → sSets
which is something like

sD (A) = “

⎧⎪⎪⎪
⎨⎪⎪⎪⎩

liftings of � to GL2(A) which is

unrami�ed outside np, minimal and

Fontaine-La�aille with Hodge-Tate

weights 0, 1

⎫⎪⎪⎪
⎬⎪⎪⎪⎭

”,

but a Galois representation valued in a simplicial ring is a tricky notion to de�ne. We will not

say much about this issue, but roughly speaking it uses the classifying space B GL2(A∙) which

is a simplicial set, and a tower X� = Spec(F� [1/np]) for F� /F unrami�ed outside np. A Galois
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representation valued in GL2(A∙) is something like “{XF ′ → BGL2(A∙)}.” In this way one can also

give local conditions.

The analogously de�ned functor sD is pro-representable by Lurie’s derived Schlessinger crite-

rion; it says if the functor commutes with homotopy �ber products, and if the tangent complex is

concentrated in negative degrees and the tangent space (i.e. the set valued in k[�]/(�2) in degree

0) is �nite. There is some issue with projective limits, so in practice it is better to be viewed as

representable by a projective system R = (R� ) of simplicial artinian rings, which is unique up to

homotopy. What we mean by representable is that there is a morphism

� ∶ lim←←←←←←←←←←←←←←→
�
sHom(R� , −) → sD ,

such that �(A) is a weak equivalence, i.e. it is an isomorphism on the �∗’s. Note that any classical

ring A is simplicial by taking An = A and taking identity maps for face maps. Thus, by a very

formal reason, �0R = R, the classical deformation ring.

Theorem 5.1 (Galatius-Venkatesh for T = , Y. Cai for general T ). There is a natural weak

equivalence

R → R∞⊗S∞,
where R∞⊗S∞ is the simplicial ring constructed out of Kan resolution of R∞ with entries formal

power series rings over S∞.

As �∗(R∞⊗S∞) = Tor
S∞
∗ (R∞,), this means that �∗R = TorS∞∗ (R∞,), and R is the natural object

behind the Tor algebra of Calegari-Geraghty. In particular, in our situation of Bianchi modular

forms,

�∗R = �0 ⊕ �1 = T ⊗ Hom(T ,),
as observed above.

6. Applications.

Theorem 6.1 (Tilouine-Urban). There is a T -equivariant exact sequence

0 → Hom(T ,) ⊗ L/
GV←←←←←←←←←←←←←←←←→H 1

f (F , Ad
0 �m(1) ⊗ L/) → X1(Ad0 �m(1) ⊗ L/) → 0.

Remark 6.1. (1) By the de�nition of Bloch-Kato Tate-Shafarevich group, it is saying that

Hom(T ,)⊗L/ is naturally the p-divisible part of the corank 1 moduleH 1
f (F , Ad

0 �m(1)⊗
L/). Thus, in some sense the map GV coming out of Galatius-Venkatesh theory is a

Bloch-Kato regulator map. If you remember that Hom(T ,) is H 1
m, this map coming out

of simplicial commutative algebra relates Selmer group and topology of Bianchi manifolds.

(2) The map GV is also de�ned in Galatius-Venkatesh, but not in the context of p-divisible

modules, and also under the assumption of T =  (where they prove that the analogous

map is an isomorphism).

We discuss how to de�ne the map GV. As Hom(T ,) ⊗ L/ is already p-divisible, Theorem

6.1 will follow if we de�ne an injective map GV. It is su�cient to de�ne surjective maps

H 2
f (F , Ad

0 �n ⊗ Hom(T ,/$n))� HomT−alg(�1R, Hom(T ,/$n)),

as the desired injective map will be the dual of inductive limit of these surjections, where �n =
�mmod$n

. Thus, Theorem 6.1 will follow from the following
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Theorem 6.2 (Tilouine-Urban). Let An = T /$n
. Let Mn be a �nite An-module. Then, there is a

natural surjection

H 2
f (F , Ad

0 �n ⊗ Mn) → HomT−alg(�1R, Mn).

Proof. Note that the formalism of simplicial deformation theory tells you that

H i+1
f (F , Ad0 �n ⊗ Mn) ≅

{
liftings R → An ⊕ "Mn[i] of

R → An

}
,

where R → An comes from R → T � An. Indeed this makes sense, because if you put i = 0
this becomes a more familiar form. On the other hand, �1R by de�nition is

�1R =
{

morphisms Δ[1] → R of simplicial

sets which restrict to )Δ[1] → 0

}
/homotopy.

Now the de�nition is very simple. Namely, given a lifting R → An⊕"Mn[1] and a loopΔ[1] → R,

we compose this to get Δ[1] → An ⊕ "Mn[1], and we project to Mn[1]. This gives a morphism

Δ[1] → Mn[1] of simplicial sets. As HomsSets(Δ[1], Mn[1]) = Mn, we have constructed a natural

homotopy invariant map

H 2
f (F , Ad

0 �n ⊗ Mn) → Hom(�1R, Mn).
The surjectivity of this map will follow if we can prove that, given a homomorphism �1R →Mn,

we can lift it to R → An ⊕ "Mn[1]. One can prove that, using an explicit presentation of
R∞⊗S∞, one can lift �1R →Mn to R∞⊗S∞ → An ⊕ "Mn[1]. As the direction of the natural weak

equivalence is R → R∞⊗S∞, we can compose to get a desired lift. �
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Gabriel Dospinescu and Wieslawa Niziol, Integral p-adic cohomology of Drinfeld
half-spaces

1. Drinfeld and Lubin-Tate tower.
The objective of this long-term project is to understand the geometric realization of the p-adic

local Langlands and Jacquet-Langlands correspondence via the étale cohomology of the Drinfeld

and Lubin-Tate towers. Roughly the big picture is as follows. On the in�nite level, we have an

isomorphism of the Drinfeld tower and the Lubin-Tate tower (Fargues, Faltings):

LT∞ ≅ Dr∞,

which is a perfectoid space (Scholze, Weinstein).

The Lubin-Tate tower LT∞ sits over ∐ℤ D, where D is the open disc of radius 1. The Gross-

Hopkins map gives ∐ℤ D → ℙ1
C , for C = ℚ̂p . The Lubin-Tate tower LT∞ is then a G = GL2(ℚp)-

torsor over ℙ1
C .

For the other direction, the Drinfeld tower Dr∞ sits over ∐ℤ ℍ, where ℍ is the Drinfeld
upper-half space, for which ℙ1

C − ℙ1(ℚp) can be used. Then obviously there is the natural map

∐ℤ ℍ → ℍ. The Drinfeld tower Dr∞ is then a D×
-torsor over ℍ, where D is the invariant 1/2

division algebra over ℚp (i.e. the nonsplit quaternion division algebra).

Theorem 1.1 (Scholze-Weinstein). The Drinfeld tower Dr∞ is the “G-simply connected cover” of

ℍ. More precisely (although it is still imprecise),

Dr∞ = “ lim←←←←←←←←←←←←←←←
X→ℍ G-equivariant fét cover

X ”.

Proof. The Drinfeld tower comes with abundance of explicit intermediate coverings. Then one

shows that a G-equivariant �nite étale cover is dominated by one of those coverings. �

Thus LT∞ ≅ Dr∞ is an extremely symmetric space where its quotients by G and D×
are ex-

tremely simple spaces. Eventually we would like to compute something like

H 1
ét(LT∞, F� or ℤ� or ℚ� ),

for any prime � . This has an action of Wℚp ×G ×D×
; the action of Weil group comes from the fact

that the tower has an explicit model over the completion of the maximal unrami�ed extension of

ℚp . Thus, we would like to understand it as a representation ofWℚp ×G×D×
. This is an interesting

thing to think about, as the construction works equally well for GLn(F ) for any �nite extension

F/ℚp .

For � ≠ p, this is essentially done. This is due to many people, e.g. Drinfeld, Langlands, Deligne,

Carayol, Faltings, Fargues, Dat, Harris, Taylor, Mieda, Boyer, ⋯, using a lot of machineries, e.g.

vanishing cycles, trace formula, ⋯.

For � = p, this is very mysterious. Apart from that we have no tools from automorphic side, it

has some inherent di�culties.

∙ We have to use p-adic Hodge theory, and this situation is very nasty, namely it is non-

proper, non-algebraic, and even non-quasicompact.

∙ The relevant representation theory is very hard. This is one reason why we work in

GL2(ℚp) case. For example, even for D×
, nobody really knows any good idea on what are

p-adic representations of D×
; mod p is OK, but in the course of lifting to characteristic

zero, one has to face chain of in�nitely many irreducibles.
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Let us forget about the tower for the moment, and illustrate why there are serious di�culties in

computing p-adic cohomology, even at very elementary level. Namely, what is the �rst p-adic

étale cohomology of D? What about ℍ?

Theorem 1.2 (Colmez-Dospinescu-Niziol). (1) H 1
ét(D, ℤp(1)) ≅ 1+TC[[T ]].Or, the p-torsion

on Pic D is bounded.

(2) H 2
ét(D, ℤp(1)) = P̂icD, which is zero if and only if C is spherically complete.

(3) H i
proét(D, ℤp(1)) = 0 for i > 1, and H 1

proét(D, ℤp(1)) = (D)/C .
(4) (originally due to Drinfeld) H 1

ét(ℍ, ℤp(1)) = (∞(ℙ1(ℚp), ℤp)/const. fn.s)∗, the ℤp-dual. In

particular, this is an admissible G-module.

(5) There is an exact sequence

0 → (ℍ)/C → H 1
proét(ℍ, ℚp(1)) → (LC(ℙ1(ℚp), ℚp)/const.)∗ → 0,

where LC means locally constant functions.

Remark 1.1. (1) This suggests that the cohomology along the Lubin-Tate side is horrible,

whereas the cohomology along the Drinfeld side is much nicer. For example, even though

one might think 1 + TC[[T ]] is a nice-looking thing, as a Galois module, it contains

every Galois representation having 0 as a Hodge-Tate weight, which is useless. On the

other hand, (∞(ℙ1(ℚp), ℤp)/const.)∗ only has trivial Galois representation inside, which is

as expected.

(2) The reason why the pro-étale cohomology of ℍ has a huge chunk of (ℍ)/C inside is

because ℍ is non-quasicompact. Basically, computing pro-étale cohomology of ℍ is the

same as computing étale cohmologies of all a�noid coverings of ℍ, which have a lot of

denominators. In particular, we could have just put pro-étale everywhere as for integral

coe�cients pro-étale cohomology and étale cohomology are the same.

(3) Even though the situation is nicer on the Drinfeld side, we have to cut out (pro-)étale

cohomology as soon as one starts to climb up the Drinfeld tower. In particular, the integral

pro-étale cohomology will be not admissible, even for a cyclic cover of degree > 1 prime

to p over ℍ.

2. Completed cohomology of Drinfeld tower.
Ideally, in the hope that the p-adic cohomology of Drinfeld tower realizes the p-adic local

Langlands correspondence, we would like to study the functor

V ↦ HomWℚp (V , H
1
ét(LT∞, ℚp(1))) =∶  (V ),

for a p-adic local Galois representation V . In particular,  (V ) has an action of G × D×
, so the

best hope is that this is just a tensor product of local Langlands correspondence and its Jacquet-

Langlands transfer. This is what happens in the � -adic world.

Remark 2.1. (1) We don’t put pro-étale cohomology, because as we saw above, the pro-étale

cohomology has a huge chunk inside in general.

(2) In fact, in the � -adic case, H 1
ét(LT∞, ℚ� (1)) is very close to being semisimple, and we have a

complete description of the whole space. This can never happen in the p-adic case. Very

informally and intuitively, H 1
ét(LT∞, ℚp(1)) is something like “C∞(G × D×, ℚp).”

Unfortuantely, this functor is very complicated, and every naive conjecture one might suggest

seems to be wrong. But it is strongly believed that the functor should contain both p-adic local

Langlands and p-adic Jacquet-Langlands.
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Alternatively, one can try to study something smaller, e.g. the D×
-smooth power,  (V )D×−sm,

which will be related to the study of Drinfeld tower, i.e. G-action onH 1
ét(“ LT∞ /(1+pnD)”, ℚp(1)),

or similarly  (V )G−sm, and study the analogous étale cohomology of Lubin-Tate tower. As we

have illustrated that the Lubin-Tate side has more mysterious cohomology, we will stick to the

Drinfeld tower side.

Remark 2.2. Of course, taking quotient here does not necessarily have any geometric meaning.

If you want, one might try to use Scholze’s theory of diamonds. However, in this speci�c case,

LT∞ /(1 + pnD) is a (non-proper) rigid analytic space in the most classical sense.

We can even study these �nite level stu�s at once, by considering

(
lim←←←←←←←←←←←←←←→
n
H 1(LT∞ /(1 + pnD), ℤp(1)))

∧

,

where here ∧ means p-adic completion. This turns out to be much smaller than the cohomology

of the perfectoid space H 1
ét(LT∞, ℤp(1)).

Now here comes a similarity to completed cohomology: at �nite level, étale cohomology sees

only “nice” representations, but after taking p-adic completion, one sees a lot more representa-

tions; just like completed cohomology sees much more representation than just those of global

nature because of p-adic completion process.

Theorem 2.1 (Colmez-Dospinescu-Niziol). For V an absolutely irreducible Gℚp -representation of

dimension ≥ 2,  (V )D×−sm is nonzero only if V is 2-dimensional, de Rham, Hodge-Tate weights 0,1

andWD(V ) is irreducible.

This tells us that the �rst étale cohomology of the rigid analytic space LT∞ /(1 + pnD) is in

some sense “de Rham.” This is very nontrivial, as we have seen that already the rigid open ball

has p-adic étale cohomology that sees all sorts of Galois representations.

Remark 2.3. To be fair, the above result does not guarantee whether there is a non-de Rham

subquotient of H 1
ét(LT∞ /(1 + pnD), ℚp(1)); it is only about (�nite-dimensional) subrepresenta-

tions.

This is some sort of “classicality.” On the other hand, we expect the following.

Conjecture 2.1 (Colmez-Dospinescu-Niziol). Let V be a 2-dimensional Gℚp -representation. Let

̂ (V )D×−sm ∶= HomWℚp (
V ,

(
lim←←←←←←←←←←←←←←→
n
H 1(LT∞ /(1 + pnD), ℤp(1)))

∧

)
.

Then,

̂ (V )D×−sm ∼←←←←←←←←→ JLp(V )⊗̂Π(V )∗,
where JLp(V ) is an admissible unitary in�nite-dimensional representation of D×

of �nite length, and

Π(V ) is the p-adic local Langlands correspondent.

In particular, JLp(V ) is hypothetical p-adic Jacquet-Langlands correspondence, whose smooth

vectors realize the classical local Jacquet-Langlands correspondence. This expectation comes

from the following main theorem, which is about uncompleted cohomology.
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Theorem 2.2 (Colmez-Dospinescu-Niziol). Let V be a 2-dimensional de Rham Gℚp -representation

such that Hodge-Tate weights are 0,1 andWD(V ) is irreducible. Then,
HomWℚp (V , lim←←←←←←←←←←←←←←→

n
H 1
ét(LT∞ /(1 + pnD), ℚp(1))) = JL(V ) ⊗ Π(V )∗,

where JL(V ) is now the �nite-dimensional irreducible smooth representation of D×
attached by the

local Jacquet-Langlands correspondence and the classical local Langlands correspondence onWD(V ).

Using this, for “nice” V (i.e. 2-dimensional, de Rham, ⋯), Colmez-Dospinescu-Niziol could

prove that JLp(V ), which can be just de�ned as a Hom space from Π(V )∗ to ̂ (V )D×−sm, is nonzero

and has smooth vectors equal to JL(V ). This is thus some sort of local-global compatibility.

Main question. How to show JLp(V ) ≠ 0 for all 2-dimensional V ?

Strategy. We can use Scholze’s functor, which we denote it as H , which sends G-representations

to D× × Gℚp -representations, because for G = GL2(ℚp), his functor is “generically” just

H(Π) = HomG(Π∗, H 1
ét(LT∞, ℚp(1))).

Remark 2.4. One conceptual explanation why we see Π∗’s, not Π’s, is because what we really

want is Hom(H 1
ét,c , Π). Of course, we don’t have Poincaré duality or anything general in this

context, so we have to prove everything by hand.

Scholze showed thatH preserves admissibility, and is “compatible with patching.” Thus we can

try to transfer the problem of showing that H(Π) ≠ 0 to a “global statement,” that the support of

the patched module for D×
is the whole deformation space.

This is in general a very hard problem; even though the support contains every classical point,

you don’t know it is everything because the patched module is not of �nite type over the defor-

mation ring so the support is a priori not closed. Even in the case ofGL2(ℚp), the proof of this fact

uses p-adic local Langlands correspondence. However, this fact will follow from the following

conjecture, which is expected to hold in much greater generality.

Conjecture 2.2. Let (Shn) be a tower (along p, with �xed tame level) of Shimura curves for a

quaternion algebra over ℚ which is rami�ed at p and split at ∞. Let X = lim←←←←←←←←←←←←←←→n
H 1
ét(Shn, Fp). Then,

the Gelfand-Kirillov dimension of all Hecke eigenspaces in X is 1.

This is about asymptotic growth of dimension of Hecke eigenspaces.

∙ Emerton showed that this is true for modular curves, which is essentially the only known

case.

∙ Paskunas showed that Conjecture 2.2 is true when you localize at Eisenstein maximal

ideal, i.e. when the corresponding Galois representation is residually reducible. Thus,

via this strategy, we get the desired result that JLp(V ) ≠ 0 for residually reducible Galois

representations.

3. Drinfeld symmetric spaces.
We now study the étale cohomology of Drinfeld symmetric spaces. Fix a �nite extension K/ℚp ,

and let C = K̂ . From now on we set G ∶= GLd+1(K).

De�nition 3.1. The Drinfeld symmetric space ℍd
K is ℙd

K ⧵⋃H∈H H , where H is the set of K -
rational hyperplanes in ℙd

K . This is a rigid analytic space with a natural G-action.
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We have the following classical calculations.

Theorem 3.1 (Schneider-Stuhler). (1) For � ≠ p, there is a G × GK -equivariant isomorphism

H r
ét(ℍd

C , ℚ� (r)) ≅ Spr (ℤ� )∗ ⊗ ℚ� ,

where Spr is the “generalized Steinberg representation,” and the RHS has a trivial GK -action.

Similarly, there is a G × GK -equivariant isomorphism

H r
proét(ℍd

C , ℚ� (r)) ≅ Spr (ℚ� )∗,

where the RHS has a trivial GK -action.

(2) For � = p, there is a G-equivariant isomorphism.

H r
dR(ℍd

K ) ≅ Spr (K)
∗.

Remark 3.1. We brie�y recall how the (pro-)étale cohomology of ℍd
C can be computed. As ℍd

C
is a Stein space (which uses that coherent cohomology is acyclic), there is a chain of a�noids

Un b Un+1. Then we have

RΓét(ℍd
C , ℚ� ) ≅ (holimn RΓét(Un, ℤ� )) ⊗ ℚ� ,

RΓproét(ℍd
C , ℚ� ) ≅ holimn RΓét(Un, ℚ� ).

4. Generalized Steinberg representations.
Before we proceed, we should know what generalized Steinberg representations are.

De�nition 4.1. For an abelian group A, let

Spr (A) ∶=
LC(G/P{1,⋯,d−r}, A)

∑P ′)P{1,⋯,d−r} LC(G/P ′, A)
,

where LC means the space of locally constant functions, and P{1,⋯,s} is the parabolic subgroup corre-
sponding to the partition (s + 1, 1, ⋯ , 1) of d + 1.

Remark 4.1. Let A be a �eld of characteristic either 0 or p.

(1) The generalized Steinberg representation Spr (A) is irreducible (Grosse-Klönne for char-

acteristic p case). Note that this is false for a �eld of characteristic � ≠ p.

(2) More generally, for any subset I ⊂ {1, ⋯ , d+1}, a similar construction yields SpI (A), which

is irreducible. All the irreducible constituents of LC(H/B, A) are of this form.

(3) For any I ⊂ {1, ⋯ , d + 1}, SpI (A) is, up to A×-homothety, the unique G-stable lattice in

SpI (A).

Theorem 4.1 (Colmez-Dospinescu-Niziol). (1) There is an exact sequence

0 → Ωr−1(ℍd
C)/ ker d

Bloch-Kato exponential←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←→H r
proét(ℍd

C , ℚp(r)) → Spr (ℚp)∗ → 0,

of Fréchet space representations of G × GK , and d is the de Rham di�erential.

(2) There is an G × GK -equivariant isomorphism

H r
ét(ℍd

C , ℚp(r)) ≅ Spr (ℤp)∗ ⊗ ℚp .

(3) There is an G × GK -equivariant isomorphism

H r
ét(ℍd

C , ℤp(r)) ≅ Spr (ℤp)∗.
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Remark 4.2. (1) The exact sequence of Theorem 4.1(1) has the following motivic meaning:

H r
(“XC rel XC /(p)”, ℚp) → H r

(XC , ℚp) → H r
(XC /(p), ℚp),

for some formal model X of ℍd
C . Thus, Spr (ℚp)∗ in some sense “comes from the special

�ber,” while Ωr−1(ℍd
C)/ ker d is in some sense the “de Rham part” of the pro-étale cohomol-

ogy.

(2) The d = 1 case of Theorem 4.1(2) is due to Drinfeld and Fresnel-van der Put. The proof

uses Kummer theory and vanishing of Picard groups for {Un}.

The proof of Theorem 4.1 uses p-adic Hodge theory:

(Step 1) Compute de Rham cohomology, Frobenius action and monodromy.

(Step 2) Pass to étale cohomology via comparison theorems; for (1) and (2), one uses Tsuji’s com-

parison theorem on relating nearby cycles with syntomic complexes. To be more descrip-

tive, let j ∶ ℍd
C ↪ XC . Then, the nearby cycles functor RΨ = Rj∗ in this context applied

to ℤ/pnℤ(r), for r ≥ 0, is compared via

�≤rSn(r)
N(d,r)
≅ �≤rRΨℤ/pnℤ(r),

where �≤r is truncation, Sn(r) is the “syntomic complex”, which should be thought as a

Frobenius �ltered eigenspace of absolute crystalline cohomology, and

N(d,r)
≅ means the

complexes are quasi-isomorphic up to the constantN(d, r)which depends on d, r , or more

precisely, the cone has cohomology killed by pN(d,r).
For (3), one has to use Bhatt-Morrow-Scholze and its extension by Cesnavicius-Koshikawa

and use Ainf-cohomology.

5. Proof of Theorem 4.1.
We will discuss the proof of Theorem 4.1 more detailedly.

Proof sketch of Theorem 4.1. Let X be the standard semistable model for ℍd
K . We use the following

Theorem 5.1 (Grosse-Klönne). Let Ω∙
log be the log de Rham complex. Then, H i(X, Ωj

log) = 0 for all
i > 0, j ≥ 0, while H 0(X, Ωj

log) is killed by the de Rham di�erential d . We call such object strongly
ordinary.

This is proved by showing acyclicity of local systsems on pieces of Bruhat-Tits building. This

implies that

H r
dR(X) ≅ H 0(X, Ωr

log).
Now to prove (2), we use the following

Theorem 5.2 (Colmez-Dospinescu-Niziol). Recall that Spr (ℤp)∗ can be thought as a suitable quo-

tient of ℤp-valued measures on H r+1
, the space of K -rational hyperplanes in K d+1

. Using this, one

can construct the Hodge-Tate regulator
rHT ∶ Spr (K )∗ → H 0(X, Ωr

log),
and the de Rham regulator

rdR ∶ Spr (K )∗ → H r
dR(X).

Then, both regulators are isomorphisms, and they are compatible with the isomorphism we got from

the Theorem of Grosse-Klönne,

H r
dR(X) ≅ H 0(X, Ωr

log).
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To prove this, we recall the isomorphism of Schneider-Stuhler,

�S ∶ H r
dR(X ) ∼←←←←←←←←→Spr (K)

∗,

where we denote ℍd
K as X . Iovita-Speiss made this isomorphism explicit; namely, there is an exact

sequence

0 → (H r+1, K)deg → (H r+1, K) → Spr (K)
∗ → 0,

where  is the space of distributions, and (H r+1, K)deg is a certain subspace, so that there is a

commutative diagram

(H r+1, K)
rdR //

&&

H r
dR(X )

�S
��

Spr (K)∗

where rdR is explicitly given by

rdR(�) = ∫
H r+1

!H0,⋯,Hr�(H0, ⋯ , Hr ),

where

!H0,⋯,Hr = dlog
�H1
�H0

∧ dlog
�H2
�H0

∧ ⋯ ∧ dlog
�Hr
�H0

,

is the de Rham symbol, where �Hi is a linear form de�ning Hi . Using the explicit nature of this

isomorphism (plus some integral and representation theory computations) to lift this isomor-

phism �S to K .

This also gives

H r (X0,WΩ∙
X0/0

F
) ≅ Spr (F )∗,

whereX0 is the special �ber ofX,F = W(k),0
F is the log scheme SpecF with log structure 1 ↦

0, andWΩ is the de Rham-Witt complex, so that the LHS computes the Hyodo-Kato cohomology.

Similarly, one has

H 0
ét(X0,WΩr

log) ∼←←←←←←←←→H 0
ét(Xk ,WΩr

log) ≅ Spr (ℤp)∗,
where now one uses the log de Rham-Witt complex. In fact, there is an isomorphism

H r
ét(X0, ℤp(r)) ≅ H 0

ét(Xk ,WΩr
log).

From this, we use Artin-Schreier theory. Recall that Ainf can be de�ned as

Ainf = W(♭
C),

and that it comes equipped with � ∶ W(♭
C) → C whose kernel is a principal ideal, say gener-

ated by � . Then, on (XC)proét, consider the Artin-Schreier sequence

0 → ℤ̂p → Ainf
1 − '←←←←←←←←←←←←←←←←←←←←←←←←←→Ainf → 0.

Now also consider � ∶ (XC)proét → (XC )ét. The nearby cycles through this gives

R�∗ℤ̂p ≅ (R�∗Ainf)'=1.

There is a twisted Artin-Schreier sequence on (XC)proét,

0 → ℤ̂p(r) → Ainf{r}
1 − '−1←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←→Ainf{r} → 0,
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where Ainf{r} = 1
�rAinf(r), � = ["] − 1 and " = (1, �p , ⋯). This gives after the nearby cycles functor

R�∗ℤ̂p(r) ≅ (R�∗Ainf{r})'
−1=1.

Now the Ainf-cohomology of Bhatt-Morrow-Scholze(+Cesnavicius-Koshikawa) de�nes

AΩXC
= L�∗R�∗Ainf ∈ D≥0((XC )ét, Ainf),

which can give every other known cohomology. For example, the de Rham cohomology can be

extracted via

AΩXC
/� ≅ Ω∗

XC /C
.

Note the following

Theorem 5.3 (Bhatt-Morrow-Scholze).

�≤r (�≤rAΩXC
{r})'−1=1 ≅ �≤rR�∗ℤ̂p(r).

Using this, we have an exact sequence

0 → H r−1
ét (XC , AΩXC

{r})/(1 − '−1) → H r
ét(XC , ℤp(r)) → H r

ét(XC , AΩXC
{r})'−1=1 → 0.

From this, everything boils down to calculating H r
ét(XC , AΩXC

{r}) with the '−1-action. This is

done in the following

Theorem 5.4 (Colmez-Dospinescu-Niziol). There exists a natural isomorphism, compatible with

'−1-action,
rinf ∶ Ainf⊗̂ Spr (ℤp)∗ ∼←←←←←←←←→H r

ét(XC , AΩXC
{r}).

�
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Tony Feng, The Galois action on p-adic symplectic K -theory

The paradigm is that cohomology of arithmetic groups is interesting. We will today study the

homotopy theory and K -theory of arithmetic groups.

1. Moduli of abelian varieties.
Let us remember what is a polarizable abelian variety over ℂ. It is uniformized by ℂg

, so it is

ℂg/Λ for some lattice Λ with basis say ⟨e1, ⋯ , eg , f1, ⋯ , fg⟩. As it has a complex structure, we have

a relation

⎛
⎜
⎜
⎝

f1
⋯
fg

⎞
⎟
⎟
⎠
= �

⎛
⎜
⎜
⎝

e1
⋯
eg

⎞
⎟
⎟
⎠
,

for � ∈ Mg×g(ℂ). That it is polarizable translates into � = �T and im � > 0. Thus, � is parametrized

by ℍg = {� ∈ Mg×g(ℂ) ∣ � = �T , im � > 0} =∶ ℍg . As there is Sp2g(ℤ) much ambiguity in choosing

bases, we see that

g(ℂ) = ℍg/ Sp2g(ℤ).
Thus, H ∗(g(ℂ)) = H ∗(Sp2g(ℤ)) (even though g(ℂ) is not the classifying space of Sp2g(ℤ), i.e.

Sp2g(ℤ)-action is not free, it is �nite order). As g,ℂ admits a ℚ-algebraic variety structure, we

see that the group cohomology of Sp2g(ℤ) admits Gal(ℚ/ℚ)-action via comparison isomorphism.

2. Algebraic K-theory.
Let’s review how algebraic K -theory is de�ned. For example, Ki(ℤ) = �i(B GL∞(ℤ)+) for i > 0,

where GL∞(ℤ) = lim←←←←←←←←←←←←←←→GLn(ℤ), and the plus construction is a general construction X → X +
for

perfect normal subgroup N E �1(X ) such that �1(X +) = �1(X )/N ; in this case we choose N =
SL∞(ℤ) = [GL∞(ℤ), GL∞(ℤ)]. A fact is that X → X +

gives an isomorphism on homology.

Now we can de�ne K Sp
i (ℤ) ∶= �i(B Sp∞(ℤ)+), with N = [Sp∞(ℤ), Sp∞(ℤ)]. It is plausible to

believe that Gal(ℚ/ℚ) acts on K Sp
i (ℤ).

AlgebraicK -theory ofℤ is closely related to number theory. For example, there is the following

Theorem 2.1 (Mazur-Wiles, Rost-Voevodsky).

� (1 − 2i) = ±2i
#K4i−2(ℤ)
#K4i−1(ℤ)

,

for i ≥ 1.

Also, the Vandiver’s conjecture is equivalent to K4i(ℤ) = 0 for all i > 0.
Now we have a map

K Sp
i (ℤ) = �i(B Sp∞(ℤ)

+) → Hi(B Sp∞(ℤ)) = Hi(Sp∞(ℤ)).
Note that H∗(Sp∞(ℤ)) has algebra structure coming from Sp2g × Sp2g′ → Sp2(g+g′). How are the

two di�erent? In the case of rational coe�cients, K Sp
i (ℤ) ⊗ ℚ maps to the set of primitive

elements of the Hopf algebra H∗(Sp∞(ℤ)) ⊗ ℚ. As Hopf algebra is determined by primitive

elements, they encode the same information. On the other hand, for p-adic coe�cient case,

K Sp
i (ℤ, ℤp) → Hi(Sp∞(ℤ), ℤp) gives an isomorphism

K Sp
i (ℤ, ℤp) ∼←←←←←←←←→Hi/decomposables,

for i < 2p − 2 (decomposable into low-degree terms, involving Massey products).
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3. Main result.
Recall that there is the Hodge bundle !g over g . Taking the i-th Chern class, we get chi(!g) ∈

H 2i(g , ℤp(i)). This gives a map H2i(g , ℤp) → ℤp(i), which is viable for limit-taking process.

Thus, we get what’s called Hodge map

K Sp
2i (ℤ, ℤp) → H2i(B Sp∞(ℤ), ℤp) → ℤp(i),

which turns out to be Galois-equivariant.

Theorem 3.1 (Feng-Galatius-Venkatesh). The Hodgemap is the universal extension ofℤp(2i−1)
as Gal(ℚ/ℚ)-representations, which has splitting at p.

Here, the universal extension is the initial object of the category of � ∶ U � M of Γ-modules

together with splitting of �|H , for Γ pro�nite, H E Γ, and M a Γ-module.

Remark 3.1. The kernel of the universal map K Sp
4i−2(ℤ, ℤp) → ℤp(2i − 1) is K4i−2(ℤ, ℤp) (which is

a consequence of GLg ↪ Sp2g via Levi), which is related to L(1 − 2i).

Remark 3.2. In proving R = T theorems, one shows that cohomology of arithmetic groups is

also “universal”.

An application of this theorem is that this gives an obstruction to existence of families of abelian

varieties. Namely, the “volume” of the (2i − 1)-dimensional support of family of abelian varieties

should be divisible by primes dividing #K4i−2.

4. Idea of proof.
We will only talk about i < 2p −2. The basic idea is to write down enough classes on which Ga-

lois action can be computed explicitly. The group structure ofH∗(Sp2g(ℤ)) can be mostly exploited

by using maps of form �q ↪ Sp2g(ℤ), and we know well about homology of cyclic group.

To understand the Galois action, we need to upgrade this to algebraic geometry, i.e. need to

understand maps of form B�q → g , or abelian varieties with CM by �q. The Galois action by

� ∈ Gal(ℚ/ℚ) on the pushforward of a class in homology of cyclic group by CM abelian variety

A is the pushforward by A�
of the same class, so we need to use main theorem of CM.
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Karol Koziol, Serre weight conjectures for unitary groups

1. Reinterpreting the Serre’s conjecture.
Recall that the classical Serre’s conjecture is the following.

Conjecture 1.1 (Serre’s conjecture, weak form). Suppose � ∶ Gal(ℚ/ℚ) → GL2(Fp) is continuous
irreducible odd Galois representation. Thne, there is a cuspidal eigenform f such that � ≅ �f .

On the other hand, the strong form of Serre’s conjecture gives the explicit recipe for the

minimum weight k(�) and level N(�) that you can take for f . The minimum level is easy: N(�) is

prime-to-p Artin conductor of �. In particular, it only depends on �|G� for � ≠ p.

The minimum weight recipe on the other hand is more complicated. We will just mention that

2 ≤ k(�) ≤ p + 1 (under Serre’s recipe weight 1 is not considered) and it depends only on �|Ip .

Example 1.1. If �|Ip ∼ (
!a ∗
0 1) for 2 ≤ a ≤ p − 3, where ! is the cyclotomic character, then

k(�) = a + 1.

The weak form is a theorem of Khare-Wintenberger and Kisin. Interestingly, that the weak

form implies the strong form is shown by Edixhoven, Gross, Ribet, Coleman-Voloch much earlier

(in ’90s). Not only it is of independent interest, this is used in the proof of weak form.

We are interested in generalizing this to other groups and �elds. Firstly we would have to con-

template how to even generalize the notions, because for example there is no notion of “minimal

weight”; generally a weight is given by not just one integer but some tuple of integers.

De�nition 1.1. A Serre weight is an irreducible representation of GL2(Fp) over Fp .

It is easy to see that any Serre weight is of the form

Syma(F2p) ⊗ det b,
where 0 ≤ a ≤ p − 1 and 0 ≤ b ≤ p − 2.

De�nition 1.2. De�ne

W(�) = {V Serre weight ∣ ∃Hecke eigenclass � ≠ 0 in H 1
ét(Y1(N ),) associated to � for some (N , p) = 1,

where  is the local system associated to V}.

Then the strong Serre conjecture is about explicit description of W(�).
Building on work of Buzzard-Diamond-Jarvis, Schein,⋯, the work of Gee-Herzig-Savitt de�nes

a set W ?(�) “obtained combinatorially.” For example, if �|Ip is semisimple, then W ?(�) is related

to Deligne-Lusztig representations.

Example 1.2. If �|Ip = (
!a 0
0 1) for 2 ≤ a ≤ p − 3, then W ?(�) = {Syma−1, Symp−2−a ⊗ deta}. The

recipe is

“(JH(IndGL2(Fp)B ([!a]� 1)))”

That the strong Serre conjecture is implied by the weak Serre conjecture in this setting is

W(�) = W ?(�).
This is useful as this is viable for generalization to other �elds and groups.
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2. Totally real �elds.
Let now F be a totally real �eld. The weak form of Serre’s conjecture for Hilbert modular forms

should be that any continuous, irreducible, totally odd � ∶ Gal(F /F ) → GL2(Fp) is modular. There

is also a recipe for W ?(�).
The weak form, that W(�) ≠ ∅, is out of reach, but we can still ask if weak implies strong.

Theorem 2.1 (Gee, ⋯). If � is modular, and if � satis�es Taylor-Wiles condition, then W(�) =
W ?(�).

3. Unitary groups.
Let F again be a totally real �eld, p be unrami�ed in F , and F̃ be a CM extension of F such that

F̃ /F is unrami�ed everywhere, and for all v ∣ p in F , v is inert in F̃ . Let U2 /F be a unitary group

de�ned with respect to F̃ /F , compact at in�nity, quasisplt at every v, and is a p-adic unitary group

at every v ∣ p.

Galois representations we will be considering is of form

� ∶ Gal(F /F ) → C U2(Fp),

where
C U2(Fp) is the “C-group” in the sense of Buzzard-Gee. It is of form (GL2(Fp)×F

×
p)oGal(F̃ /F ).

The analogue for oddness here is that � has cyclotomic determinant (where determinant is just

the projection to the second factor, “the Gm-factor”).

Remark 3.1. One has a similar setting in this case too.

∙ C U2 is an enhancement of
L U2.

∙ Serre weights in this case are representations of ∏v∣p U2(kṽ/kv) where ṽ is the place of F̃
above v.

∙ One can de�ne W(�), using cohomology of symmetric space associated to U2.
∙ W ?(�) can be de�ned combinatorially.

Theorem 3.1 (Koziol-Morra). SupposeW(�) is nonempty, � is semisimple and “generic” at places

above p, � satis�es some strengthening of Taylor-Wiles hypothesis, plus some technical assumption.

Then,W(�) = W ?(�).
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Jessica Fintzen, Representations of p-adic groups

1. Constructing supercuspidal representations.
Let G be a connected reductive group over a local �eld F with residue characteristic p > 0. We

want to consturct all irreducible smooth representations of G(F), over ℂ, or F� for � ≠ p. Every-

thing is built out of (super)cuspidal representations. We know how to construct (super)cuspidal

representations for GLn (Bushnell-Kutzko), classical groups, inner forms of GLn, ⋯.

For a general reductive group, Moy-Prasad invented the notion of depth of representations,

and in particular classi�ed all depth 0 representations. Many more representations of greater

depth were constructed by J. K. Yu, and Ju-Lee Kim proved that all representations are obtained

by this way if p is very large and char F = 0. This does not exhaust every representation, because

Reeder-Yu constructed all of the so-called epipelagic reprsentations (∼ small depth) that give

some new representations when p is small.

Theorem 1.1 (Fintzen). Suppose G splits over a tamely rami�ed extension of F . Assume that p -
|W |. Then, Yu’s construction yields all supercuspidal representations.

So p does not have to be “too large,” given the following table.

Type |W |
An (n + 1)!
Bn 2n ⋅ n!
Cn 2n ⋅ n!
Dn 2n−1 ⋅ n!
E6 27 ⋅ 34 ⋅ 5
E7 210 ⋅ 34 ⋅ 5 ⋅ 7
E8 214 ⋅ 35 ⋅ 52 ⋅ 7
F4 27 ⋅ 32
G2 22 ⋅ 3

Remark 1.1. (1) The work above exhibits types for all irreducible representations.

(2) It is expected that p - |W | is optimal in general.

Theorem1.2 (Fintzen). An analogous construction yields all irreducible cuspidalF� -representations.

2. Moy-Prasad �ltration.
How do we construct supercuspidal representations?

(1) We pick a compact mod center open subgroup K of G(F),
(2) and then construct a representation of G(F) out of this.

Example 2.1. Let G = SL2(F ). Then we can take

K = (
1 + t t
 1 + t) × {±1}.

Now K has a �ltration whose subquotients are �nite groups of Lie type. For example the �rst

�ltration is

(
1 + t t
 1 + t) × {±1} ⊃ (

1 + t t2
t 1 + t) × {±1},

and the quotient is (
0 Fq
Fq 0 ).
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In general, a Moy-Prasad filtration for SL2, starting from (
 
 ), is

(
 
 ) ⊃ (

1 + t t
 1 + t) ⊃ (

1 + t t2
t 1 + t) ⊃ (

1 + t2 t2
t 1 + t2) ⊃ (

1 + t2 t3
t2 1 + t2) .

In general, a Moy-Prasad �ltration is constructed out of the Bruhat-Tits building. Namely, one

�xes a point in the building, and one gets �ltration by taking the stabilizer of a ball of growing

radius around the point. In particular, the example we had started from depth 1/2. In general

Gx,0/Gx,0+ is a �nite group of Lie type, whereas Gx,r /Gx,r+ is abelian, where r is a radius > 0.

Theorem 2.1 (Fintzen). We have a description of this quotient in terms of Weyl modules, Vinberg-

Levy representations and special �bers of a global object.
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Chan-Ho Kim, On the quantitative variation of congruence ideals of modular forms

1. Congruence of modular forms.
Congruence of modular forms has a lot of arithmetic applications.

Example 1.1. Greenberg-Vatsal proved that if two modular forms are congruent modulo p, then

the Iwasawa Main Conjectures for two modular forms are equivalent.

Ribet used cusp forms congruent to Eisenstein series to construct abelian extensions of ℚ(�691).

�estion. Given a cusp newform f of level Γ0(N ) and weight k, how “many” eigenforms con-

gruent to f modulo p exist in Sk(Γ0(N ))?

To understand the problem, we would like to reformulate the notion of congruence of modular

forms. Let F� be a �nite extension of ℚp generated by Fourier coe�cients of f , after choice of

embeddingℚ ↪ ℚp . Suppose further that the residual Galois representation �f ∶ Gℚ → GL2(F�),
where F� is the residue �eld of F� .

Associated to a newform f is an algebra homomorphism �f ∶ TN � � where TN is the Hecke

algebra in End(Sk(Γ0(N ), ℤp)). Then, Galois conjugacy classes of f are in one-to-one correspon-

dence with pf = ker(�f ) height 1 prime ideals of TN . Now, f ≡ g(mod p) means pf and pg lie

both in the same maximal ideal m of TN (which is equivalent to �f ≅ �g). Motivated from this

observation, we can try to de�ne the following.

De�nition 1.1. Let Φf = pf /p2f be the cotangent space of TN /pf . Then, the congruence ideal
�f (N ) is de�ned by �f (AnnTN (pf )) ⊂ �.

The congruence ideal is the gadget that precisely measure congruences of the above form.

2. A variant.
One can try to further restrict to the problem of detecting congruences between newforms.

Let N = N +N −
, where N −

is assumed to be square-free. Then, consider TN−
N , the N −

-new quotient

of TN . Then, the homomorphism �f ∶ TN → � factors through TN −

f ∶ TN −

N → �.

De�nition 2.1. The N −
congruence ideal �f (N +, N −) is de�ned by

�f (N +, N −) = �N −

f (AnnTN−
N
(pN −

f )),

where pN
−

f = ker(�N −

f ).

The di�erence between �f (N +, N −) and �f (N ) is that �f (N +, N −) quanti�es level. In particular,

it captures information about level-lowering at � ∣ N −
.

3. Level lowering.

Conjecture 3.1 (Pollack-Weston). For a squarefree N = aqb where q is prime, and if k = 2, then

ord�(�f (n/b, b)) = tf (q) + ord�(�f (
n
bq
, bq)),

where tf (q) is the “Tamagawa exponent,” namely the largest integer t such that Af [�t] is unrami�ed

at q (so that Af [�t+1] is rami�ed at q), where Af = Vf /Tf is the divisible Galois representation.

Theorem 3.1 (Pollack-Weston). Assuming the following technical asusmptions, the above conjec-

ture holds:

∙ � has a “big image,” i.e. it contains SL2(Fp),
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∙ if � ∣ qb and � ≡ ±1(mod p), then � is rami�ed at � ,
∙ and � is rami�ed at at least 2 primes.

Their proof uses a method of Ribet-Takahashi, which compares degrees of parametrizations of

elliptic curve by modular curve and Shimura curve. In particular, the method does not work if

k > 2.
Such theorem has several interesting arithmetic consequences.

(1) If N −
is a product of odd numbers of primes (plus some technical assumptions, regarding

“mod p multiplicity one principle” for Hecke modules), then one can explicitly compute

the di�erence between the so-called Gross period of the de�nite quaternion algebra ram-

i�ed at N −
and Hida-Shimura’s canonical period attached to f . Speci�cally,

ord� (
ΩN −

f

Ωf ) = ∑
q∣N −

tq(f ),

where ΩN −

f is the Gross period and Ωf is Hida’s canonical period.

(2) In a similar situation, if f is ordinary, as well as ap(f ) ≢ ±1(mod p), then the theorem

can be used to prove the �-part of the anticyclotomic Iwasawa Main Conjecture, for an

imaginary quadratic �eld K under certain assumptions (more precisely, (disc(K), Np) = 1,
� ∣ N −

inert in K , � ∣ N +
split in K ).

(3) If N −
is even, under technical assumptions, one can explicitly compute the “level lowering

congruences,” namely for B the quaternion algebra corresponding to N −
,

ord� (
⟨f , f ⟩Γ0(N )
⟨fB, fB⟩Γ ) = ∑

q∣N −
tq(f ).

(4) Kato’s Kolyvagin systems can be “primitive”, which has implications towards cyclotomic

Iwasawa Main Conjecture.

Theorem 3.2 (Kim-Ota). Let p be odd, f ∈ Sk(Γ0(N )), N = N +N −
, as before.

(1) �|Gℚ(
√
p∗)
is absolutely irreducible, where p∗ = (−1)

p−1
2 p.

(2) 2 ≤ k ≤ p − 1, i.e. Fontaine-La�aille range.
(3) p, N +, N −

are pairwise relatively prime.

(4) N −
is squarefree.

(5) If q ≡ ±1(mod p), q ∣ N −
, then � is rami�ed at q.

Then, ord�(�f (N )) = ∑q∣N − tq(f ) + ord�(�f (N +, N −)).

Proof. There is no direct geometric argument, so we need an R = T theorem by Diamond-Flach-

Guo (Dimitrov for Hilbert modular forms). Very classical computation is that

# Sel(ℚ, ad0(�f ) ⊗ F�/�) = #Φf = #�/�f (N ) =
L(ad0(f ), 1)
Ω+
fΩ−

f
.

To compute the size of �f (N +, N −), one might try to change a local Selmer condition to re�ect � |N −

and � - N(�), but this is not good, as unioning two local conditions is not a good deformation

condition (Steinberg at � and ⋯). To avoid this, we use a simple trick to “send the problem to the

L-value side”, by comparing Euler factors of adjoint L-functions. �
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Michael Schein, Supersingular mod p representations of p-adic groups

1. What we know about supersingular representations.
Let G = GL2(F ) for a p-adic �eld F/ℚp , K = GL2(F ) and consider the Iwahori subgroup

I =
{

(
a b
$c d) ∈ K

}
and the pro-p Iwahori subgroup I1 =

{

(
1 + $a b
$c 1 + 'd) ∈ K

}
, the pro-

p-Sylow subgroup of I . It is a maximal open pro-p subgroup of G.

Recall that weights V are irreducible K -representations. If k = Fp is the residue �eld of F ,

then weights are of form Va,b = detb ⊗ Syma−b F2p , for 0 ≤ a − b ≤ p − 1 and 0 ≤ b < p − 1.
Recall also that any irreducible admissible representation of G is a quotient of

indGK V
(�1,0 − �, �1,1 − �)

.

As � accounts for central character action, we can safely twist by an unrami�ed character to

assume from now on that � = 1.

Theorem 1.1. ∙ (Barthel-Livné, 1994) Let � be any irreducible smooth representation of G.
Then, � is a quotient of indGKZ V /(�1,0 − �). If � ≠ 0, then � is a principal series. If � = 0, then
� is supersingular, and also is not a subquotient of principal series, or “supercuspidal.”

∙ (Breuil, 2003) If F = ℚp , then �a,b = indGKZ Va,b/(�1,0) are all irreducible.
∙ (Berger, 2011) If F = ℚp , then every irreducible smooth representation has central character.

Breuil proves the theorem by brute force. In particular, he computes dimFp �
I1
a,b = 2, which

implies that �a,b is admissible and any nonzero I1-invariant vector generates.

Corollary 1.1 (Mod p local Langlands correspondence). We have �a,b ≅ �p−1−b,a, and these are the
only isomorphisms between �a,b. Thus, there is a 1-1 correspondence

{
Modular weights {Va,b, Vp−1−b,a}

}
↔

{
Irreducible � ∶ Gal(ℚp/ℚp) → GL2(Fp)

}
.

Unfortunately this does not generalize. What do we know?

∙ Morra computed K -socle �ltrations of �a,b, namely soc1 = socKZ (soci−2 / soci−1).
∙ Paskunas (2007) computed that, in the category of representations with central character,

p ≥ 5, Ext1(� , �a,b) = 0 for irreducible � , unless � = �a,b, and dimExt1(�a,b, �a,b) = 3. It

happens that indGKZ Va,b/� 21,0 and indGKZ Vp−1−b,a/� 21,0 are linearly independent.

∙ Anandavardhanan-Borisagar (2013) showed that the space generated by the two linearly

independent elements indGKZ Va,b/� 21,0 and indGKZ Vp−1−b,a/� 21,0 are of form indGIZ �/(�−11 U +
�−12 V ); U , V are the two operators generating the Iwahori-Hecke algebra which happens to

be commutative for characters not factoring through the determinant. Here, the Iwahori-

Hecke-algebra H G
I1 (1) = End(indGI1 (1)), which makes sense from � I1 = HomI1(1, � |I1) =

HomG(indGI1 1, �). Ollivier proved that � ↦ � I1 gives an equivalence of categories

{
G-representations

generated by � I1

}
↔ {H G

I1 (1)-modules},

for G = GL2(ℚp) still. This shows that the “third basis” should be found from induction

from not I1 but something smaller.
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∙ For G = SL2(ℚp), R. Abdellatif-Cheng (2013) showed that there are p supersingular repre-

sentations �i such that

�a,b |SL2(ℚp) = �a−b ⊕ �p−1−(a−b).
∙ Koziol and Koziol-Xu dealt rank 1 unitary groups.

∙ Peskin dealt a metaplectic case, G̃ = S̃L2(ℚp) ≅ SL2(ℚp) o {±1}, where in this case a

maximal compact subgroup is K̃ = SL2(ℤp)o{±1}. Then similarly there are p supersingu-

lar representations, then indG̃K̃Z (Va,b ⊗ sgn)/�1,0 also has a supersingular subrepresentation

whose quotient is also supersingular, simlar to SL2(ℚp)-case (but not split).

We know virtually nothing except these.

2. How to approach supersingular representations.
From now on, let F ≠ ℚp , G = GL2(F ).

Proposition 2.1 (Schein, Hendel). A representation indGKZ V /�1,0, for a weight V , is not admissible.

Furthermore, (indGKZ V /�1,0)I1 is explicitly computed. Thus, End(indGKZ V /�1,0) = Fp .

It has an irreducible subrepresentation just because of Zorn’s lemma, but one does not know

if there is an admissible. One sometimes try to �nd such one by taking an image of some part of

endomorphism algebra, so this result is disappointing.

Proposition 2.2 (Schraen, 2012). If F ≠ ℚp , then for supersingular representations, the “Euler

characteristic is in�nite.” In particular, [F ∶ ℚp] = 2 (so that cohomology is concentrated in one

degree), then supersingular representations of G are never �nitely presented.

Remark 2.1. One can try to take socle and kill all weights that are expected to not arise from

Serre’s conjecture, but then even though one knows that the resulting represntation is admissible,

we do not know if it is nonzero.

We thus keep things explicit, and consider the following consideration of Paskunas. Let � be

an irreducible admissible G-representation. Then, we have a map

� I1 ↪ K� I1 ,

where � I1 is a representation of NG(I1) = ⟨I ,(
0 1
$ 0)⟩, and K� I1 is a representation of KZ .

We call such object a diagram, namely a map r ∶ D1 → D0 of IZ -representations such that D1
is a �nite-dimensional NG(I1)-representation and D0 is a �nite-dimensional KZ -representation.

Then, for G = GL2(ℚp),
{

Irreducible

representations of G

}
= {Irreducible diagrams} .

Paskunas proved that in a more general setting

{
Coe�cient systems

on Bruhat-Tits tree

}
= {Diagrams} .

Then one has a hope of constructing supersingular representations geometricallly out of coe�-

cient systems on Bruhat-Tits tree (using cohomology complexes built out of coe�cient systems).

What this leads to however is that (Breuil-Paskunas), for F ≠ ℚp unrami�ed, even though

you get supersingular representations from this construction, this turns out to form an in�nite
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family, and one actually needs in�nite number of parameters to parametrize the family (Y. Hu).

This means that there are way too many supersingular representations in the automorphic side

to be matched bijectively.
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Koji Shimizu, Constancy of generalized Hodge-Tate weights of a p-adic local system

Our goal is to study families of p-adic Galois representations of p-adic families parametrized

by a variety over ℚp , from p-adic Hodge-theoretic viewpoint.

1. p-adic Hodge theory.
Consider a Galois representation � ∶ Gal(ℚp/ℚp) → GL(V ) for a �nite-dimensional ℚp-vector

space V .

Example 1.1. (1) The p-adic cyclotomic character � ∶ Gℚ � Gal(ℚp(�p∞)/ℚp) ≅ ℤ×
p can be

de�ned by g�pn = � �(g)pn .

(2) Given a smooth proper algebraic variety Y over ℚp , we can consider V ∶= H n
ét(Yℚp , ℚp),

which has an action of Gℚp by functoriality. Such p-adic representations have special

properties.

Theorem 1.1 (CdR-conjecture; Tsuji, Faltings, Niziol). There is a natural Gℚp -isomorphism

V ⊗ℚp BdR ≅ H n
dR(Y /ℚp) ⊗ℚp BdR,

where BdR is Fontaine’s de Rham period ring.

In other words, V is de Rham.

Remark 1.1. There are a lot of non-de Rham Galois representations. For example, � � , a one-

dimensional p-adic Galois representation, for � ∈ ℤp , is de Rham if and only if � ∈ ℤ. Another

example is a Galois representation associated to a non-classical overconvergent modular forms.

Thus, even though de Rham representations are nice, one might want to study a family of

Galois representations where non-de Rham representations are involved. To study a general p-

adic local Galois representation, one might want to use Sen’s theory. Namely, Sen associated to

� ∶ Gℚp → GLr (ℚp) the generalized Hodge-Tate weights �1, ⋯ , �r ∈ ℚp .

Example 1.2. ∙ If � = � � , � is the generalized Hodge-Tate weight of �.

∙ If V = H n(Yℚp
, ℚp), then the generalized Hodge-Tate weights are ℎn,0 0’s, ℎn−1,1 −1’s, ⋯,

ℎ0,n −n’s, where ℎp,q = dimH q(Ωp).
Remark 1.2. One can also try to associate the generalized Hodge-Tate weights using the theory

of (', Γ)-modules.

�estion. How do these concepts behave in a “geometric” family?

2. Geometric families of Galois representations.
What we mean by a “geometric family” is that it is association of Galois representation of

residue �eld for every point of an algebraic variety.

Example 2.1. Let � ∶ E → Y(N ) be the universal elliptic curve. Then, for any point y ∈ Y (N ),
TpEy is a Galois representation of Gk(y).

This is on the other hand equivalent to the notion of étale local system. Namely, in the above

example,

(R1�∗ℤp)y ≅ (TpEy)∨.
Recall that a rank r ℚp-étale local system on a connected scheme Y is the same as a continuous

homomorphism �1,ét(Y ) → GLr (ℚp), so it recovers the usual notion of Galois representation

when Y is Spec of a �eld. Thus, it is reasonable to believe that ℚp-étale local systems are the right

objects to study.
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3. Results.
Let k/ℚp be a �nite-extension, X be a smooth geometrically connected algebraic variety over

k (or a smooth geometrically connected rigid analytic variety over k), and L be a ℚp-étale local

system on X .

Theorem 3.1 (Liu-Zhu). If Lx is de Rham as a Galois representation of Gk(x) for a single classical

point x (i.e. k(x) is a �nite extension of ℚp), then L is de Rham at every point.

Theorem 3.2 (Shimizu). The multiset of generalized Hodge-Tate weights of Lx is constant on X .

Compare this with arithmetic families of Galois representation:

(1) within a Hida/Coleman family, generalized Hodge-Tate weights vary as weights of mod-

ular forms vary,

(2) and a family of Galois representations arising from Galois deformation, even after impos-

ing nice local conditions at p such as crystallinity, it is not the case that every point has a

de Rham Galois representation.

This suggests that, quite surprisingly, the notion of geometric family of Galois representations is

much more rigid that the analogous notion of arithmetic family of Galois representations.

4. Idea of proof.
Let k∞ = k(�p∞), K = k̂∞, Γ = Gal(k∞/k), which can be realized as an open subgroup of ℤ×

p via

the cyclotomic character � .

How do we get generalized Hodge-Tate weights, e.g. how do we get � from � �? Naively we

would like to perform “derivation”. Given a Galois representation � ∶ Gk → GL(V ), Sen’s theory

gives “in�nitesimal action of Γ”, �V ∈ EndK ((V )), where (V ) = (V ⊗ℚp k̂)Gal(k/k∞) is a K -vector

space with Γ-action. Then, the generalized Hodge-Tate weights are obtained as the eigenvalues

of �v .

Example 4.1. Given the case of � � ∶ Γ → ℤ×
p , we have d� � ∶ Lie Γ → Lieℤ×

p which sends 1 to

� .

To prove the constancy of Hodge-Tate weights, we use p-adic Riemann-Hilbert correspon-
dence, and a local variant of the Fargues-Fontaine curve. Informally, we would like to add

“arithmetic direction” by adding the local variant of the Fargues-Fontaine curve, which should

be (BdR)Gal(k/k∞), which is known to be a discrete valued �eld with residue �eld K and with explicit

uniformizer t . Thus, if we forget the Galois action, we can regard it as K((t)), and geometrically

“adding an arithmetic direction” is to consider “X⊗̂K[[t]] = X ⊗̂K((t))∐XK”.

Theorem 4.1 (Liu-Zhu, Shimizu). There exists a natural functor

 ∶
{
ℚp-local systems on X

}
→

⎧⎪⎪
⎨⎪⎪⎩

Filtered vector bundles with

integrable connections on

“X⊗̂K((t))”

⎫⎪⎪
⎬⎪⎪⎭
,

L ↦ ((L), ∇, Fil∗),
where

∇ = ∇geom + �dR ⊗
dt
t
∶ (L) → (L) ⊗X (Ω1

X ⊕ X ⊗
dt
t
),

such that

(1) rk(L) = rk L,
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(2) ((L), ∇geom) has a Γ-action, so that DdR(L) = (L)Γ is a vector bundle on X of rank

≤ rk L,
(3) (L) = gr0(L) is a vector bundle onXK of rank rk Lwith �L ∈ EndXK ((L)), generalizing

the classical DdR(V ).

Now (3) plus the formal connection theory gives the constancy of eigenvalues of �L.
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Yongqan Hu, On the mod p cohomology of Shimura curves

We are interested in the mod p local Langlands correspondence for GL2(L), for a �nite unram-

i�ed extension L/ℚp .

1. History of the case of GL2(ℚp).
Let F be a characteristic p �nite �eld. Breuil proved the semisimple version of mod p local

Langlands of GL2(ℚp); namely, to a semisimple Galois representation � ∶ Gℚp → GL2(F) one

can attach a semisimple �(�) of GL2(ℚp). To be more precise, if � is of form say (
�1 0
0 �2)

, �(�) =

(
IndGL2(ℚp)

B(ℚp) �2 ⊗ �1!−1 0
0 IndGL2(ℚp)

B(ℚp) �1 ⊗ �2!−1)
, and if � is irreducible, �(�) is supersingular.

In general, if � is reducible non-semisimple, then correspondingly there must be an extension

between the two characters appearing in the above expression of �(�). Colmez constructed a

functor that attaches �(�) “functorially” (but works only for generic case). And Emerton proved

the local-global compatibility in the following sense: given an irreducible odd � ∶ Gℚ → GL2(F)
satisfying some technical conditions (e.g. Taylor-Wiles condition), we have

HomGℚ(�, lim←←←←←←←←←←←←←←→
N
H 1(Y (N )ℚ, F)) =

′
⨂
�
�(�|Gℚ�

).

2. Buzzard-Diamond-Jarvis conjecture.
Motivated by the local-global compatibility of Emerton, Buzzard-Diamond-Jarvis conjectured

the local-global compatibility in the case of totally real �eld. Namely, given a totally real �eld F
where p is unrami�ed, and a quaternion algebra D/F split at only one in�nite place and split at

p, if r ∶ GF → GL2(F) is totally odd irreducible, then one expects that

HomGF (r , lim←←←←←←←←←←←←←←→
U
H 1(ShU ,F , F)) =

′
⨂

w �nite

�Dw (r),

where �Dw (r) is a representation of (D ⊗F Fw)×, such that each �Dw (r) corresponds to r |GFw via the

“modw local Langlands correspondence.” Ifw does not divide p, this is the modw local Langlands

correspondence of Vigneras and Emerton, and if w divides p, then even though we do not know

the mod p local Langlands, we have an expectation of the Serre weights appearing in it, which is

the same as describing the GL2(Fw )-socle of �Dw (r). We use D(r|GFw ) to denote the explicit set of

expected Serre weights.

We however do not know much about �Dw (r). Is �Dw (r) �nite length? It is �nitely generated?

Before we proceed, we �x some notations:

∙ �x w ∣ p, and let � = r|GFw ,

∙ G = GL2(Fw), K = GL2(Fw ), K1 = 1 + pM2(Fw ), I1 be the upper-triangular Iwahori sub-

group,

∙ Γ = K/K1, f = [Fw ∶ ℚp].
We summarize what we know about �(�).

(1) We know the weight part of BDJ conjecture, i.e. we know which Serre weights occur in

the K -socle of D(�) (Gee; Gee-Liu-Savitt).

(2) We know the mod p multiplicity one result by Emerton-Gee-Savitt, i.e. each Serre weight

occurs exactly once in socK �(�).
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(3) We know D0(�) ∶= �(�)K1 as Γ-representation. This is �rst done for semisimple case by

Le-Morra-Schraen and Hu-Wang, and the general case is done by Le.

We are interested inD0(�) because prior to these works Breuil-Paskunas describedK1-invariant of

conjectural mod p local Langlands correspondant, which turns out to be the largest Γ-representation

such that the K -socle is the sum of expected Serre weights, with multiplicity one for each Serre

weight.

Example 2.1. If G = GL2(ℚp), then if � = (
!r+1 ∗
0 1) is a nonsplit extension, then we know

(under genericity assumption) thatD(�) = {Symr F2}. By de�nition, soc D0(�) = ⨁�∈D(�) � implies

that, by universal property, D0(�) should sit inside InjΓ Sym
r F2, the injective envelope of Symr F2.

This can be computed by the socle �ltration:

Symp−1−r F2 ⊗ detr

Symr F2 ⨁ Symr F2

Symp−3−r F2 ⊗ detr+1

Here, bars are nonsplit extensions. This diagram means that the socle �ltration is consisted of

three steps, where the socle is Symr F2, the next graded piece is Symp−1−r F2 ⊗det r ⊕Symp−3−r F2 ⊗
det r+1, and the last graded piece, which is the cosocle, is Symr F2. By multiplicity one condition,

D0(�) is the subrepresentation corresponding to the �rst two pieces of the �ltration.

That this expectation actually coincides with �(�)K1 requires a lot of work, e.g. by using po-

tentially Barsotti-Tate Galois deformation rings with �xed tame type (or even multiple of tame

types).

Obviously �(�) contains the G-representation generated by D0(�). But it turns out that this

subrepresentation is everything for some cases.

Theorem 2.1 (Wang-Hu). Suppose we have some global conditions on �. Namely, assume that � is
reducible non-split (so that D0(�) = {�0}), and assume that the Gelfand-Kirillov dimension (or

GK-dimension) of �(�) is f (=dimG/B). Then,
(1) �(�) is the G-representation generated by D0(�),

(2) and when f = 2, �(�) has length 3. To be more precise, if � = (
�1 ∗
0 �2)

, then there is a

�ltration of �(�) with graded pieces being

�0—�1—�2,
where

∙ �0 = Ind(�2 ⊗ �1!−1),
∙ �1 is supersingular,
∙ �2 = Ind(�1 ⊗ �2!−1).

Remark 2.1. (1) The GK-dimension of � , for a smooth admissible representation of K , is

determined by the growth of dim�Kn , whereKn is the n-th principal congruence subgroup.
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Namely, if dim�Kn = �pnc + O(pn(c−1)) for � ≠ 0, then c is the GK-dimension of � . This is

always well-de�ned, and is known to be an integer. For example, if � is a principal series,

then we know that the GK-dimension is f . A supersingular representation of GL2(ℚp) also

has the GK-dimension 1.
The condition “GK-dimension = f ” is coming from the works of Emerton and Gee-

Newton.

(2) Finite generation does not necessarily imply �nite length.

(3) It is hoped that the condition “GK-dimension = f ” implies �nite length property. The dif-

�culty lies in giving a lower bound on the GK-dimension of supersingular representation.

(4) Breuil-Paskunas conjectured that

∙ if � is irreducible, then �(�) is irreducible,

∙ if � is reducible non-split, then �(�) has a �ltration of length f + 1 with graded piece

�0—�1—⋯—�f ,

where �0, �f are principal series, and all other graded pieces are supersingular.

We have several corollaries of the Theorem 2.1.

Corollary 2.1. We keep the same condition as Theorem 2.1.

(1) EndG(�(�)) = F, which matches EndGFw (�) = F.
(2) We have the surjectivity of R∞ → EndG(M∞), where M∞ is the universal patched module

constructed in the 6-author papers, and R∞ = Runiv� [[x1, ⋯ , xℎ]]. Note that the injectivity is

already proved in general by Hellmann-Schraen, Emerton-Paskunas.

(3) If f = 2, then Ext1G(�(�), �(�)) ≥ Ext1GFw (�, �).

Remark 2.2. Recall that Paskunas proved that in the case of GL2(ℚp), given a mod p local Lang-

lands correspondence � ↔ �(�), the “universal deformations” �univ and �univ of � and �(�) corre-

spond to each other via Colmez’s functor. One can hope that the similar thing holds for GL2(L),
and therefore one hopes to have Ext1G(�(�), �(�)) = Ext1GFw (�, �). Note that computing this is

very di�cult, as so far we do not know how to compute extensions between two supersingular

representations.

3. Proof of Theorem 2.1.
(1) We �rst prove a preliminary result which does not depend on the condition of GK-dimension.

Let J ⊂ F[[K1]] be a maximal ideal, so that �(�)Kn = �(�)[J pn−1]. Then one proves the fol-

lowing

Theorem 3.1 (Wang-Hu). �(�)[J 2] is the largest Γ̃-representation, where Γ̃ = F[[K]]/J 2,
satisfying that the K -socle is just �0.

Proof of this uses the notion of ordinary part of �(�) (Emerton) and a result of Le on

�(�)[J ].
(2) Now the condition “GK-dimension = f ” implies that, by a result of Gee-Newton, M∞ is

�at over R∞. Thus, �(�)∨, which is the m∞-reduction of M∞, is self-dual up to twist. This

implies that the socle �0 and the cosocle �f of �(�) are principal series.

(3) We use the following criterion for W ⊂ �(�), a �nite-dimensional sub-K -representation,

to generate the whole �(�):
124



Lemma 3.1. If, for some i, the composition

ExtiK (�0,W ) �i←←←←←←←←←→ExtiK (�0, �(�))
�i←←←←←←←←←→ExtiK (�0, �f ),

is nonzero, then �(�) is generated byW .

This is because the G-representation generated by W , if it is not the whole �(�), must

lie in ker �i .
(4) One proves that if i = 2f , �2f is an isomorphism, and by Theorem 3.1, which implies that

�1 is surjective, we know �2f is surjective.
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David Savitt, Moduli of potentially Barsotti-Tate Galois representations

1. Recipe for the set of Serre weightsW(�).
Let p be an odd prime, and letK/ℚp be a �nite extension with residue �eld k. To each � ∶ GK →

GL2(Fp), one associates a set of Serre weights, i.e. irreducible Fp-representations of GL2(k), called

W(�). There are many recipes and many known to be equivalent by work of many people.

We spell this out for K = ℚp . In this case, Serre weights are

�s,t = det t ⊗ Syms F2p ,
for 0 ≤ s ≤ p − 1, t ∈ ℤ. Let ! = "|Ip .

(1) The explicit description of W(�). (cf. Serre ’87) If � is reducible, then �s,t ∈ W(�) if and

only if �|Ip ≅ (
!s+t+1 ∗
0 !t), with an exception below. In particular,

∙ If ∗≠ 0, then W(�) = {�s,t} for s ≠ 0, p − 1, except when s = 0 or p − 1, W(�) =
{�0,t , �p−1,t}, except when � is très ramifiée. This is de�ned as follows: say

� = (
�" ∗
0 �) ,

then Ext1(� , �") ≅ (ℚ×
p)/(ℚ×

p)p by Kummer theory, which is 2-dimensional Fp-vector

space, and there is a canonical line, peu ramifiée line L, which is characterized by

L = {x ∣ p ∣ valp x}. We say � is très rami�ée if the extension class does not belong to

L. Only in this case the recipe is slightly di�erent, namely W(�) = {�p−1,t}.

∙ If ∗= 0, then not only that �s,t ∈ W(�), �p−3−s,s+t+1 ∈ W(�) as one can exchange sub and

quotient.

(2) Crystalline li�s description of W(�). (cf. Gee ’11) We say �s,t ∈ W(�) if and only

if � lifts to a crystalline representation � ∶ Gℚp → GL2(ℚp) with Hodge-Tate weights

{t, s + t + 1}.

(3) Breuil-Mézard conjecture description of W(�). In particular, this works for any K .

Let Runiv� be the univesral (framed) deformation ring of �. Let � ∶ IK → GL2(ℚp) be an

inertial type. There is a reduced p-torsion free quotient R�� of Runiv� which parametrizes

potentially Barsotti-Tate representations of GK of type � .

Let �(�) be the representation of GL2(K ) corresponding to � under the inertial local
Langlands correspondence.

Theorem 1.1 (Gee-Kisin, Emerton-Gee). For each Serre weight � , there is a cycle Z ′(�) ⊂
Runiv� /p such that, for all inertial types � ,

Z(R�� /p) = ∑
�
n(�, � )Z ′(�),

where n(�, � ) is the multiplicty of � in the mod p reduction of �(�).

Then, we de�ne W(�) = {� ∣ Z ′(�) ≠ 0}.

We have the globalization of the Breuil-Mézard description.

Theorem 1.2 (Caraiani-Emerton-Gee-Savitt + Emerton-Gee). There is an algebraic stack Z of

�nite type over k, a �nite �eld, and closed substacks Z �
for each tame type � , such that

∙ Z is reduced, has normal irreducible components, and is of equidimension [K ∶ ℚp],
∙ for a �nite extension F/k, the F-points of Z are exactly � ∶ GK → GL2(F),
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∙ irreducible components of Z are in bijection with Serre weights, Z(�) ↔ � such that,

– � ∈ Z(�)(F) if and only if � ∈ W(�), if � ≠ � ⊗ St, where St = Symp−1
,

– � ∈ Z(�)(F) or Z(� ⊗ St)(F) if and only if � ⊗ St ∈ W (�),
∙ if � ≠ � , then Z(�) has a dense set of points � withW(�) = {�},
∙ Z � = ⋃�∈JH(�(� )) Z(�), such that � ∈ Z �

then R�� /p is a versal ring to Z �
at �.

Example 1.1. The component for the trivial Serre weight is generally consisted of Galois repre-

sentations of form

(
una " ∗
0 unb)

, a ≠ b,

where una means the Frobenius is sent to a. On the other hand, the component for Symp−1 F2p has

points generically of form

(
una " ∗
0 una)

, ∗ is très rami�ée.

Then the two components meet at points where ∗ is peu rami�ée.

The dimension of the trivial Serre weight component is 2 (unrami�ed characters) + 1 (extension

class) - 1 (endomorphism of representation) - 1 (extension giving rise to same representation) =

1, and the dimension of the St Serre weight component is 1 + 2 - 1 - 1 = 1.

2. Building the stack.
How do we build this stack? A family of Galois representations cannot have the phenomenon

of reducible representaitons specializing to an irreducible representation, so we need to use p-adic

Hodge theory. For a ℤ/paℤ-algebra A, let

SA = (W (k) ⊗ℤp A)[[u]],
equipped with ' ∶ SA → SA, which is Frobenius on W(k), linear on A, and u ↦ up .

De�nition 2.1. An étale '-module with A-coe�cients is a pair (M, ') where M is a projective

SA[1/u]-module, ' ∶ M → M is a '-semilinear map such that '∗M = SA ⊗' M
1 ⊗ '←←←←←←←←←←←←←←←←←←←←←←←←←→ M is an

isomorphism.

We choose a uniformizer � ∈ K , and a sequence (� 1/pn )n, and let K∞ = K(� 1/p
n , n ≥ 1). Let E(u)

be the Eisenstein polynomial for � .

Theorem 2.1 (Fontaine). If A is a �nite algebra, then there is an equivalence of categories

{
étale '-modules

with A-coe�cients

}
=
{
A-representations of GK∞

}
.

De�nition 2.2. A Breuil-Kisin module of height ≤ ℎ with A-coe�cients is a SA-lattice M,

invariant under ', in an étale '-module M such that coker(SA ⊗' M → M) is killed by E(u)ℎ.

Theorem 2.2 (Kisin).
{
Breuil-Kisin modules of height

≤ 1 with ℤ/pℤ-coe�cients

}
=

{
�nite �at group

p-torsion group

schemes over K

}

.

On the other hand in general this only gives an information over K∞, so one cannot distinguish

powers of cyclotomic character. Thus one needs to develop a version with (tame) descent data,

characterizing those being Barsotti-Tate after base-changing to K ′/K (tamely rami�ed).

127



De�nition 2.3. De�ne the following étale stacks over ℤ/pℤ,

C (A) =
⎧⎪⎪
⎨⎪⎪⎩

rank 2 Breuil-Kisin modules with

A-coe�cients with descent data K ′/K ,
with height ≤ 1

⎫⎪⎪
⎬⎪⎪⎭
,

R(A) = {rank 2 étale '-modules} .

There is a natural map

C → R,
which is obtained just by inverting u.

Theorem 2.3 (Pappas-Rapoport). C is an algebraic stack of �nite type over ℤ/pℤ.

Even though R is some horrible (ind-)stack, one has the following phenomenal

Theorem 2.4 (Emerton-Gee). The natural map C → R has a “scheme-theoretic image” which is

an algebraic stack of �nite type over ℤ/pℤ.

De�nition 2.4. Let Z be the scheme-theoretic image of C → R.

128



Ana Caraiani, On the geometry of the Hodge-Tate period morphism

1. The Hodge-Tate period morphism.
Let (G, X ) be a Shimura datum of PEL type, where G is a reductive group over ℚ and X is the

set of G(ℝ)-conjugacy classes of homomorphisms ℎ ∶ S → Gℝ, where S is the Deligne torus.

Let K ⊂ G(Af ) be a neat level. Then, there is a Shimura variety XK /E for G of level K , for the

re�ex �eld E, the �eld of de�nition of the conjugacy class of the Hodge cocharacter � = (ℎ ×ℝ
ℂ)|Gm ,1st factor ∶ Gm,ℂ → Gℂ, which is a number �eld, in the sense thatXK (ℂ) = G(ℚ)⧵(X ×G(Af ))/K .

This gives the grading on Repℂ G, and we can de�ne two di�erent �ltrations on Vℂ ∈ Repℂ G.

∙ The standard filtration (or the Hodge-de Rham filtration) Filpstd Vℂ = ⨁p′≥p V
(p′,q′)
ℂ ,

∙ the Hodge-Tate filtration Filp Vℂ = ⨁p′≤p V
(p′,q′)
ℂ .

Both �ltrations have the same graded pieces, but the �ags are rather di�erent; unlike the stabilizer

of the standard �ltration P std� ⊂ Gℂ, the stabilizer of the Hodge-Tate �ltration P� ⊂ Gℂ, and the

�ag variety FlG,� ∶= Gℂ/P� , are de�ned over E, thus more apt for p-adic picture.

Mimicing the classical complex picture of Borel embedding

X ↪ FlstdG,�(ℂ),

which is G(ℝ)-equivariant, holomorphic (but not algebraic), we have the p-adic analogue for p-

adic analytic spaces K , which are the adi�cations of the localization of XK ’s to Ep for a choice of

p ∣ p of E (or its minimal/toroidal compacti�cation).

Theorem 1.1 (Scholze, Pilloni-Stroh (on toroidal version), Caraiani-Scholze (on extending to PEL

case)). There exists a perfectoid space

 (∗,tor)
Kp “ ∼ ” lim←←←←←←←←←←←←←←←

Kp⊂G(ℚp)
 (∗,tor)
KpKp .

On this level, there is the p-adic analogue of Borel embedding, the Hodge-Tate period morphism,

�HT ∶  ∗
Kp → F�G,� ,

which is G(ℚp)-equivariant. There is also the toroidal version � torHT ∶  tor
Kp → F�G,� which factors

through �HT.

Here ∗ is the minimal compacti�cation, and this is analogue of the Borel embedding in the

sense that, as the Borel embedding is about just remembering the Hodge �ltration, on the level

of (C,C)-points, �HT is

A/C ↦ LieA ⊂ TpA ⊗ℤp C,
where C is a perfectoid �eld of characteristic 0.

De�nition 1.1. The good reduction locus  ◦
Kp ⊂ Kp is de�ned as the preimage of  ◦

KpG(ℤp) ⊂
KpG(ℤp), where G(ℤp) is a hyperspecial level at p, and  ◦

KpG(ℤp) is the adic generic �ber of formal

completion of integral model of XKpG(ℤp) (canonical integral model, which makes sense as it is of

hyperspecial level for a PEL Shimura variety) along its special �ber.

Theorem 1.2 (Caraiani-Scholze). Let F/F + be an imaginary CM extension with F + ≠ ℚ. Let XK be a

(G) U(n, n)-Shimura variety. Letm ⊂ TK be a maximal ideal corresopnding to �m ∶ GF → GL2n(F� ),
where TK is the Hecke algebra acting on H ∗

(c)(XK , F� ). Further assume the following.
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(1) There exists p ≠ � , splitting completely in F , such that �m|Gal(Fp/Fp) is “decomposed generic”

at every p ∣ p (cf. Caraiani-Scholze on compact Shimura varieties; any lift corresponds to a

generic principal series representation via local Langlands).

(2) m is non-Eisenstein, i.e. �m = �1 ⊕ �2, where �1, �2 are irreducible ant n-dimensional.

Then, H i
c (XK , F� )m = 0 unless i ≤ dimℂ XK , and H i(XK , F� )m = 0 unless i ≥ dimℂ XK .

We will study this via the geometry of �HT. It will turn out that as �HT is “a�noid”, R�HT∗F�
behaves like a perverse sheaf. We will not talk about the details of the proof, but it uses

∙ computation of cohomology of Igusa varieties due to Shin,

∙ Pink’s formula,

∙ construction of torsion Galois representations to Hecke eigenclass of cohomology of lo-

cally symmetric spaces of GLn (!!),

∙ ⋯.

The theorem is important for various applications, e.g.

∙ Mantovan’s product formula,

∙ local-global compatibility of torsion classes,

∙ Fargues’ geometrization conjecture,

∙ ⋯.

2. The geometry of �HT.
Let K = K pKp be of hyperspecial level for large enough p. Let XK be the special �ber of the

integral model over Fp . Then both special �ber of Shimura variety and the �ag variety have

Newton stratifications,

XK = ∐
b∈B(G,�−1)

X b
K ,

F�G,� = ∐
b∈B(G,�−1)

F� bG,� ,

where each stratum is locally closed, and �HT respects the strati�cations.

Remark 2.1. Note that closure relations are reversed.

Example 2.1. For the modular curve case,G = GL2,ℚ, F�G,� = ℙ1,ad
, and the newton strati�cations

are

 ◦
Kp

� ◦HT
��

 ◦,ord
Kp

� ◦HT
��

∐  ◦,ss
Kp

� ◦HT
��

F�G,� ℙ1(ℚp) ∐ Ω

which is respected by � ◦
HT “on rank 1 points” (not literally respected, because closure relations

are reversed).

The �bers of � ◦
HT over the ordinary locus are Igusa curves, while the �bers of � ◦

HT over the

supersingular locus are pro�nite sets.

To study the geometry of PEL Shimura varieties in general, it is not enough to just study

Newton strata. Instead, one studies isomorphism classes of p-divisible groups, which gives the

notion of Oort foliation. Namely, given an isocrystal b, let Xb/Fp be a p-divisible group with
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extra structures corresponding to b. Then, the Oort central leaf corresponding to Xb is de�ned

by

Xb ∶= {x ∈ X
b
K ∣ Auniv[p∞]x ≅ Xb ×Fp �(x)} ⊂ X

b
K .

It is a closed subset which becomes a smooth scheme when endowed with the reduced subscheme

structure.

Let G be the restriction of Auniv[p∞] to Xb . When Xb is “completely slope divisible,” i.e. if Xb
is a direct sum of isoclinic pieces de�ned over �nite �elds, G admits a slope �ltration

0 ⊂ G1 ⊂ ⋯ ⊂ Gr = G ,

where G i = Gi/Gi−1 is isoclinic of slope �i .

Example 2.2. In the case of modular curves, where there is only one leaf inside each Newton

stratum, on the ordinary locus the slope �ltration is just the connected component G 0 ⊂ G .

De�nition 2.1 (Mantovan). The Igusa variety Ig b
is the pro-�nite étale scheme over Xb that

parametrizes trivializations of graded pieces of slope �ltration.

Suppose that we have two non-isomorphic isogenous completely slope divisible p-divisible

groups � ∶ Xb → X′
b. What are the relations between the two Igusa varieties Ig b

and (Ig b)′
corresponding to the leaves Xb and X′

b
? The key idea is that, if you take pullback through

su�ciently high power (say N ≫ 0) of Frobenius, then the slope �ltration of Xb splits, which

means that the trivialization of graded pieces of slope �ltration gives the trivialization of Xb[pN ]
(or something like this). Also, if N ≫ 0, Xb[pN ] determines Xb. Thus, ker � becomes a global

object over (Ig b)(p−N ), and you can quotient this out to get an actual map (Ig b)(p−N ) → Xb′ . Thus,

this gives a �nite-to-�nite correspondence

(Ig b)(p−N )

##{{
Xb X′

b

From this, one sees that the isomorphism class of the perfection (Ig b)perf does not depend on the

choice of isomorphism class Xb. Even for Xb that is not necessarily completely slope divisible,

one can take a more naive version of Igusa variety, namely the moduli that parametrizes the

trivialization of the whole Xb, and the perfection still gives an isomorphic perfect scheme.

How do we relate this to the geometry of adic spaces? Note that, by Scholze-Weinstein, for C
a perfectoid �eld of characteristic zero, giving x ∈ F�G,� is the same as giving a p-divisible group

X/C with � ∶ TpX ≅ ℤ2g
p (plus some PEL extra structure). One can consider the canonical lift

Ig b
C

, a formal scheme over SpfC , of (Ig b)perf/Fp such that there is an abelian variety X over

Ig b
C

which gives an isomorphism

� ∶ X [p∞] ≅ X × Ig b
C
.

A construction of such X can be done by applying Witt vector construction.

Now, let Ig b
C be the adic generic �ber of Ig b

C
, which is a perfectoid space over Spa(C,C).

Theorem 2.1 (Caraiani-Scholze). (1) There is an isomorphism Ig b
C ≅ (�

◦
HT)−1(x).
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(2) There is a partial toroidal compacti�cation Ig b,tor
C of Ig b

C towards only the boundary, and

there is an isomorphism Ig b,tor
C ≅ (� torHT)−1(x).

(3) There is an isomorphism Ig b,∗
C ≅ �−1HT(x) of a�noid perfectoid spaces.

Proof. For (1), one gets a map from Ig b
C to the in�nite-level Shimura variety by just using the

universal abelian variety X /Ig b
C

and taking the adic generic �ber. One then checks that the

map factors through (� ◦
HT)−1(x), and that this is a bijection on points.

For (2), one extends the works of Mantovan and Oort, and uses extended Serre-Tate theory for

semiabelian schemes. You get (3) from (2) by just taking global sections. �

132



Matthew Emerton, Localizing GL2(ℚp)-representations

1. Statement and conjecture.
Let A be the category of smooth G = GL2(ℚp)-representations over ℤp on which p acts locally

nilpotently, with some �xed central character � ∶ ℚ×
p → ℤ×

p . We choose to not work with

admissible representations as we would like to have “family of representations” in the category.

Example 1.1. A typical example of smooth non-admissible representation is

cIndGKZ �,

for a Serre weight � with central character � |×Fp , where � ∶ F×p × pℤ → F×p comes from the

identi�cation ℚ×
p = {1-units} × F×p × pℤ, K = GL2(ℤp), Z is the center of GL2(ℚp) and � as a

representation of KZ is regarded to have central character � .

Indeed, the above example is some form of “family of admissible representations” over SpecH (�) =
Spec Fp[T ], where each stalk is an admissible representation (at a nonzero point: Barthel-Livne,

at zero: Breuil)

Ultimately we would like to understand something like the Bernstein center of A . On the

other hand, the Bernstein center in this setting will be an in�nitesimal thickening of a projective

scheme, which is di�erent from the classical story where the Bernstein center was a�ne.

We consider a chain of
p±1
2 ℙ1

’s, where adjacent ℙ1
’s are glued at a point, and ±1 is determined

by −� (−1) = (� ")(−1). We justify the construction later.

Theorem 1.1 (Dotto-Emerton-Gee). For each open subset U ⊂ Z , there is a category AU , a certain

“localization” of A , such that {AU} form a stack (“sheaf of categories”) over Z .

This is analogous to the classical story of Bernstein center. Recall that if the Bernstein center

is just a commutative ring, then every object in the category has a canonical action by the ring,

and by considering the object as a quasicoherent sheaf on the Spec of the ring, one can think of

localization at prime ideals of the ring. Of course in the classical story there is no need to do this

process, but as our Bernstein center is no longer “a�ne,” we instead need this perspective.

Conjecture 1.1. There is a formal thickening of Z , say Ẑ , such that A is a sheaf of Ẑ -categories.

Remark 1.1. We kind of know what Ẑ should be; closed points of Z are semisimple Galois

representations

Gℚp → GL2(Fp),

and the completion of Ẑ at each point should give the pseudo-deformation ring of the corre-

sponding semisimple Galois representation.

2. More about Z .
By twisting, we can assume that

� |F×p =

{
1 � even

x ↦ x−1 � odd

The various ℙ1
’s are labelled by pairs of Serre weights.

∙ Even case: (Sym0, Symp−3 ⊗ det), (Sym2 ⊗ det−1, Symp−5 ⊗ det3),⋯, (Symp−3 ⊗ det
p+1
2 , Sym0 ⊗ det

p−1
2 ).
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∙ Odd case: (Symp−2, “ Sym−1
”), (Symp−4 ⊗ det, Sym1 ⊗ det−1),⋯, (Sym1 ⊗ det

p−3
2 , Symp−4 ⊗ det

p+1
2 ),

(“ Sym−1 ⊗ det
p−1
2 ”, Symp−2 ⊗ det

p−1
2 ).

Note that reducible semisimple mod p Galois representation has two Serre weights, and �xing the

weights, one has a freedom of choosing unrami�ed character. Thus basically we can identify this

with Gm, and we manually put the two Serre weights to 0 and ∞ of ℙ1
. Then these Serre weights

arise as another pair of Serre weight of irreducible residual Galois representation. Thus this

explains the geometry of chain of ℙ1
’s, and that Z(Fp) is in 1-1 correspondence with semisimple

Galois representations of Gℚp → GL2(Fp) with matching central character.

Remark 2.1. The only exception is when the Serre weight in consideration is Symp−2
. Then a

typical reducible semisimple Galois representation is of form

(
un� 0
0 un�−1)

,

and this is parametrized by not � ≠ 0 but � + �−1. Thus this can be regarded as A1
with with

one marked irreducible point compactifying A1
, which is also ℙ1

. This is why we paired twists

of Symp−2
with some nonexistent weights Sym−1

(as there is only one marked point).

Paskunas proved on the other hand that the locally admissible subcategory A loc.adm ⊂ A de-

composes into a product of blocks, labelled by semisimple Gℚp → GL2(Fp). Thus this is an

instance of mod p local Langlands.

De�nition 2.1. If Y ⊂ Z is closed, de�ne

AY ∶= {� ∈ A ∣ each irreducible subquotient of � lives in one of the blocks labelled by Fp-points of Y},

a full subcategory of A .

Example 2.1. If Y is a single point {y}, then AY is the block of A loc.adm
labelled by y.

Example 2.2. If Y is the component of Z with � as one of its labels, then cIndGKZ � ∈ AY .

De�nition 2.2. If U ⊂ Z is open, then de�ne AU to be the Serre quotient A /AY for Y = Z − U .

From this de�nition, it is obvious that there is a transition map, so it gives rise to a prestack

over Z .

Why does it give a stack over Z?

∙ We want to know that things can be glued. Note that there is a fairly general construction

of abelian categories which gives the right adjoint, “j∗ ∶ AU → A ”, to the restriction to

U . This is basically the direct limit over all objects of A that restricts to the given object

in AU .

∙ Now we want to control j∗. As A is “built out of” cIndGKZ � ’s, we want to compute

j∗ cIndGKZ � .

Theorem 2.1 (Key computation).

j∗ ((cIndGKZ �)|U) = (cInd
G
KZ �)[1/g],

where if you consider the preimage of U by the map SpecH (�) → Z(�) ↪ Z , it is
SpecH (�)[1/g].
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Note that the map SpecH (�) → Z(�) is a nice map, either A1 ↪ ℙ1
or a quasi-�nite

generic 2-1 map (only in the case of Symp−2
; � ↦ � + �−1).

∙ To prove this Theorem, we only need to show that (cIndGKZ �)[1/g] is in the image of j∗ by

Frobenius reciprocity. To show this, one has to show that

Exti(anything supported in Y , cIndGKZ �[1/g]) = 0,
for i = 0, 1. The most tricky computation is Ext1. One knows easily that this is of countable

dimension. On the other hand, as the cokernel of T −� on cIndGKZ �[1/g] lies in a di�erent

block from any irreducible supported on Y from Paskunas’ work, this induces an invertible

map on

Ext1(irreducible supported on Y , cIndGKZ �[1/g]).
Thus, the whole function �eld Fp(T ) acts on Ext1, and any nonzero such module must be

of uncountable dimension over Fp , which is a contradiction.

Remark 2.2. The conjectural Ẑ should be the “coarse moduli space” of the corresponding Emerton-

Gee stack. Although the Emerton-Gee stack is not a Deligne-Mumford stack but an Artin stack,

there is still a notion of associated moduli space. This is why the versal ring to the Emerton-Gee

stack is the universal deformation ring whereas the versal ring to Ẑ is the universal pseudo-

deformation ring.

Remark 2.3. One expects that the Bernstein center for AU is (AU ).

Remark 2.4. The justi�cation for ℙ1
comes from Gm⧵ (A2 − {(0, 0)}), where the horizontal axis

parametrizes “�”, the vertical lines parametrize the extension, and the vertical axis parametrizes

irreducible representations (and the operation � ↦ �−1).
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John Enns, Aspects of mod p local-global compatibility

1. Mod p local-global compatibility for de�nite unitary groups.
Let Fw/ℚp be a �nite extension, and let kw be the residue �eld of Fw . We are interested in

developing the conjectural mod p local Langlands correspondence,

⎧⎪⎪
⎨⎪⎪⎩

continuous

representation

GFw → GLn(Fp)

⎫⎪⎪
⎬⎪⎪⎭

vs.

⎧⎪⎪
⎨⎪⎪⎩

admissible

Fp-representations

of GLn(Fw)

⎫⎪⎪
⎬⎪⎪⎭
.

The only known case is when n = 2 and Fw = ℚp , where there is a map satisfying local-global

compatibility via completed cohomology of modular curves. We are interested in generalizing

the situation to higher dimensional cases.

A particularly more accessible case is when the group involved is a de�nite unitary group, so

that the global geometry is very simple. Let F/F + be a totally imaginary quadratic CM extension

over a totally real �eld F +, and let’s assume that all places of F + over p split. FIx preferred places

w|v|p where v is a place of F + and w is a place of F (so that Fw ≅ F +v ). Let G be a de�nite unitary

group over F +, such that GF ≅ GLn,F and G(F +∞) is compact. Because v splits in F , G(F +v ) ≅ G(Fw) ≅
GLn(Fw).

De�nition 1.1. Let U ⊂ G(A∞
F+) be a compact open subset. If A = ℚp or Fp , we de�ne the space of

automorphic forms on G with level U and coe�cients in A to be

S(U , A) = {f ∶ G(F +)⧵G(A∞
F+)/U → A}.

Remark 1.1. (1) We have no conditions on functions as the double quotient is finite ex-

actly because G is compact at in�nity.

(2) Upon �xing an isomorphism � ∶ ℚp ≅ ℂ, S(U , ℚp) is identi�ed with the space of classical

automorphic forms on G with trivial in�nity type, level U .

(3) We know how to attach Galois representations r�,� ∶ GF → GLn(ℚp) to these automorphic

forms for which we know local-global compatibility.

De�nition 1.2. Fix a tame level U v ⊂ G(A∞,v
F+ ), a compact open subset. The space of mod p

automorphic forms on G with tame level U v
is de�ned by

S(U v) = lim←←←←←←←←←←←←←←→
Uv⊂G(F+v ) compact open

S(U vUv , Fp).

This has a natural action of G(F +v ) ≅ GLn(Fw).

Now we have a candidate for a mod p local Langlands:

De�nition 1.3. Given a mod p Galois representation r ∶ GF → GLn(Fp), we de�ne
S(r) = lim←←←←←←←←←←←←←←→

Uv⊂G(F+v ) compact open

S(U vUv , Fp)[mr ],

where mr ⊂ T is the maximal ideal corresponding to r .

This S(r) is an admissible Fp-representation of GLn(Fw)! The question is however,

does S(r) depend only on r |GFw ?

This is very di�cult, as this is almost justifying the mod p local Langlands correspondence, which

is of course far from being proved. Our goal is more modest, to �nd enough information inside

S(r) to determine r |GFw .
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2. Serre weights and semisimple Galois representations.

De�nition 2.1. Given r as above, de�ne
W(r) = {Serre weights V ∣ V ↪ S(r)|GLn(Fw )},

the set of Serre weights of r .

Remark 2.1. The set of Serre weights of r , W(r), is understood for GL2(Fw) and GL3(Fw), when

Fw is unrami�ed and r |GFw is semisimple (Le-Le Hung-Levin-Morra).

In general, if r |GFw is semisimple, then there is an expected set of Serre weights W ?(r |IFw ) (Gee-

Herzig-Savitt), which only depends on the restriction of r |GFw to inertia. Rather than de�ning

W ?(r |IFw ), we do one example.

Example 2.1. Let n = 3 and Fw = ℚp . Suppose that r |GFw is irreducible. Then, r |IFw is of form

r |IFw ∼
⎛
⎜
⎜
⎝

!m
3

!pm
3

!p2m
3

⎞
⎟
⎟
⎠
,

where !3 ∶ IFw → F×p where m ∈ ℤ and 1+p +p2 does not divide m. Then, r |GFw = Ind
Gℚp
Gℚp3

(!m
3 un�)

for � ∈ F×p . Thus, to recover r |GFw , we need to know m and �. Roughly in this case (when r |GFw is

“generic”), r |IFw can be recovered from W ?(r |IFw ). The remaining � can be recovered as an eigen-

value of the Hecke operator with support GL3(Fw )
⎛
⎜
⎜
⎝

p
p

p

⎞
⎟
⎟
⎠
, from the Hecke action (V ) actin

on HomGL3(Fw )(V , S(r)), for V ∈ W(r).

3. Non-semisimple Galois representations.
From now on we assume n = 3.

Example 3.1. Again, let Fw = ℚp . In contrast to the semisimple case, Galois representations in

question are of form

r |GFw ∼
⎛
⎜
⎜
⎝

!a un�a ∗ ∗
0 !b un�b ∗
0 0 !c un�c

⎞
⎟
⎟
⎠
.

We restrict to a case when it is in Fontaine-La�aille range (and generic), namely suppose a −
b, b − c > 2 and a − c < p − 3. Then, by normalizing the corresponding Fontaine-La�aille module,

Herzig-Le-Morra de�ned the Fontaine-La�aille invariants FL(r |GFw ) ∈ ℙ1(Fp) which uniquely

determines the extensions.

Works of Herzig-Le-Morra and Le-Le Hung-Levin-Morra show that there is a �nite set X ⊂
ℙ1(Fp) containing 0 and ∞, such that if FL(r |GFw ) ∉ X , then there is only one Serre weight W(r) =
{V0}. Then a, b, c can be read o� from the height weight of V0, and �a, �b, �c can be read o� from

Hecke eigenvalues as before.

Theorem 3.1 (Herzig-Le-Morra for f = 1, Enns for f > 1). Let n = 3, and Fw/ℚp be the unrami�ed

extension of degree f . Assume

∙ r |GFw is upper triangular, Fontaine-La�aille and su�ciently generic,

∙ W (r) is a singleton, {V0},
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∙ r , G, F , U v
satisfy a Taylor-Wiles assumption.

Then, from S(r), one can recover r |GFw by the following explicit recipe.

(1) Information for the semisimpli�cation is as before (i.e. can be read o� from V0). Thus, we
need to determine extensions.

(2) Choose “well” (i.e. there is an explicit recipe) a collection of 3f − 2 principal series inertial
types � = IFw → T3(ℤp) (e.g. � = !̃x ⊕ !̃y ⊕ !̃z

; tildes mean Teichmuller lifts).

(3) For each inertial type � , de�ne FL� ∈ F×p , which determine the extension classes.

(4) For all � , one has explicit S� , S′� ∈ Fp[GL3(kw)].
(5) Then, there is an equality of injective operators

S′� ◦Π = FL� S� ∶ S(r)Iw=� → S(r)T3(Fw )= V0 ,
where Iw ⊂ GL3(Fw ) is the Iwahori subgroup, � ∶ Iw → F×p via left action,  V0 is the

character of T3(Fw ) coming from V0, and Π =
⎛
⎜
⎜
⎝

1
1

p

⎞
⎟
⎟
⎠
which normalizes Iw. From these

one can read FL� ’s, thereby determining extension classes.

Example 3.2. If f = 1, there is only one Fontaine-La�aille invariant to recover. If say � =
!̃−b+1 ⊕ !̃−c+1 ⊕ !̃−a+1

, the recipe for S� for example is

S� = ∑
x,y,z∈kw

xp−(a−c)zp−(a−b)
⎛
⎜
⎜
⎝

1 x y
1 z

1

⎞
⎟
⎟
⎠

⎛
⎜
⎜
⎝

1
1

1

⎞
⎟
⎟
⎠
.

Idea of proof. We try to use characteristic 0 local-global compatiblity. The point is that if one

restricts to Iw = � and its natural lift Iw = � , automorphic forms appearing have v-local part

principal series, so one can study the actions of Teichmuller lifts of S� and S′� very explicitly. By

using Le-Le Hung-Morra-Levin’s explicit description of R(2,1,0),�� , one shows the desired relation

lifted to characteristic zero. We reduce mod p and here we need Taylor-Wiles patching. �

Remark 3.1. These are extremely complicated and there is no conceptual explanation for group

algebra operators. There are many related works, e.g. Park-Qian on GLn(ℚp), but the exact rela-

tions are unclear.
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Federico Bambozzi, A global perspective on Hodge theory

We want to �nd analytic ℤ-forms of relevant object of p-adic Hodge theory.

1. Abstract analytic geometry.
The basic idea is that, given a closed monoidal symmetric category , we can “de�ne” the

category of “a�ne schemes over ” Aff as

Aff = Comm()op,
where Comm() is the category of commutative algebras over . If you put an appropriate

Grothendieck topology on Aff , then one gets geometry.

Let K be a valued �eld, and consider the category of locally convex spaces over K , which is

unfortunately not closed monoidal category. Instead, the category SNK of seminorms of K is a

closed monoidal category. It embeds into the opposite category of functors Func(SNK , Sets)op by

the co-Yoneda lemma. Now the category of locally convex spaces of K is the same as Proess(SNK ),
the pro-SNK where morphisms are essential epimorphisms. The problem of the category of locally

convex spaces not being closed monoidal can be explained by the following phenomenon:

For a closed monoidal category , Pro() is usually not closed monoidal.

However, the Ind-category Ind() is always closed monoidal. Thus, we would instead want to

work with inductive systems.

Let BanR be the category of Banach spaces for a Banach ring R. Then, BanR is a closed monoidal

category. By the Yoneda lemma, we can embed this into Func(BanopR , Sets), and then we can

make sense of Ind-category Ind(BanR) ⊂ Func(BanopR , Sets) in this optic. Similarly, we can form

Indess(BanR), the category of ind-systems of objects in BanR where transition maps are essentially

monomorphisms. This category is equivalent to complete bounded modules, or bornological
modules, BornR .

Remark 1.1. ∙ Born comes from “borné,” which means bounded in French.

∙ If R = K , then this coincides with the classical de�nition.

∙ There is an adjunction

BornK ↔ lcvK ,
which restricts to an equivalence of categories on a subcategory containing “all reasonable

objects.”

Proposition 1.1. ∙ BornR is a closed monoidal category.

∙ BornR is a “quasi-abelian category”; it is a derived equivalent to an abelian category.

∙ BornR has all limits and colimits.

De�nition 1.1. De�ne the category of a�ine analytic spaces over R,AffR , to beComm(BornR)op.

There is a notion of base change for a map between bornological rings.

2. Basic examples.
The ring of integers ℤ with its Euclidean norm | − |∞ is initial in the category of Banach rings.

Thus, it is initial in Bornℤ.

De�nition 2.1. Let R be a Banach ring (or a bornological ring). Then the Berkovich spectrum
M(R) is de�ned by

M(R) = {| − | ∶ R → ℝ≥0 bounded multiplicative seminorms},
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with the weakest topology such that, for all r ∈ R, | − | ↦ |r | is continuous.

The Berkovich spectrum X = M(ℤ, | − |∞) is a tree branched out of the trivial seminorm | − |0,
where there is one line segment for each valuation v of ℤ, where

∙ if v is a �nite prime, then the line segment corresponds to | − |"v , 0 ≤ " ≤ ∞, with another

endpoint being the valuation v,

∙ and if v = ∞, then the line segment corresponds to | − |"∞, 0 ≤ " ≤ 1, with another endpoint

being the Euclidean norm | − |∞.

The topology is very coarse. In particular, any open set containing | − |0 is a union of almost every

branches.

Let U = X − {| − |0}. Then, U (U ) = ℝ ×∏p ℤp . For the open embedding j ∶ U ↪ X , one has

(j∗U )||−|0 = Aℚ.

Consider the power series ring

T�,ℤ = {∑
i∈ℕ

ait i ∈ ℤ[[t]] ∣ ∑
i
|ai |∞�i < ∞},

which we call a Tate algebra over ℤ.

Remark 2.1. Note that T1,ℤ⊗̂ℤℚp is not a Tate algebra in the usual sense.

Thus we de�ne the following.

De�nition 2.2. Let T ◦
ℤ = lim←←←←←←←←←←←←←←← �<1 T�,ℤ, which we call analytic fundamental open disc.

Similarly, let T T
ℤ = lim←←←←←←←←←←←←←←→�>1

T�,ℤ.

This is a more sensible notion, as T ◦
ℤ⊗̂ℚp and T ◦

ℤ⊗̂ℂ are usual open discs.

De�nition 2.3. Let Int(ℤ) be the ring of integrally valued polynomials, i.e. {f ∈ ℚ[X] ∣ f (ℤ) ⊂ ℤ}.

For example, (xn) is in Int(ℤ) that is not in ℤ[X].

Proposition 2.1.
{

(
x
n)

}

n∈ℕ
,

forms a ℤ-basis for Int(ℤ).

On the other hand, the multiplication is quite complicated,

(
x
i)(

x
j )

= ∑
k≤min{i,j}(

i + j − k
i − k, j − k, k)(

x
i + j − k)

.

In particular, the coe�cients can have big | − |∞ values.

De�nition 2.4. Let Int(ℤ, | − |0) = {an(xn) ∣ |an|0 → 0}.

Proposition 2.2. ∙ (Int(ℤ, | − |0), | − |1,max)⊗̂ℤℚp = 0(ℤp), via Mahler expansion.

∙ lim←←←←←←←←←←←←←←← �>1(Int(ℤ), |−|�,max)⊗̂ℤℚp = LA(ℤp). We thus de�ne LA(ℤ) ∶= lim←←←←←←←←←←←←←←← �>1(Int(ℤ, |−|0), |−|�,max).
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Remark 2.2. Locally analytic functions over whole a�ne line (as opposed to unit disc) can be

captured by the following.

(
lim←←←←←←←←←←←←←←←
�→∞

(Int(ℤ, | − |∞), | − |�))
⊗̂ℤℚp ⇒ an(A1

ℚ),

(
lim←←←←←←←←←←←←←←←
�→∞

(Int(ℤ, | − |∞), | − |�))
⊗̂ℤℂ ⇒ an(A1

ℂ).

3. Non-basic examples.
Now we take the Robba ring over ℤ, Rℤ,

Rℤ = {∑
i∈ℤ

ait i ∣ ∑
i∈ℤ

|ai |�i < ∞ for all � < 1,

and there exists � > 1 such that ∑
i∈ℕ

|ai |�i < ∞}.

For an analytic group scheme G over ℤ, we have an action G × Spec(Rℤ) → Spec(Rℤ) which is

given by the coaction map  ∶ Rℤ → Rℤ⊗̂ℤ(G), de�ned by

 (t) = (1 + t)� − 1 = ∑
n>0

tn(
�
n)

.

Now you pick G such that (G) = ̂Int(ℤ) = LA(ℤ), whose comultiplication map is given by

Δ∗((
x
n)) = (

xy
n ).

Proposition 3.1. The map  is well-de�ned. If you base change to ℚp , you get the usual coaction

map.
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Vlad Serban, p-adic unlikely intersections and applications

1. Unlikely intersections.

Example 1.1. What are the examples of f ∈ ℂ[x, y], such that f (� , � ′) = 0 for in�nitely many

roots of 1 � , � ′? For example one can try to use f (x, y) = xa − yb, or xayb − 1.

Theorem 1.1 (Lang, Ihara, Tate). If f (1, 1) = 0 and if f is irreducible monic, the above examples

are the only possible examples.

The above situation generalizes to the following.

De�nition 1.1. Consider A = Gn
m, or more generally an abelian variety. Then, special points

are torsion points. A special subvariety is a translate of subtorus/abelian sub-variety by a torsion

point.

Then the above example can be thought as a special case of the following

Theorem 1.2 (Manin-Mumford; Raynaud). An irreducible component of the Zariski closure of a

set of special points is special.

Theorem 1.3 (Strengthening of Manin-Mumford; Laurent, Hindry, Faltings, McQuillen, Vojta,

⋯). Let G be a semi-abelian variety, and Γ ⊂ G(ℂ) be a �nitely gneerated subgroup. Consider the

divisible hull of Γ,
Γdiv = {g ∈ G(ℂ) ∣ gk ∈ Γ for some k > 0}.

Then, X ∩ Γdiv is finite, unless X contains a translate of a positive dimensional subgroup.

Why is this useful?

Corollary 1.1 (Mordell conjecture). For a curveC over a number �eldK of genus g ≥ 2, |C(K)| < ∞.

Proof. Suppose |C(K)| ≠ 0. Then we choose a rational point and get an embedding i ∶ C ↪ Jac(C)
into a g-dimensional abelian variety. As Γ = Jac(C)(K) is a �nitely generated abelian group,

|i(C) ∩ Γ| < ∞, unless i(C) contains a translate of a positive dimensional subtorus. Thus C has to

contain an elliptic curve which is impossible because of genus ≥ 2 condition. �

2. p-adic unlikely intersections on tori.
We want to study if we can say anything about �nitely generated torsion ℤp[[T1, ⋯ , Tn]] ≅

ℤp[[ℤn
p]]-modules in a similar vein. But one cannot just easily do this, as �rst of all we cannot

evaluate at roots of unity because of convergence issue. But the following variant holds.

Proposition 2.1. Let Φ ∈ E[[X , Y ]] where E/ℚp is �nite. Suppose Φ is irreducible and Φ(0, 0) = 0.
If Φ(� −1, � ′−1) = 0 for in�nitely many p-power roots of unity � , � ′, then Φ(X , Y ) = (X +1)A−(Y +1)
for A ∈ ℤp , up to multiplication by units and swapping X, Y .

Theorem 2.1 (Serban). Let S = (Ĝm)n,torm /E ⊂ Bn
ℂp (0). An irreducible component of the Zariski

closure of a subset of S is special, namely it is the translate of a formal subtorus by a torsion point

in S.

Remark 2.1. (1) There is Tate-Voloch conjecture on stronger result, which needs distances

between points.

(2) This generalizes to the case where one uses a Lubin-Tate formal group instead of Ĝm.
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Proof sketch. Let ΣΦ = {x⃗ ∈ mn
ℂp ∣ Φ(x⃗) = 0}. Then,

min
1≤i<n(

vp(xi)
vp(xi+1)

,
1

vp(xn))
≤ CΦ,

on ΣΦ. We then parametrize ΣΦ ∩ S and use compactness argument to get a �nite cover by sets

S�j that after twist by �j ∈ End(Ĝn
m), vp(xi)/vp(xi+1) → ∞ is unbounded on S�j . From this and the

above inequality, we see that projn(S�j ) is a �nite set, and we induct on this. �

3. Applications and Generalizations.
We mention two applications of Theorem 2.1.

(1) Let K be a number �eld. Let H be a (nearly) ordinary family of cuspidal p-adic auto-

morphic forms over GL2,K , over the weight space 0 = Spec(ℤp[[ℤn
p]]) (i.e. Hida family).

In general, if K is not totally real, then Hida conjectured that H is torsion over 0
of

codimension r2. Now “classical points” form a proper subset of

S = {(1 + p)k⃗ �⃗ − 1 ∣ k⃗ ∈ ℤn, �⃗ ∈ �p∞}.
We then study the density of classical points on H . If we have such density, then H must

be “very special”; in general, density of classical points on H is expected to be a very rare

phenomenon. For example, if K is imaginary quadratic �eld (so that codimension is 1),

then we can prove �niteness in this way.

(2) Now for a 2-variable p-adic L-function Lp(x, y) interpolating Lalg(fk , � , s) for 1 ≤ s ≤ k − 1,
there is a conjecture of Greenberg.

Conjecture 3.1 (Greenberg). The vanishing along the line s = k/2 should be of order 0 or 1
according to the sign of the functional equation.

From this, one expects that there are �nite amount of vanishing not explained by the

functional equation. From a joint work of Rob Pollack, by using explicit form of 2-variable

p-adic L-function, one can check that the expectation holds for some speci�c elliptic

curves.

We �nish the talk with a generalization of Theorem 2.1 to abelian varieties (or more precisely

analyti�cations of abelian varieties).

Theorem 3.1 (Serban). Let F = Spf(E[[x1, ⋯ , xn]]) be a p-adic formal Lie group of dimension n.
Let X ⊂ F be a closed formal subscheme. Then either of the following holds.

(1) There is " > 0 such that only �nitely many torsion points Q ∈ F[p∞] satisfy dp(Q, �) < " for
some good notion of distance.

(2) There are in�nitely many torsion points on � and � contains the translate of a formal sub-

group of F .

This theorem is useful in studying p-adic dynamical systems.
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Konstantin Ardakov, The first Drinfeld covering and equivariant D-modules on rigid

spaces

1. Background.
Let F/ℚp be a �nite extension, G = GL2(F ) and D/F be the quaternion division algebra. The

Drinfeld upper half plane is de�ned by

Ω ∶= ℙ1,an − ℙ1(F ),
so that Ω(ℂp) = ℙ1(ℂp) − ℙ1(F ). It is not a simply connected space, and Drinfeld de�ned a tower

⋯ → M2 →M1 →M0 = Ω × ℤ,
which is a tower of rigid spaces, and there is a G-action on the whole tower, such that

(1) the G-action on M0 lifts to Mn,

(2) Mn →M0 is a G-equivariant map for all n ≥ 0,
(3) and Gal(Mn/M0) ≅ ×

D/(1 + �nD).

Theorem 1.1 (Harris-Taylor, Carayol, Faltings, Mieda). For � ≠ p, the � -adic étale cohomology of

Drinfeld tower, M∞ = lim←←←←←←←←←←←←←←← nMn, realizes the Jacquet-Langlands and local Langlands correspondence.

Namely, there is a D× × G ×WF -equivariant isomorphism

lim←←←←←←←←←←←←←←→
n
H 1
ét,c(Σn,F , ℚ� ) ≅ ⨁

�∈Irr(D×)
� ⊗ JL(�)∨ ⊗ rec−1(JL(�)∨),

where Σn = Mn/ ( p 0
0 p )

ℤ
.

What if � = p? There is a recent work of Colmez, Dospinescu and Niziol on p-adic (pro-)étale co-

homology of the tower and they relate to the p-adic local Langlands correspondence for GL2(ℚp).
On the other hand, there is an expectation (Schneider-Teitelbaum) that coherent cohomology
of the tower produces admissible locally analytic representations of G.

Conjecture 1.1 (Schneider-Teitelbaum). For n ≥ 0, (Σn)∗ is an admissible locally analytic repre-

sentation of G. Furthermore, (Σn)∗ has �nite length for all n ≥ 0.

There are some evidences:

(1) (Dospinescu-Le Bras, 2017) (Σn)∗ is an admissible locally analytic representation for F =
ℚp , n ≥ 0.

(2) (Patel-Schmidt-Strauch, 2017) (Σ1)∗ is an admissible locally analytic representation for

any F .

Theorem1.2 (Ardakov-Wadsley). LetL be aG-equivariant line bundle onΩwith aG-equivariant
connection. Suppose there is an isomorphism  ∶ L ⊗d ∼←←←←←←←←→ (Ω, ∇triv) for minimal such d ≥ 1 which
satis�es p - d . Then,

(1) L (Ω) is a coadmissible (G)-module,

(2) and if d > 1, then L (Ω) is irreducible.

Remark 1.1. This implies that (Σ1)∗ is �nite length (a part of Conjecture 1.1) as the pushfor-

ward of (Σ1)∗ to the base decomposes into a sum of line bundles via Kummer theory, as the

Galois group of the �rst covering is abelian. To go up further the tower, we have to consider vec-

tor bundles with connection and the corresponding D-module theory will be considerably more

involved.
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2. Algebraic situtation.
Let V ⊂ ℙ1

ℂ be a Zariski open set. Let � ∶ V ′ → V be some �nite étale covering.

Proposition 2.1. As a U (sl2)-module, (V ′) is �nitely generated.

Proof. Let j ∶ V ↪ ℙ1
. Note that V ′ is a holonomic V -module. By Bernstein’s theorem, there

is a six-functor formalism for regular holonomic D-modules. Thus, �+V ′ is a holonomic V -

module. As � is �nite étale, this is �∗V ′ with Gauss-Manin connection (i.e. the pushforward

comes from local system again). Applying Bernstein’s theorem again, j+(�∗V ′) is a holonomic

ℙ1-module. As j is a�ne, this pushforward is also equal to j∗(�∗V ′). By Beilinson-Bernstein

localization (in the setting of D-modules, it is due to Brylinski-Kashiwara), we know that

{coherent ℙ1-modules} ∼←←←←←←←←→{coherent U (sl2)-modules with (ker �0)M = 0} ,

M ↦ Γ(ℙ1, M),
and holonomic D-modules are automatically coherent, we see hat Γ(ℙ1, j∗(�∗V ′)) = (V ′) is a

�nitely generated U (sl2)-module. �

This is the core of the proof which will apply to the proof of Theorem 1.2.

3. Rigid analytic situation.
In our rigid analytic situation, we consider the following analogous situation: for u ∈ �(x)×,

d ≥ 1,

Z(u, d) ∶= Spec
(
K[x][ 1

x−ai
∶ i = 1, ⋯ , ℎ][z]
(zd − u) )

an
�←←←←←←←→A1,an − � (u),

where � (u) ∶= u−1({0, ∞}) = {a1, ⋯ , aℎ}, and j ∶ A1,an − � (u) ↪ A1,an
. In particular,

�∗Z(u,d) =
d−1
⨁
m=0

A1,an−� (u)zm.

De�nition 3.1. Let U = U (� (u), t) ∶= {a ∈ A1,an ∣ |a − s| ≥ |t| for all s ∈ � (u)}.

De�nition 3.2. Let (u, d) ∶= j∗(A1,an−� (u)z).

This is a little nasty object, for example it attains an essential singularity around missing points.

However, it is not so crazy:

Theorem 3.1 (Bode). The object(u, d) is a coadmissible ̂A1,an-module.

But for our purpose ̂-module is not enough.

De�nition 3.3. For an abelian sheaf  over A1,an
, de�ne

U ∶= i∗i−1 ad,

where i ∶ U ad ↪ A1,ad
which happens on the level of adic spaces.

A classical-minded person can think of this as the sheaf of overconvergent sections into U .

Proposition 3.1. We have U (X ) = colim|s|<|t |  (X ∩ U (� (u), s)).
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Theorem 3.2. Suppose p - d and |t | ≤ mini≠j |ai − aj |. Let

R(u, d) ∶=
ℎ
∏
i=1
(x − ai) ()x −

1
d
dlog(u)) ∈ K[x, )x].

Let †
t ∶= colim|r |>|t | r , where r (X ) = (X )⟨)x/r⟩. Let

A≥t =
{
a�noid subdomains X ⊂ A1,an ∣ |t | ≥ |)x |sp,(X )

}
.

Then,

(u, d)U (� (u),t) ≅ †
t /

†
t R(u, d),

as sheaves of †
t -modules on A≥t .

Proof of Theorem 1.2(1). We want to show that j∗L is a coadmissible (ℙ1/G)-module. It su�ces

to show locally, namely that (j∗L )D is a coadmissible (D/G1)-module, where D = SpK⟨x⟩ and

G1 is the �rst congruence subgroup. It then su�ces to prove that L (D∩Ω) is a ̂(D, G1)-module.

Now we have

̂(D, G1) ≅ lim←←←←←←←←←←←←←←← 
†
�n (D)oGn+1 Gn.

The set D ∩ Ω is a Cantor-like set which has a Stein exhaustion, so D ∩ Ω = ∪n≥0Un,

so L (D ∩ Ω) = lim←←←←←←←←←←←←←←← L †(Un). Now Theorem 3.2 implies that

L †(Un) ≅ †
�n (D)/

†
�n (D)R(un, d).

Thus we have a system of †
�n (D)’s and †

�n (D)oGn+1 Gn’s with connecting maps

†
�n+1(D) //
� _

��

†
�n (D)� _

��

†
�n+1(D)oGn+2 Gn+1 // †

�n (D)oGn+1 Gn

We will get the desired conclusion that L (D∩Ω) is a coadmissible ̂(D)-module, if we prove that

†
�n (D) ⊗†

�n+1
(D) L

†(Un+1) → L †(Un),
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is an isomorphism for all n. This is however false, because this is never injective. However,

somehow one can prove that

†
�n (D)oGn+1 Gn ⊗†

�n+1
(D)oGn+2Gn+1

L †(Un+1) → L †(Un),

is an isomorphism for all n ≥ 0. �

Theorem 1.2(2) is then proved by using the explicit nature of R(un, d).
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Fabrizio Andreatta, Katz type p-adic L-functions for primes p non-split in the CM field

1. Algebraicity of L-values.
Let K ⊂ ℂ be an imaginary quadratic �eld, N ≥ 5 and suppose that the Heegner hypothesis is

satis�ed, so that there is n ⊂ K such that K /n ≅ ℤ/Nℤ. Let " ∶ (ℤ/Nℤ)× → ℂ× be a character.

Let f be an eigenform of level Γ1(N ), nebentype ", of weight k ≥ 2. For example,

(I) f can be Eisenstein series (Katz),

(II) or f can be a cuspidal newform (Bertolini-Darmon-Prasanna, Mori).

Let � ∶ A×
K /K× → ℂ× be an algebraic Hecke character such that

∙ conductor of � divides n,

∙ � |×
K
∶ ×

K → ℂ× factors through " ∶ (K /n)× → ℂ×.
We are interested in interpolating central critical values of L-values of f ⊗ �−1. Note that in the

case of (II) (i.e. cuspidal newforms) one has to also assume that � is central critical for f .

The natures of L-values di�er according to the in�nity type of � .

De�nition 1.1. We say that � has infinity type (m, n) ∈ ℤ2
if

� |(K⊗ℝ)×(z ⊗ 1) = z−mz−n.

We would like m + n = k, so that we want to study algebraic properties of L(f , �−1, 0). Accord-

ingly, the set of (critical) algebraic Hecke characters � splits into three regions:

∙ Σ(1), those of in�nity type (m, n) = (k − 1 − j, 1 + j) for 0 ≤ j ≤ k − 2,
∙ Σ(2), those of in�nity type (m, n) = (k + j, −j) for j ∈ ℕ≥0,

∙ Σ(2′), those of in�nity type (m, n) = (−j, k + j) for j ∈ ℕ≥0.

This is important as the “transcendental periods” for L(f , �−1, 0) change according to the region

of � . We will talk about the case of � ∈ Σ(2).

Theorem 1.1. There is the “algebraic part” Lalg(f , �−1) ∈ ℚ of L(f , �−1, 0). Namely,

∙ in case (I),

Lalg(f , �−1) =
1

|×
K |
(−1)(k + j − 1)!N k+1� j

g(") disc(K/ℚ)jΩk+2j
p

,

where g(") is the Gauss sum and Ωp ∈ ℂ is some transcendental period (Damerell).

∙ in case (II),

Lalg(f , �−1)2 = (∗)
L(f , �−1, 0)
Ω2(k+2j) ,

where (∗) is similar explicit factor which does not depend on f and � , and Ω ∈ ℂ is also some

transcendental period (Waldspurger).

More precisely,

Lalg(f , �−1) = ∑
a∈PicK

�−1j (a)�
j
k(f )(a ∗ (A0, !0, t0)),

where

– �j = � ⋅ Nmj
,

– A0 is an elliptic curve with CM by K ,

– t0 is a generator of A0[n] (so that (A0, t0) ∈ Y1(N )),
– !0 is the Néron di�erential of A0,
– a ∗ A0 ∶= A0/A0[a],
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– and �k is the Shimura-Maass operator, which is a C∞
-operator

�k(f ) =
1
2�i (

)
)z

−
k

z − z)
(f ).

Remark 1.1. The transcendental periods “Ω” come from the ratio between !0, the Néron di�er-

ential, which is algebraic, and “dz”, which comes from complex uniformization of elliptic curves.

2. Interpreting the Shimura-Maass operator geometrically.
The Shimura-Maass operator spits out something real analytic, so it is not at all clear from the

formula that Lalg(f , �−1) is an algebraic number.

�estion. Why is � jk(f )(a ∗ (A0, !0, t0)) ∈ ℚ?

We give an interpretation of �k using algebraic geometry (speci�cally, using Gauss-Manin con-

nection and Kodaira-Spencer isomorphism). Consider the universal elliptic curve E over Y1(N ).
Then, the de Rham cohomology H 1

dR(E/Y1(N )), which we will denote just as H 1
dR for simplicity, as

a vector bundle over Y1(N ), comes equipped with the Gauss-Manin connection ∇. This induces a

connection on Symk H 1
dR.

On the other hand, the �rst piece of Hodge �ltration is !E, the sheaf of invariant di�erentials

(whose quotient is H 1(E,E)), and the Kodaira-Spencer isomorphism gives an isomorphism

KS ∶ !2
E
∼←←←←←←←←→Ω1

Y1(N ).

Thus, Ω1
Y1(N ) can be thought as a subspace of Sym2 H 1

dR, and thus ∇ can be thought as a map

∇ ∶ Symk H 1
dR → Symk H 1

dR ⊗ Ω1
Y1(N ) → Symk+2 H 1

dR.

Theorem 2.1 (Katz). The Shimura-Maass operator has an algebro-geometric interpretation,

� jk(f ) = (Hodge−splitting) ◦∇
j(f ),

where (Hodge−splitting) is the C∞
Hodge-splitting of !k+2j ↪ Symk+2j H 1

dR.

Still both ∇ and (Hodge−splitting) are analytic, so it is not clear why the value at some speci�c

elliptic curve is algebraic. On the other hand, K acts on the 2-dimensional vector space H 1
ét(A0),

so it decomposes into a sum of 1-dimensional eigenspaces H 1
dR(A0) = ! ⊕ !, where ! and ! each

correspond to complex embeddings ofK intoℂ. The crucial fact is that this, after base-changing to

ℂ, coincides with the Hodge decomposition ofH 1
dR(A0(ℂ)). This gives that Lalg(f , �−1) is algebraic.

3. p-adic L-function over Σ(2).
Now that we have algebraic values, we are interested in congruences between them. After

�xing a prime p, the map w ∶ Σ(2) (k + j, −j) ↦ j←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←→ℚ can be used to p-adically complete Σ(2), and get

a continuous map w ∶ Σ̂(2) → ℚp .

�estion. Is it possible to de�ne Lp(f , �−1) ∈ ℂp for � ∈ Σ̂(2), related to Lalg(f , �−1) for � ∈ Σ(2)?

If p splits in K , then the works of Katz, Bertolini-Darmon-Prasanna, Mori establish this. This is

particularly because a ∗ A0 is ordinary at primes above p, and over Y1(N )ord, H 1
dR has a unit root

splitting. This a priori has nothing to do with theC∞
-splitting, but this coincides withC∞

-splitting

at CM points, so in particular at a ∗ (A0, t0). In particular, � is now related to the �-operator of

Serre and Katz.
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Our primary goal in interpolating the formula is to make sense of � j for a now p-adic weight

j. As � , being equal to � , on the level of q-expansions has the e�ect of

�(∑ anqn) = ∑nanqn,
for j a natural number, � j(∑ anqn) = ∑njanqn. Thus we want � j(∑ anqn) = ∑ j(n)anqn for general

p-adic weight j, but this only makes sense for n ∈ ℤ×
p , or p - n. Thus, if we take the p-depletion

f [p] = (1 − V ◦U )(f ), which precisely misses parts of q-expansion with p|n, then � j(f [p]) really

makes sense with the expected formula, and Katz showed that the q-expansion really gives a

Katz modular form. Now we can apply the same formula for this Katz modular form, and we get

the interpolation.

Now if p does not split in K , then this strategy cannot work, as unit root splitting does not

overconverge.

Theorem 3.1 (Andreatta-Iovita). Even if p does not split in K , (if p ≥ 5) we can construct a p-adic
L-function

Lp(f , −) ∶ Σ̂(2) → ℂp ,
such that for � ∈ Σ(2) ⊂ Σ̂(2), Lp(f , �−1) = (Euler factor)Lalg(f , �−1), and it also has Gross-Zagier type
result for values at Σ(1) ⊂ Σ̂(2).

Remark 3.1. Daniel Kriz de�ned � j purely on supersingular locus, at least for k = 2, giving a

similar p-adic L-function, but there is no precise interpolation formula for it.

Strategy of proving Theorem 3.1. (1) We can de�ne a p-adic interpolation of !m ⊂ Symm H 1
dR,

so that we obtain, for j an analytic p-adic weight, !j ⊂ Wj over strict neighborhoods Yr
of Y1(N )ord, where Yr = {| Ha | ≤ 1

r } (Andreatta-Iovita-Pilloni). The sheaf Wj is an in�nite-

dimensional Banach sheaf which contains Symm H 1
dR when you specialize at m ∈ ℕ. This

works for r ≥ 2.
(2) For every p-adic analytic weight j, we can justify

∇j(f [p]) ∈ H 0(Yr ,Wk+2j),
for some r ∈ ℚ>0. This works for r ≥ p(p + 1).

(3) We want to evaluate ∇j(f [p]) at a ∗ (A0, t0, !0) and use algebraic splitting of !k+2j ⊂ Wk+2j .

The problem is that a ∗ (A0, t0, !0) is not in Yr for r ≥ p(p + 1), but there is a way to get

around this, namely one can use Up-correspondence to move the point inside the desired

region.

�
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Gergely Zabradi, Multivariable (', Γ)-modules

1. Motivation.
Let Π be a mod pr smooth representation of G = GL2(ℚp). Let B = TN ⊂ G be the up-

per triangular Borel, B+ ∶= ( ℤp⧵{0} ℤp
0 1 )ℚ×

p , N0 = ( 1 ℤp
0 1 ). Let F be the conjugation-by-( p 0

0 1 ) on

ℤ/prℤ[[N0]] ≅ ℤ/prℤ[[T ]]. This acts on T via FT = ((T + 1)p − 1)F . Even though T and F do

not commute, for notational simplicity we will denote a non-commutative ring of F acting on

ℤ/prℤ[[T ]] as ℤ/prℤ[[T ]][F ].

Lemma 1.1 (Emerton, Colmez). Let M be a subspace of Π satisfying the following conditions.

(1) M is a �nitely generated ℤ/prℤ[[T ]][F ]-module.

(2) M is stable under T0 = (
ℤ×p 0
0 ℤ×p )ℚ×

p .

(3) M is admissible as an N0-representation.
Then, M∨[T −1] is a (', Γ)-module over ℤ/prℤ((T )) (plus a ℚ×

p-action via the center), where M∨
is the

Pontryagin dual of M .

Remark 1.1. The '-action is not quite the F -action onM∨[T −1], but rather the so-called  -action

is given by F .

Theorem 1.1 (Colmez). If Π is admissible and �nite length with a central charcater, then there is a

maximalM satisfying the conditions of Lemma 1.1, denoted as Πmax. The functor D(Π) = M∨
max[T −1]

is an exact functor.

2. Generalization of Colmez’s functor to higher rank groups.
Let G be a split connected reductive group over ℚp with connected center, and let G = G(ℚp).

Let B = TN be a Borel subgroup, and let N0 be a maximal compact subgroup of N which is

furthermore totally decomposed in the sense that N0 = ∏�∈Φ+(N0 ∩ N� ), where N� is the root

subgroup for positive root � . Fix an isomorphism �� ∶ ℤp
∼←←←←←←←←→N0,� = N0∩N� . Consider a Whittaker

character

� ∶ N0 � N0/ ∏
�∈Φ+⧵Δ

N0,�
∑�∈Δ �−1�←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←→ℤp ,

and let H0 = ker(� ) E N0. Let � ∶ ℚ×
p → T be a cocharacter such that �◦� = idℚ×p for all � ∈ Δ.

Example 2.1. If G = GLn, then one can take

∙ N0 = (
1 ℤp ℤp
0 ⋯ ℤp
0 0 1 ),

∙ � ((ai,j)) = a1,2 + ⋯ + an−1,n,

∙ � (x) = (
xn−1

xn−2
⋯
1)

.

Given a smooth N0-representation Π over ℤ/prℤ, ℤp acts on ΠH0
, as well as the Hecke operator

F ∶ ΠH0 � (p)-conjugation←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←←→Π� (p)H0� (p)−1 Tr←←←←←←←←←←←→ΠH0 .
Then the same (noncommutative) ring ℤ/prℤ[[T ]][F ] acts on ΠH0

.

Lemma 2.1 (Breuil). If M ⊂ ΠH0
is a subspace satisfying the following conditions,

(1) M is �nitely generated over ℤ/prℤ[[T ]][F ],
(2) M is stable under � (ℤ×

p )Z (G)(ℚp),
(3) M is admissible as a representation of N0/H0,
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then M∨[T −1] is a (', Γ)-module.

One cannot expect similar admissibility result as in GL2(ℚp) case. Still, if M1, M2 satisfy the

conditions of Lemma 2.1, then M1 + M2 satis�es them as well, so we can form a pro-object in the

category of (', Γ)-modules via

D∨
� (Π) ∶= lim←←←←←←←←←←←←←←←

M
M∨[T −1].

Proposition 2.1 (Breuil). The functor D∨
� satis�es the following properties.

(1) It is compatible with parabolic induction and tensor products.

(2) It is right exact.

(3) It is exact on the subcategory of subquotients of principal series, denoted as SP(ℤ/prℤ).

The obvious downside is that this functor loses information.

Example 2.2. For example, D∨
� (Ind (

�1
⋯

�n )) only knows about � n−11 � n−22 ⋯�n−1.

Also, there are many extensions on the automorphic side that cannot be captured by (', Γ)-
modules, as Gℚp has p-cohomological dimension 2.

3. Multivariable (', Γ)-modules.
A possible remedy to these problems is to use multivariable (', Γ)-modules. Namely, one

does not need to use just H0; consider

H0,Δ = ker(N0 → ∏
�∈Δ

N0,�) ,

and for each � ∈ Δ, consider �� ∶ ℚ×
p → T such that �◦�� = idℚ×p and �◦�� = 1 for all other simple

roots � ≠ � .

Example 3.1. IfG = GLn(ℚp), then �� (x) for � = ei−ei+1 can be given by diag(x, x, ⋯ , x, 1, 1, ⋯ , 1),
where there are i many x ’s.

Then, for a smooth ℤ/prℤ-representation Π of N0, ΠH0,Δ
has a Hecke action F� of �� (p).

Lemma 3.1 (Zabradi). If M is a subspace of ΠH0,Δ
such that

(1) M is a �nitely generated module over ℤ/prℤ[[N0/H0,Δ]][F� ∣ � ∈ Δ] (which is also noncom-

mutative),

(2) M is stable under �� (ℤ×
p ) for all � ∈ Δ and the central action ℚ×

p ,

(3) and M is admissible as a N0/H0,Δ-representation,

then M∨[T −1
� ∣ � ∈ Δ] is a multivariable ('Δ, ΓΔ)-module with Z(G)-action (i.e. there are |Δ|-many

variables; N0/H0,Δ ≅ ∏�∈Δ N0,� ≅ ℤ|Δ|
p ). If M1, M2 are two such subspaces, then M1 + M2 also satis�es

the above conditions.

Thus we can form a pro-object

D∨
Δ(Π) = lim←←←←←←←←←←←←←←←

M
M∨[T −1

� ∣ � ∈ Δ].

Proposition 3.1 (Zabradi). The functor D∨
Δ satis�es the following conditions.

(1) It is compatible with parabolic induction and tensor products.

(2) It is right exact.

(3) It is exact on SP(ℤ/prℤ).
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(4) It is fully faithful on extensions of irreducible principal series.

Proof. For k ≥ 1, there is a natural normal subgroup Hk,Δ E H0,Δ (“pkℤp ⊂ ℤp”), and one does

the same thing for Hk,Δ, and then one instead gets H0,Δ/Hk,Δ-action. By sending k → ∞, one gets

an action of ℤ/prℤ((N0)). A work of Schneider-Vigneras-Zabradi associates to this a sheaf Y on

G/B (just a sheaf on the p-adic topological space). Then, Π∨ ↪ Y(G/B), and one can describe its

image. �

4. Galois side.
What does a multivariable ('Δ, ΓΔ)-module mean?

Theorem 4.1 (Zabradi, Carter-Kedlaya-Zabradi). There is an equivalence of categories

V ∶

⎧⎪⎪⎪
⎨⎪⎪⎪⎩

multivariable

('Δ, ΓΔ)-modules

with coe�cients in

ℤ/prℤ

⎫⎪⎪⎪
⎬⎪⎪⎪⎭

∼←←←←←←←←→
{
ℤ/prℤ-representations of G |Δ|

ℚp

}
,

respecting Z(G)-actions on both sides.

Theorem 4.2 (Pal-Zabradi). All multivariable ('Δ, ΓΔ)-modules are overconvergent. Also, an ana-

logue of Herr’s complex computes GΔ
ℚp
-cohomology.

5. Conjectural global picture.
Let F/ℚ be an imaginary quadratic �eld, and let p be a rational prime that splits in F . Let G be

a unitary group over ℤ[1/N ] which is compact at in�nity and split at p. Let K p
f ≤ G(Ap,∞) be a

compact open subgroup. For q = pr , let

S(K p
f , Fq) = {f ∶ G(ℚ)⧵G(A∞)/K p

f → Fq}.
Let � ∶ GF → GLn(Fq) be modular. The Hecke operators for � away from Np gives a maximal

ideal m� of relevant Hecke algebra, which also acts on S(K p
f , Fq). Also, G(ℚp) = GLn(ℚp) acts on

it too.

Conjecture 5.1 (Mod p local-global compatibility). For all d ≥ 1,

V(D∨
Δ (S(K

p
f , Fq)[m�]))

∨ = ((
n−1
⨂
i=1
!

i2−i
2 ⊗ ∧i�p) ⊗ !

n2−n
2 ⊗ ∧n�p)

⊕d

,

as Gn−1
ℚp

× ℚ×
p-representations, where ! is the mod p cyclotomic character and �p = �|Gℚp .
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Laurent Berger, Tensor products and trianguline representations

1. Trianguline representations.
Trianguline representations form a class of p-adic Galois representations containing the

class of semistable Galois representations. This is de�ned by Colmez, and these are expected

to be exactly the class of p-adic Galois representations coming from p-adic automorphic forms

(similar to de Rham representations which encode Galois representaitons coming from geometry).

There are several equivalent de�nitions of trianguline representations:

∙ using (', Γ)-module over Robba ring

∙ using B-pairs

∙ using vector bundles on the Fargues-Fontaine curve.

We will use the second approach.

De�nition 1.1. Let K/ℚp (base �eld) and E/ℚp (coe�cient �eld) be �nite extensions, with E/ℚp

Galois, and let Be = B'=1cris . Then, a BEK -pair (or a E-B-pair of GK ) is a pair (We ,W +
dR) whereWe is a

free E ⊗ℚp Be-module of �nite rank with a semilinear GK -action, andW +
dR is a GK -stable E ⊗ℚp B+dR-

lattice inWdR ∶= E ⊗ℚp BdR ⊗E⊗ℚpBe We .

Remark 1.1. Note that E ⊗ℚp Be is a PID, and GK acts on it only via its action on Be (and trivial

action on E).

Example 1.1. (1) For an E-linear representation V of GK ,

W(V ) = ((E ⊗ℚp Be) ⊗E V , (E ⊗ℚp B+dR) ⊗E V ),
gives a B-pair. This realizes the category of p-adic representations of GK as a full subcat-

egory of B-pairs.

(2) For an E-linear �ltered (', N )-module D over K ,

W(D) = ((Bst ⊗K0 D)N=0,'=id, Fil
0(BdR ⊗K DK )),

gives a B-pair. If D = Dst(V ) for a semistable E-linear GK -representation V , then W(V ) =
W(D).

De�nition 1.2. LetW be a BEK -pair.
∙ W is split trianguline if it is a successive extension of objects of rank 1. We call these rank

1 objects the parameters ofW .

∙ W is trianguline if there is a �nite extension F/E such that F ⊗E W is split trianguline.

∙ W is potentially trianguline ifW restricted to GL for a �nite extension L/K is trianguline.

We say a p-adic representation V is split trianguline (trianguline, potentially trianguline, respec-

tively) if the associated B-pair is split trianguline (trianguline, potentially trianguline, respectively).
Example 1.2. If V is semistable, then as W(V ) = W(Dst(V )), and as ' can be made upper trian-

gular after an extension of coe�cient �eld, V is trianguline.

Theorem 1.1 (Berger-Di Matteo). If V , V ′
are two Gℚp -representations over a p-adic �eld E such

that V ⊗E V ′
is trianguline, then V and V ′

are potentially trianguline.

De�nition 1.3. A BEK -pair W is Δ(ℚp)-trianguline if it is trianguline and all parameters extend

to BEℚp
-pairs.

Theorem1.2 (Berger-Di Matteo). IfW,W ′
are twoBEK -pairs such thatW⊗EW ′

isΔ(ℚp)-trianguline,
thenW andW ′

are potentially trianguline.

154



2. Ingredients of the proofs.
Rank 1 BEK -pairs are classi�ed by Colmez (for K = ℚp) and Nakamura (for general K ). Namely,

there is a bijection

{characters � ∶ K× → E×} ∼←←←←←←←←→
{

rank 1 BEK -pairs

}
,

� ↦ B(�).

Example 2.1. For K = ℚp , a BEK -pair is the same as a (', Γ)-module. Given a character � ∶ ℚ×
p →

E×, the associated rank 1 (', Γ)-module is just that ' acts by �(p) and Γ acts by �|ℤ×p .

However, Nakamura’s construction is not as transparent as above example of K = ℚp case, and

we need more explicit description.

Given a rank 1 BEK -pair, we want to �rst understand We , a rank 1 E ⊗ℚp Be-representation of

GK . As B×e = ℚ×
p , rank 1 Be-representations of GK are just characters of form GK → ℚ×

p . For a

general E, this strategy cannot be used because E ⊗ℚp Be has many units. Nevertheless, we have

the following

Proposition 2.1. Let E0 = ℚpℎ be the maximal unrami�ed sub�eld of E. Let 'E = id ⊗'ℎ on

E ⊗E0 Bcris. Then, the map

E ⊗ℚp Be → (E ⊗E0 Bcris)'E=1,
is an isomorphism.

Now we instead use (E ⊗E0 Bcris)'E=1 and Lubin-Tate theory for E. Let � be a uniformizer of E,

and let  be the Lubin-Tate group attached to � , with [�](T ) = P(T ) = �T +T p
. Let �� ∶ E → E×

be the associated Lubin-Tate character.

Proposition 2.2. There exists an elmenet t� ∈ E ⊗E0 Bcris such that g(t� ) = �� (g)t� for all g ∈ GF
and 'E(t� ) = �t� .

Proof. Consider

Ẽ+ = ♭
ℂp = lim←←←←←←←←←←←←←←←

x↦xp
ℂp /�,

and

Ã+ = E ⊗E0
W(Ẽ+).

Then, given u ∈ Ẽ+, there is a unique lift u ∈ Ã+
such that 'E(u) = P(u). Take u = (un) where

un ∈  [�n], and let t� = log (u). �

Let Σ = Gal(E/ℚp). Then, � ∈ Σ acts on E ⊗E0 Bcris via � ⊗ 'n(�), where 0 ≤ n(�) ≤ ℎ − 1 such that

� |Fpℎ = '
n(�)

. Let t� = (� ⊗ 'n(�))(t� ). This satis�es

∙ g(t� ) = �(�� (g))t� , for g ∈ GF ,

∙ 'E(t� ) = �(�)t� .

Remark 2.1. The product ∏�∈Σ t� is an Ênr-multiple of the usual t of p-adic Hodge theory. This

is because NE/ℚp (�� ) = �cyc� for some unrami�ed character � ∶ GE → ℤ×
p .

The above remark implies that t−1� ∈ E ⊗E0 Bcris.
Now we take any n = (n� )�∈Σ, each n� ∈ ℤ, such that ∑�∈Σ n� = 0. Then,

'E (∏
�∈Σ

tn�� ) = ∏
�∈Σ

� (�)n� ∏
�
tn�� .
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Note that as ∑� n� = 0, v� (∏�∈Σ � (�)n�) = 0. Thus, there exists un ∈ Ênr such that

'E(un)
un

= (∏
�∈Σ

�(�)n�)

−1

.

Thus, by taking u = ∏� tn�� un, we have 'E(u) = u.

Proposition 2.3. (1) The element u is a unit of (E ⊗E0 Bcris)'E=1.
(2) Every unit is of this form up to E×.

Proposition 2.4. (1) Every rank 1 E ⊗ℚp Be-representation of GE is of the form (E ⊗ℚp Be)(�),
for some � ∶ GE → E×, where here it really means twist by character � (namely, a tensor

product).

(2) If, as GE-representaitons, (E ⊗ℚp Be)(�) ≅ E ⊗ℚp Be , then � is de rham, and the sum of its

weights is zero.

(3) If � is de Rhamwhose weights sum up to zero, then there is a potentially unrami�ed character

� ∶ GE → E× such that (E ⊗ℚp Be)(��) ≅ E ⊗ℚp Be as GE-representations.

Remark 2.2. The above result does not hold if E ≠ K .

Now we want to study extensions of B-pairs (which is also studied by Nakamura). For a BEK -pair

W , there is a good de�nition of Galois cohomology H i(GK ,W ) for i ≥ 0, which is an E-vector

space. Although we will not de�ne it here, we note some properties.

(1) H 1(GK ,W ) classi�es extensions of B by W .

(2) There is an exact sequence

W GK
dR → H 1(GK ,W ) → H 1(GK ,We) ⊕ H 1(GK ,W +

dR) → H 1(GK ,WdR).
This is a very natural compatibility statement.

We want classes in H 1(GK ,W ) to be zero, so we wantW GK
dR = 0. This is not as simple as you might

think even for characters, where one is easily led to think thatW GK
dR = 0 if and only if the character

is not de Rham; this is not true as there are many embeddings of K , so that it might happen that

the character is de Rham via one embedding but not de Rham via other embedding. This is called

partially de Rham (coined by Yiwen Ding). This is why we need Δ(ℚp)-triangulinity, because

in this setting W is de Rham if and only if W GK
dR ≠ {0}.

Now the last ingredient is a triangulability condition.

Proposition 2.5. LetXe , Ye be irreducible E⊗ℚpBe-representations ofGK . IfXe⊗Ye is split trianguline,
then Xe ⊗ Ye is actually a direct sum of rank 1 objects.

3. Applications.
We hope to show that for any p-adic GK -representations V , V ′

, if V ⊗V ′
is trianguline, then V

and V ′
are potentially crystalline.

Using Theorem 1.1, Andrea Conti showed a statement of the form

“Symk V trianguline ⇒V potentially trianguline”,
and used this to study eigenvarieties.
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Tobias Schmidt, Mod p Hecke algebras and dual equivariant cohomology

1. The Deligne-Langlands conjecture for Hecke modules.
Let F/ℚp be a �nite extension, and G = GLn(F ). Let I be the Iwahori subgroup of G, and

let H = ℂ[I ⧵G/I ], the complex Iwahori-Hecke algebra. Let Ĝ = GLn(ℂ). The group WF /PF ,

the quotient of WF by wild inertia subgroup, is generated by ', the Frobenius, and v, a lift of

monodromy, where 'v'−1 = vq.
The local Langlands correspondence for tame representations can be thought as a bijection

⎧⎪⎪
⎨⎪⎪⎩

certain

representations

WF /PF → Ĝ

⎫⎪⎪
⎬⎪⎪⎭
↔

⎧⎪⎪⎪
⎨⎪⎪⎪⎩

irreducible

complex smooth

G-representations

with V I ≠ 0

⎫⎪⎪⎪
⎬⎪⎪⎪⎭

.

Using the explicit nature of WF /PF , we can transfer the language into

{
certain (s, t) ∈ Ĝ
with sts−1 = tq

}
↔

{
irreducible

H -modules

}
.

This is the Deligne-Langlands conjecture for Hecke modules. This is proved by Kazhdan-

Lusztig in 1985.

Proof. Let Ĝ/B̂ =∶ B̂ be the dual �ag variety, with an action of Ĝ on the left. Let

K Ĝ(B̂) = K0({Ĝ-equivariant coherent B̂-modules}),

R(Ĝ) = K0({Ĝ-representations}).

Note that R(Ĝ) is a ring and K Ĝ(B̂) is naturally a module over it.

Now the faithful H -action is R(Ĝ)ℂ-linear, so we get a map

Aℂ ∶ H ↪ EndR(Ĝ)ℂ(K
Ĝ(B̂)ℂ),

such that Aℂ|Z(H) identi�es Z(H) with R(Ĝ)ℂ. Now, given (s, t) ∈ Ĝ with s semisimple and sts−1 =
tq, we have an action of H ⊗Z(H),s ℂ on K Ĝ(B̂) ⊗R(Ĝ),s ℂ. As s is semisimple, K Ĝ(B̂) ⊗R(Ĝ),s ℂ is just

the Grothendieck group of the category of coherent sheaves on the �xed point part, K(B̂s)ℂ. This

B̂s
is a �nite set of points, so K(B̂s)ℂ is a �nite-dimensional vector space, and we use t to single

out the corresponding simple subquotient. �

2. The mod p situation.
We should rather use the pro-p Iwahori subgroup I (1) ⊂ I , and study the mod p pro-p Iwahori

Hecke algebra H (1) = Fp[I (1)⧵G/I (1)]. This has been extensively studied by many people (Vigneras,

Ollivier, Schneider, Grosse-Klönne, ⋯).

Theorem 2.1 (Ollivier). The center of H (1)
contains Z 0(H (1)) = Fp[w1, ⋯ , wn−1, w±1

n ], such that H (1)

is a module �nite over Z 0(H (1)).

Here wi’s correspond to fundamental weights.

De�nition 2.1. A simple H (1)
-module is called supersingular if Z 0(H (1)) acts by wi = 0 for all

i < n.
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Theorem 2.2 (Breuil, Vigneras, Ollivier, Grosse-Klönne). There is a functorial bijection
{

supseringular

H (1)
-modules of

dimension n

}
∼←←←←←←←←→

{
irreducibleWF → Ĝ

}
,

where Ĝ = GLn(Fp).

Remark 2.1. ∙ Construction is completely algebraic using (', Γ)-modules.

∙ There is a fully faithful functor inducing the bijection.

�estion. Is there some geometric mod p Kazhdan-Lusztig-like construction for the inverse di-

rection of Galois to automorphic?

The �rst step would be to �nd all supersingular H (1)
-modules of dimension n in some equi-

variant cohomology of Ĝ or B̂ ⋯. We �rst decompose H (1)
into parts using Fp[T] ⊂ H (1)

where

T = (
F×q

⋯
F×q ) ≅ I /I

(1)
. It is a semisimple ring, so

H (1) = ∏

∈T∨/W0

H (
 ),

where W0 is the Weyl group of G and H (
 )
’s are subalgebras of H (1)

.

3. The Iwahori case.
We study the most complicated case, 
 = 1, where then

H (
 ) = Fp[I ⧵G/I ] = ⨁
w∈W

FpTw ,

where W = W0Λ is the Iwahori-Weyl group, Λ = ⨁d
i=1 ℤ�i and �i(x) =

⎛
⎜
⎜
⎝

1
⋯
1
x
1
⋯
1

⎞
⎟
⎟
⎠
, with x at

the i-th position.

There is a nice presentation of W . Namely, if we let u = �1(1, ⋯ , n) ∈ W , then W = ΩWaff
where Ω = ⟨u⟩ ≅ ℤ and Waff = ⟨s0 = us1u−1, s1, ⋯ , sn−1⟩, where si’s are simple re�ections in W0.

Thus, H (1) = Fp[S1, ⋯ , Sn−1, U ±1] where Si = Tsi , U = Tu with full set of relations

∙ S2i = −Si ,
∙ U si+1 = SiU ,

∙ U 2S1 = Sn−1U 2
,

∙ SiSjSi = SjSiSj ,
∙ SiSj = SjSi for |i − j| ≥ 2.

We want H -action on K Ĝ(B̂)Fp , where now Ĝ = GLn(Fp) and B̂ = Ĝ/B̂. There is a construction of

Demazure (1976) of H0-action on K Ĝ(B̂)Fp , which works for any characteristic. The construction

as follows: for each i, let P̂i be the minimal parabolic subgroup which corresponds to the partition

(1, ⋯ , 1, 2, 1, ⋯ , 1) where 2 is at the i-th position. Then, the natural map �i ∶ B̂ → Ĝ/P̂i is a ℙ1
-

bundle. In this way the Grothendieck group of coherent sheaves over Ĝ/P̂i sits naturally inside

the Grothendieck group of coherent sheaves over B̂, and the idempotent can be given by � ∗i (�i)∗;
let −si act as this.
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Theorem 3.1 (Pepin-Schmidt). The Demazure representation extends uniquely to a faithful H -

representation

A ∶ H ↪ EndR(Ĝ)Fp (K
Ĝ(B̂)Fp ),

such that

A |Z(H) ∶ Z(H) ∼←←←←←←←←→Z 0(H (1)) ≅ Fp[w1, ⋯ , wn−1, w±1
n ].

Now we try to play the same game. Take a semisimple element s ∈ Ĝ, and let Hs ∶= H ⊗Z,s Fp
act on K(B̂s)Fp .

Theorem 3.2 (Pepin-Schmidt). If the corresponding central character �s ∶ Z(H) → Fp is supersin-
gular, then K(B̂s)Fp contains all supersingular H -modules of dimension n corresponding to �s ; As is

injective.

Example 3.1. If n = 2, by dimension count and injectivity, one has As ∶ Hs
∼←←←←←←←←→EndFp (K(B̂

s)Fp ).
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Daniel Le, The mod p cohomology of Shimura curves at first principal congruence level

Notations. Let F/ℚp be a �nite extension, k be the residue �eld of its ring of integers F and let F
be some �nite extension of k. Let G = GL2(F ), and let K = GL2(F ). Let I (resp. I1) be the Iwahori

subgroup (resp. pro-p Iwahori subgroup); the normalizer of I1 isN(I1) = IΠℤ
, whereΠ = ( 1

p ). Let

K1 = ker(GL2(F )� GL2(k)); N(K1) = KZ . Let F (a, b) = Syma−b F2⊗det b be a KZ -representation,

where ( p
p ) acts trivially. Let �a,b be the character such that �a,b ( [x] [y] ) = xayb for x, y ∈ k×,

where [−] means Teichmüller lift; in particular, conjugation by Π yields (�a,b)Π = �b,a.

1. mod p local Langlands correspondence for GL2(ℚp).
∙ For � ∶ Gℚ → GL2 F of form

� ∼ (
!a+1 ⊗ un� ∗

un�−1)
,

for 0 < a < p−3, theG-representation �(�) correponding to � via the mod p local Langlands

correspondence (Colmez, Breuil) can be given by

�(�) =

indGKZ (F (p−2,a+1))
T−�−1

indGKZ (F (a,0))
T−�

.

Here, the notation means the unique nonsplit extension with the described subquotients.

∙ On the other hand, if � = IndGℚp
Gℚp2

!a+1
2 , then

�(�) =
indGKZ F (a, 0)

T
.

The cosocle �ltration of �(�)K1 is computed by Morra.

∙ In the �rst case, it is

F (p − 1, a) F (p − 2, a + 1)

F (a, 0)

or

F (p − 1, a)

F (a, 0)

⊕

F (a + 1, −1)

F (p − 2, a + 1)

.

∙ In the second case, it is

F (p − 2, a + 1)

F (a, 0)

⊕

F (a − 1, 1)

F (p − 1, a)

.

We are interested in �(�)I1 too; there is an action of Π via conjugation and I1-invariants of con-

stituents get swapped by Π-conjugation.
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∙ In the �rst case, it is

F (p − 1, a)

Π

F (p − 2, a + 1)

F (a, 0)

or

F (p − 1, a)

Π

F (a, 0)

⊕

F (a + 1, −1)

Π

F (p − 2, a + 1)

.

∙ In the second case, it is

F (p − 2, a + 1) F (a − 1, 1)

⊕

F (a, 0)

Π

F (p − 1, a)
.

For F = ℚp2 , for � ∶ GF → GL2 F an irreducible and generic Galois representation (0 < a < p − 3),
Buzzard expected what �(�)K1 should look like:

◦ ◦ ◦ ◦

◦ ◦ ⊕ ◦ ◦ ⊕ ◦ ◦ ⊕ ◦ ◦

� oo

BB

� oo

BB

� oo

BB

�--

mm

Here, all weights are explicitly given, and in particular, squared weights are in W BDJ(�), the

explicit expected set of weights predicted by Buzzard-Diamond-Jarvis. The red arrows are Π-

conjugations. In particular, the expectation comes from global consideration.

The pro-p Iwahori Hecke algebra in this case has a presentation

H(G, I1) = F[N (I1)/I1, S],

where S = ∑�∈K ( [�] 11 0 ) ∈ F[K]. In the diagram, S acts by 0 on � I1 . From this, Breuil-Paskunas

were led to the following

De�nition 1.1 (Breuil-Paskunas). A diagram is DN(k) ⊂ D where DN(k)
has an involution by Π

and D has a GL2(k)-action.

For example, for a smooth G-representation � over F, to which ( p
p ) acts trivially, � I1 ⊂ �K1 is

a diagram. We denote this diagram as D (�).

2. Global construction.
Let F̃ /F̃ + be a CM extension, and let v ∣ p in F̃ + be unrami�ed and split in F̃ . Let G be a de�nite

unitary group over F̃ +.
Given an open compact subgroup Kv,∞ ⊂ G(Av,∞

F̃+ ) and an F[Kv,∞]-module L, consider the space

of algebraic automorphic forms

S(Kv , L) = {f ∶ G(F̃ +⧵G(AF̃+) → L ∣ f (gk) = k−1f (g) for g ∈ G(AF̃+), k ∈ Kv} = lim←←←←←←←←←←←←←←→
Kv

S(KvKv , L).
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Suppoer that we are given a modular Galois representation r ∶ GF̃ → GL2(F). Denote � = r|GF̃ṽ ,

for a place ṽ ∣ v in F̃ . Let

�(�) = S(Kv , L)[m],
which is naturally a G-representation.

Theorem 2.1 (Breuil-Diamond). If � is generic, then D (�(�)) determines �.

Theorem 2.2 (Hu-Wang, Le-Morra-Schraen, Hu, Dotto-Le). If � is generic, then � determines

D (�(�)). In particular, �(�)K1 is the maximal KZ -representation such that

∙ socKZ �(�)K1 = ⨁�∈W BDJ(�) � ,
∙ � ∈ W BDJ(�) appears as a Jordan-Holder factor of �(�)K1 with multiplicity 1.

Remark 2.1. (1) In the aforementioned case of ℚp2 , using

S′ = ∑
�∈k

�s ( [�] 11 0 ) ∈ F[K],

� I1 with N(I1)-action is determined by the scalar action of (S′Π)4, as you can see from the

following diagram about the e�ect of S′ (blue arrows) that you get back to the original

weight after applying S′Π four times:

◦ ◦ ◦ ◦

◦ ◦ ⊕ ◦ ◦ ⊕ ◦ ◦ ⊕ ◦ ◦

� oo

BB

� oo

BB

� oo

BB

�--

mm

(2) Breuil-Diamond gave a way to construct a (', Γ)-module out of diagram, D (�) ↦ M(D (�)),
so that via Fontaine’s functor, M(D (�)) corresponds to IndGℚp

GF �∨.

3. Use of patching axioms.
We list patching axioms which should be satis�ed the patched module M∞ (cf. Caraiani-

Emerton-Gee-Geraghty-Paskunas-Shin). It has an R∞[[K]]-action, such that

∙ M∞ is a �nitely generated S∞[[K]]-module,

∙ if m is the maximal ideal corresponding to � ∶ GF → GL2(F), then (M∞/m)∨ ≅ M∞[m]∨ ≅
�(�),

∙ SuppR∞ M∞(�(� )◦) ⊂ Spec R∞(� ), where �(�)◦ is the type corresponding to a tame inertial

type, R∞(� ) = R∞ ⊗R�� R
� ,�
� and M∞(V ) ∶= HomW(F)[K](V ,M∨

∞)∨,
∙ M∞(V ) is maximal Cohen-Macaulay over its support Z(V ) ⊂ Spec R∞,

∙ and dimℚp
M∞(�(� )◦) ⊗R∞ ℚp = 1 for all ℚp-points of Spec R∞(� ).

These axioms are properties that are expected to be satis�ed by a module constructed out of

Taylor-Wiles-Kisin patching (in a modern context). The following two easy algebraic lemmas

will be the key of showing niceness of patched modules.

Lemma 3.1. IfM is �nitely generated and maximally Cohen-Macaulay over a regular local ring R,
then M is free over R.

Proof. The condition and Auslander-Buchsbaum formula imply that proj. dimM = 0 and thus the

freeness of M over R. �
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Lemma 3.2. If 0 → V → V1 ⊕ V2 → V3 → 0 is an exact sequence of �nite W(F)[K]-modules,

such that V1 → V3 and V2 → V3 are surjective, M∞(Vi) is cyclic (i.e. free over Z(Vi)) for i = 1, 2, 3,
and Z(V1) ∩ Z(V2) = Z(V3), then M∞(V ) is cyclic.

Proof. This follows from

0 → R/I ∩ J → R/I ⊕ R/J → R/I + J → 0.
�

The main geometric input for deformation ring is

Theorem 3.1 (Le). If � ∶ GF → GL2(F) is generic, then there is x(�) ∈ (F) such that the

tame Barsotti-Tate deformation ring for � is the local ring of at x(�), adjoined with some formal

variables, where  = ⋃ℤ2oS2 Bl0Fp ℙ
1
W (F) is the relevant local model.

The local model is the result of gluing in�nite copies of blow-ups of ℙ1
W (F) at a single point at

the special �ber, so that the special �ber is just an in�nite chain of ℙ1
F’s (horizontal lines above

the chain of ℙ1
F’s depict the generic �ber which is just the disjoint union of countably many

ℙ1
W (F)[1/p]’s):

In particular, the worst singularity you can get is W(F)[[x, y]]/(xy − p), which is still regular.

Thus, we can apply the above lemmas and patching axioms to deduce that M∞(V )’s are cyclic,

and thus multipliciy one (following Emerton-Gee-Savitt).
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Zijian Yao, A crystalline perspective on Ainf-cohomology

1. Motivation.
The Ainf-cohomology is a p-adic interpolation of existing cohomology theories. Let K/ℚp be a

�nite extension, C = K̂ ⊃ C � k. Consider a smooth proper formal scheme X/C , with adic

generic �ber X and special �ber Xs . We have following cohomology theories:

∙ RΓdR(X/C), with �ltration.

∙ RΓét(X , ℤp).
∙ RΓcris(Xs/W (k)), with Frobenius.

We �rst review the crystalline site. Let (A, I , 
 ) be a PD ring, which means 
n ∶ I → I does the

work of “
n(x) = xn
n! .” For an A/I -algebra R, we de�ne

CRIS(R) =

⎧⎪⎪⎪⎪⎪
⎨⎪⎪⎪⎪⎪⎩

A //

��

B

����
A/I // R // B/J

, where (B, J , 
 ′) is a

(pro-nilpotent) PD thickening

⎫⎪⎪⎪⎪⎪
⎬⎪⎪⎪⎪⎪⎭

.

With indiscrete topology, this de�nes a crystaline site, and the cohomology of the sheaf cris on

the crystalline site given by

cris ∶

B

����
R // B/J

↦ B,

gives the crystalline cohomology, RΓcris(R/A).

2. Interpolation.
We want to interpolate the crystalline cohomology, using “RΓAinf (X)”. Let Ainf = W(C♭), and

let � ∶= [�] − 1 ∈ Ainf where � = (1, �p , �p2 , ⋯) ∈ C♭ . Let p♭ = [(p, p1/p , ⋯)] ∈ Ainf , and � = �
'−1(�) =

[�]−1
[�]1/p−1 ∈ Ainf . Let � ∶ Ainf → C , whose kernel is a principal ideal generated by � and also p − p♭.

Theorem 2.1 (Bhatt-Morrow-Scholze). There is a perfect complex RΓAinf (X) ∈ D(Ainf) such that

(1) RΓAinf (X) ⊗L C ≅ RΓdR(X/C),
(2) RΓAinf (X)[1/�] ≅ RΓét(X , ℤp) ⊗ Ainf[1/�],
(3) RΓAinf (X) ⊗L Acris ≅ RΓcris(XC /p/Acris) (note this is not the special �ber but just mod p reduc-

tion),

(4) RΓAinf (X) ⊗L W(k) ≅ RΓcris(Xs/W (k)),
(5) the cohomology H ∗

Ainf (X) is valued in Breuil-Kisin-Fargues modules,

(6) and if X is de�ned over K , then (3) would induces a (GK , ')-equivariant isomorphism

RΓcris(Xs/W (k)) ⊗ Bcris ∼←←←←←←←←→RΓét(XK , ℤp) ⊗ Bcris.

Remark 2.1. ∙ In Theorem 2.1, (3) is “the most di�cult part,” and it implies (4), (5), (6).

∙ The proof of Theorem 2.1(3) involves de Rham-Witt complexes. Bhatt-Lurie-Mathew gave

an alternative proof of (4) by reinterpreting the de Rham-Witt complex and working back-

wards.

Our main goal is the following
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Proposition 2.1 (Yao). There is a functorial '-equivarian map

ℎ ∶ RΓcris(X/p/Acris) → RΓAinf (X)⊗̂
LAcris,

such that it is compatible with the de Rham comparison after ⊗L
AcrisC .

Remark 2.2. ∙ There is a similar construction over B+dR.

∙ Proposition 2.1 implies Theorem 2.1(4), (5), (6).

∙ There is a variant for “generalized semistable” X using log formal scheme.

∙ If X is smooth over C , one can upgrade ℎ to be an isomorphism.

3. Ainf-cohomology.
Consider the natural functor

� ∶ Xproét → Xét.

Then, the de�nition of Ainf-cohomology can be given as

RΓAinf (X) ∶= RΓ(Xét, L��R�∗Ainf,X ).

We try to justify some notations. The pro-étale site Xproét has typical objects consisted of “towers

of �nite étale covers.” Given a tower

⋯ → i → i−1 → ⋯ → 0 → X,

where each i → i−1 is �nite étale surjective and 0 → X is étale, we say this is a�inoid
perfectoid if i = Spa(Ri , R+i ) and (lim←←←←←←←←←←←←←←→R+i )∧p[1/p] =∶ R is perfectoid. It is known that these

objects form a basis for Xproét.
When we also consider the natural functor

! ∶ Xproét → Xét,

we can de�ne various sheaves,

∙ +
X ∶= !∗+

Xét ,

∙ ̂+
X ∶= lim←←←←←←←←←←←←←←← r 

+
X /pr ,

∙ ̂+
X ♭ ∶= lim←←←←←←←←←←←←←←← ' 

+
X /p,

∙ and Ainf,X “=”W(̂+
X ♭) (using derived completions).

Now we de�ne the decalage operator.

De�nition 3.1. Given a ring A, a non-zerodivisor f ∈ A and an f -torsionfree cochain complex M ∙
,

the complex �fM ∙ ⊂ M ∙[1/f ] is de�ned by

(�fM ∙)i = {x ∈ f iM i ∣ dx ∈ f i+1M i+1}.

Then, one can derive this functor to get the decalage operator L�f ∶ D(A) → D(A). This preserves
algebra objects.

In particular, H i(�fM ∙) = H i(M ∙)/H i(M ∙)[f ].
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4. Construction of ℎ in Proposition 2.1.
It su�ces to construct, for Spf R ⊂ Xét,

ℎR ∶ RΓcris((R/p)/Acris) → AΩR⊗̂
LAcris,

where AΩR = RΓ(Spf R, L��R�∗Ainf). The idea is to work locally with nice quotients of perfectoid

rings, quasiregular semiperfectoid rings. This is the natural analogue of locally complete

intersection condition in the world of perfectoids.

Example 4.1. Instead of giving the de�nition of quasiregular semiperfectoid rings, we give some

examples.

∙ C/p = C♭/p♭.
∙ Fp[[X 1/p∞ , Y 1/p∞]]/(X − Y ) = Fp[[X 1/p∞]]⊗̂Fp[X ]Fp[[X 1/p∞]].
∙ C⟨X ±1/p∞⟩/(X − 1).

We work on a slightly larger category, namely quasisyntomic rings over C . This is the

analogue of locally complete intersection without �nite-typeness conditions. This makes sense

because there is still a cotangent complex so you can de�ne the notion with Tor-amplitude in

[−1, 0].

Lemma 4.1 (Bhatt-Morrow-Scholze). The category of quasiregular semiperfectoid rings over C
forms a basis for the category of quasisyntomic rings over C .

Lemma 4.2. The functor R ↦ AΩR⊗̂
LAcris forms a sheaf from the category of quasisynotmic rings

over C to D(Acris).

This means that

AΩR⊗̂
LAcris = holimR→S,S quasiregular semiperfectoid AΩS⊗̂

LAcris.

Thus, it su�ces to construct ℎR to AΩS⊗̂
LAcris.

Lemma 4.3. (1) AΩS⊗̂
LAcris is an algebra and topologically free over Acris.

(2) The natural map

AΩS⊗̂
LAcris → LΩS/C → S → S/p,

is a PD thickening.

This means that this lies in CRIS(S/p). As AΩS⊗̂
LAcris is “a�ne”, we get the natural map

RΓcris(R/Acris) → AΩS⊗̂
LAcris.

5. Crystalline comparison.
From this we can quickly prove the crystalline comparison, Theorem 2.1(4). From

ℎR ∶ RΓcris(R/Acris) → AΩR⊗̂
LAcris,

we get the candidate for crystalline comparison map,

ℎR⊗̂
LW(k) ∶ RΓcris(Rs/W (k)) → AΩR⊗̂

LW(k).
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By derived Nakayama’s lemma, we only need to check after ⊗L
W(k)k. But the diagram

Acris //

��

C

��
W(k) // k

commutes, and by de Rham comparison, ℎR ⊗L C is an isomorphism. Thus, ℎR⊗̂
Lk is an isomor-

phism, as desired.
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Kiran Kedlaya, Representations of products of Galois groups

1. Main result.
Let K/ℚp be a �nite extension, and let Δ be a �nite set (e.g. the set of simple roots; see Gergely

Zabradi’s talk). Let GK,Δ ∶= ∏�∈Δ GK .

Theorem 1.1 (Main theorem, preliminary statement). The category of continuous representations
of �nite ℤp-modules is equivalent to the category of “(', Γ)-modules over some rings.” Also, a similar

statement for representations on �nite-dimensional ℚp-vector spaces.

2. Classical picture.
Let us recall the classical story when |Δ| = 1. When K = ℚp , everything becomes extremely

explicit. Namely we have a commutative diagram

†

� � //

��



��

̃†

� � // ̃

where

∙  = ℤp((�))∧, the p-adic completion,

∙ †
 ⊂  is a subring consisted of formal Laurent series on � convergent for 1− " < |�| < 1

for some " > 0,
∙ both  and †

 have actions of '(�) = (1 + �)p − 1 and, for all 
 ∈ ℤ×
p , 
(�) = (1 + �)
 − 1,

∙ ̃ = W(Fp((t)))perf,∧ =
{
∑∞

n=0 pn[xn] ∣ xn ∈ Fp((�))
}

, the p-adic completion of perfect

closure, so that  → ̃ is de�ned by 1 + � ↦ [1 + �], the Teichmuller representative,

and

∙ ̃†
 ⊂ ̃ is the subring consisted of ∑pn[xn] with v� (xn) ≥ −an − b for some a, b > 0,

which satis�es ̃†
 ∩  = †

 .

De�nition 2.1. A (', Γ)-module over(†)
 or ̃(†)

 is a �nite moduleM over that ring plus semilinear

actions of ', Γ which commute, i.e '∗M ∼←←←←←←←←→M and 
 ∗M ∼←←←←←←←←→M for all 
 ∈ Γ.

Theorem 2.1 (Fontaine, Cherbonnier-Colmez). If |Δ| = 1 and K = ℚp , then Repℤp
(GK ) is equiva-

lent to the categories of (', Γ)-modules over these rings.

If K ≠ ℚp , then by induction process, one formally gets a similar statement where all rings are

replaced with some �nite étale extensions and Γ is replaced with ΓK , the image of Gal(K(�p∞)/K)
in ℤ×

p via cyclotomic character.

Remark 2.1. The trickiest part is †
 , which needs Lazard’s theory of analytic group actions (i.e.

the p-adic Lie group Γ acting on †
 ).

3. Multivariable picture.
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Now we want to mimic the classical story with |Δ|-many variables. We can de�ne an analogous

diagram

†
 ,Δ
� � //

��

 ,Δ

��

̃†
 ,Δ
� � // ̃ ,Δ

For example, we de�ne  ,Δ = (⨂�∈Δ,ℤp
 ,�)

∧
, where the completion is taken with respect to

weak topology.

Example 3.1. If K = ℚp , then  ,Δ/(pr ) = ℤ/prℤ[[�� ∶ � ∈ Δ]][�−1� ∶ � ∈ Δ]. We are thus

completing with respect to some valuation that considers every �� ’s. For each � ∈ Δ, there are

corresponding '�-action and Γ�-action, only acting on �� and not other variables.

Then, Theorem 1.1 says that Repℤp
(GK,Δ) is equivalent to the category of multivariable ('Δ, ΓΔ)-

modules over these four rings.

4. Components of proofs.
One proves the case of ̃ ,Δ using perfectoid spaces, and deduce the Theorem for other rings

using this case. The latter step can be done in a similar way that is done in the proof of the

classical setting of |Δ| = 1.
To prove the case of ̃ ,Δ, WLOG we can now assume that we are in the torsion case. When

|Δ| = 1, this case is proved �rst by Fontaine-Wintenberger, who proved that GK(�p∞ ) ≅ GK(�p∞ )♭ .

Then the rest follows using the so-called nonabelian Artin-Schreier-Witt theory or Lang’s thesis;

see Katz in SGA 7.

To do this for the case of |Δ| > 1, we �rst use induction to reduce to the case of |Δ| = 2. Then,

we need to relate

�1,ét(Spa F1) × �1,ét(Spa F2) ≅ �1(“

Spa F1 × Spa F2
'1

”) ,

where F1, F2 are equicharacteristic perfectoid �elds, and '1 is the “partial Frobenius” acting as

Frobenius only at the �rst factor. This is because the tilting can only handle the product of the

two partial Frobenii.

Remark 4.1. This reminds us the so-called “Drinfeld’s lemma”, which is an analogous statement

for schemes over Fp .

Remark 4.2. In fact, “
Spa F1×Spa F2

'1
” is the Fargues-Fontaine curve for F1 with coe�cients in F2.

To prove this, we �rst reduce to the case where F1, F2 are algebraically closed. Then, the case

of F1 = ℂp reduces to the classi�cation of vector bundles on Fargues-Fontaine curves, which was

done by Weinstein (when F2 = ℂp), Fargues, Scholze.

To enlarge F1, we need an auxiliary argument using “convergence polygons” for p-adic dif-

ferential equations. Roughly speaking, one proceeds step by step by adding one transcendental

variable at a time to F1, and one can view this as a problem regarding a connection on a piece of

a relative curve. Now one uses that the Fargues-Fontaine curves are “proper” to show that the

convergence polygons behave in some uniform way. This way one can reduce the problem to the

case of abelian covers where one can use Artin-Schreier theory.
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