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ABSTRACT

Wedefine canonical refinements of Harder–Narasimhan filtrations and stratifications
in moduli theory. More precisely, we construct a canonical stratification for every
noetherian algebraic stack X with affine diagonal that admits a good moduli space
and is endowed with a norm on graded points. The strata live in a newly defined
stack of sequential filtrations FiltQ1.X/ of X. Therefore, the stratification gives a canon-
ical sequential filtration, the iterated balanced filtration, for each point of X. In the pres-
ence of suitable ‚-stratifications, the iterated balanced filtration provides canonical
refinements of Harder–Narasimhan filtrations. Our construction extends Kirwan’s
refined stratifications beyond the Geometric Invariant Theory case, and the iterated
Haiden–Katzarkov–Kontsevich–Pandit (HKKP) filtration beyond the case of linear
moduli problems, as well as giving a precise link between the two theories.

We introduce the machinery of chains of stacks as a tool to compute the iterated
balanced filtration in combinatorial frameworks. We use it to give, in the case of quo-
tient stacks by diagonalisable algebraic groups, an explicit description of the iterated
balanced filtration in terms of convex geometry.

When the stack X parametrises objects in an abelian category, we show that the
iterated balanced filtration agrees with the iterated HKKP filtration for modular lat-
tices. A key ingredient in the proof is a new characterisation of the HKKP filtration
for lattices as the minimiser of a certain norm function on the set of paracomple-
mented filtrations.

Examples where our theory can be applied include moduli of principal bundles
on a curve, moduli of objects at the heart of a Bridgeland stability condition and
moduli of K-semistable Fano varieties. We conjecture that the iterated balanced fil-
tration describes the asymptotics of the Kempf–Ness flow in Geometric Invariant
Theory, extending a theorem of Haiden, Katzarkov, Kontsevich and Pandit in the
quiver case. This is part of a larger project aiming to describe the asymptotics of
natural flows in moduli theory.
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CHAPTER 1

INTRODUCTION

1.1 OVERVIEW

There is a fascinating relation in moduli theory between the algebraic notion of sta-
bility and the existence of solutions to certain differential equations. To illustrate this,
consider a vector bundle E on a smooth projective curve C . By the Narasimhan–
Seshadri theorem, there exists a hermitian metric on E whose associated connection
satisfies the Yang–Mills equations if and only if E is polystable.

One naturally wonders if this correspondence can be extended in some way to
non-polystable objects. There is a space ME of hermitian metrics on E, and the
Yang–Mills equations define a flow, the hermitian Yang–Mills flow, on ME . If E is
polystable, then this flow converges to a minimum of the Yang–Mills functional from
any initial metric.

Question: Can the asymptotic behaviour of the Hermitian-Yang-Mills flow on
ME be detected from stability-like properties of E?

A complete answer to this question has been given by Haiden–Katzarkov–Kont-
sevich–Pandit [33, 34]. Let R1 denote the partially ordered set of eventually-zero
sequences of real numbers, ordered lexicographically.

THEOREM 1.1.1 (Haiden–Katzarkov–Kontsevich–Pandit). There exists a canonical fil-
tration

0 D E0 ˆ E1 ˆ � � � ˆ En D E; (1.1)
labelled by elements

c1 > � � � > cn; (1.2)
where each ci D .ci0; ci1; : : :/ 2 R1, such that, in the i th piece of the filtration, the hermitian
Yang–Mills flow of E from any initial metric grows asymptotically by a factor of

e�ci0t t�ci1.log t /�ci2.log log t /�ci3 � � � ; t � 0; (1.3)

1



2 Chapter 1. Introduction

up to bounded terms.

The filtration of E consisting of those Ei where ci;0 jumps, that is, where ci;0 >
ciC1;0, is precisely the Harder–Narasimhan filtration of E [40]. Thus we call the
chain (1.1), together with the labels (1.2), the refined Harder–Narasimhan filtration of E. It
is an R1-filtration, in the sense that the labels (1.2) are also part of the data of the
filtration.

From (1.3), we see that the Harder-Narasimhan filtration ofE controls the expo-
nential growth rate of the hermitian Yang-Mills flow, while the refinement controls
the polynomial, logarithmic and iterated logarithmic growth rate.

The relation between stability and special metrics is not exclusive to the moduli
of vector bundles on a curve. For example, consider the following moduli problems:

• Moduli of G-bundles on a smooth projective complex curve C , for G a con-
nected reductive group.

• Moduli of orbits for a linear action of a reductive groupG on a projective variety
X over C.

• Moduli of Fano varieties.
In each of the three situations, there is a Hitchin–Kobayashi type correspon-

dence between polystable objects and solutions to a differential equation:
• A principal G-bundle P on C admits a Hermitian–Einstein metric if and only
if P is polystable (Narasimhan–Seshadri and Ramanathan).

• A G-orbit of a point x 2 X.C/ contains a zero of the moment map if and only
if x is polystable (Kempf–Ness theorem).

• A smooth Fano variety Y admits a Kähler–Einstein metric if and only if Y is
K-polystable (Yau–Tian–Donaldson conjecture, now a theorem).
In each of the three examples, there is an analogueM of the space of metrics on

a given object. For a G-bundle P , M D MP is the space of reductions of structure
group of P to a fixed maximal compact subgroup K � G. For a point x 2 X.C/, we
take M D Mx to be the quotient G=K. For a smooth Fano variety Y , M D MY is
the space of Kähler metrics on Y . In each example, there is a natural flow onM (the
hermitian Yang–Mills flow, the negative gradient flow for the Kempf–Ness potential
and the Calabi flow, respectively) that converges precisely if the object is polystable.

Question: In each of the three moduli problems above, is there a reasonable notion
of refined Harder–Narasimhan filtration controlling the asymptotics of the natural
flow on the spaceM of metrics?

The difficulty is that we are dealing with non-linear moduli problems, that is, mod-
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uli of objects that do not come from an abelian category. The definition of the re-
fined Harder–Narasimhan filtration of a vector bundle E by Haiden–Katzarkov–
Kontsevich–Pandit uses as input solely the partially ordered set of subbundles of E,
which is a modular lattice, together with the data of the rank and the degree of every
subbundle. However, for non-linear moduli problems such a lattice is not available,
and thus the methods of Haiden–Katzarkov–Kontsevich–Pandit do not apply. Even
more concerning is the fact that, without a lattice, it seems unclear what the data of
an R1-filtration of an object in a nonlinear moduli problem should be.

Even though modular lattices are exclusive to linear moduli problems, the one
type of algebraic structure that is present in all the moduli problems mentioned so far
is that of an algebraic stack. There is an algebraic stack Bun.C / parametrising vector
bundles on C , and a stack BunG.C / parametrising principal G-bundles on C . The
quotient stack X=G is naturally associated to the action of G on X . The case of
Fano varieties is much more complicated, but an algebraic stack XKss parametrising
K-semistable Fano varieties has recently been constructed and proven to enjoy nice
properties by Xu and collaborators [5, 13, 14, 76]. It is then natural to rephrase our
question as follows.

Question: Can the refined Harder–Narasimhan filtration of a vector bundle E be
computed intrinsically in terms of the geometry of the algebraic stack Bun.C /?

One of the main contributions of this thesis is a positive answer to this question.
This naturally yield a version of the refined Harder–Narasimhan filtration for objects
in our three nonlinear moduli problems.

In moduli theory, the assignment of canonical filtrations is intimately related to
stratifications of moduli stacks. In the case of Bun.C /, the assignment of the Harder–
Narasimhan filtration to every vector bundle defines a stratification of Bun.C / by
Harder–Narasimhan type. The analogue of this stratification for quotient stacksX=G was
defined by Kirwan [55]. It is called the HKKN stratification of X=G after Hesse-
link–Kempf–Kirwan–Ness. It is related to the assignment, for every point x of X ,
of Kempf ’s maximally destabilising one-parameter subgroup [53]. Indeed, for the
moduli stack X=G, the correct notion of filtration of a point x is a one-parameter
subgroup �W Gm;C ! G such that the limit limt!0 �.t/x exists in X , considered up to
certain equivalence relation. This is not a surprise from the point of view of algebraic
stacks, since such a one-parameter subgroup � corresponds to a map A1

C=Gm;C !

X=G sending 1 to x, and a filtration of E labelled by integers also corresponds to
a map A1

C=Gm;C ! Bun.C / sending 1 to E. Here, A1
C=Gm;C is the quotient of

the multiplicative group Gm;C by the natural scaling action of Gm;C. This stack is
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so important in moduli theory that it has its own name: ‚C D A1
C=Gm;C. The

stratification of Bun.C / by Harder–Narasimhan type and the HKKN stratification
of X=G have been abstracted to general algebraic stacks by Halpern-Leistner [36] in
what is called ‚-stratifications.

It is natural to ask whether the assignment of the refined Harder–Narasimhan
filtration for every vector bundle E defines a stratification of Bun.C / refining the
stratification by Harder–Narasimhan type, famously studied by Atiyah–Bott [10].
This is unclear from the work of Haiden–Katzarkov–Kontsevich–Pandit. However,
canonical refinements of the HKKN stratification of X=G and of the stratification by
Harder–Narasimhan type of Bun.C / had already been constructed by Kirwan [57,
58], with the study of cohomology rings of moduli spaces as a motivation. Kirwan’s
refined stratification of X=G are defined via an iteration of blow-ups and HKKN
stratifications. It has the caveat that it does not give a notion of R1-filtration for
every point x of X . Another issue is that Kirwan’s construction cannot be applied to
XKss, since this stack is not a semistable locus in the GIT sense.

The results of this thesis linkKirwan’s refined stratifications andHaiden–Katzar-
kov–Kontsevich–Pandit’s refined Harder–Narasimhan filtrations of vector bundles
on C , as well as extending both to moduli problems where they were not previously
defined.

THEOREM 1.1.2. Let X be one of the algebraic stacks Bun.C /;BunG.C /;X=G or XKss. For
every point x 2 X.C/ ofX there is a naturally-defined setQ1-Filt.X; x/ of Q1-filtrations of x,
and a canonical element �rHN.x/ 2 Q1-Filt.X; x/, called the refined Harder–Narasimhan
filtration of x, defined intrinsically in terms of the stack X. Moreover, the assignment of �rHN.x/ for
every x defines a stratification of X into locally closed substacks by type of refined Harder–Narasimhan
filtration.

In the case of X=G and Bun.C /, the stratification by type of refined Harder–Narasimhan fil-
tration agrees with Kirwan’s refined stratification.

In the case of Bun.C / and a vector bundle E 2 Bun.C /.C/, the set Q1-Filt.Bun.C /; E/
agrees with the set of Q1-filtrations of E in the usual sense, and �rHN .x/ agrees with the refined
Harder–Narasimhan filtration of E as defined by Haiden–Katzarkov–Kontsevich–Pandit.

This theorem follows from Theorems 1.6.1 and 3.5.2 and from Section 3.6. It
is more natural and simpler to replace R1 by Q1 in the general theory.

Our definition of the refined Harder–Narasimhan filtration involves as main
ingredients blow-ups of stacks and ‚-stratifications [36], as well as the construction
of a stack of sequential filtrations FiltQ1.X/ for an algebraic stack X (Definition 3.2.2).
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Our construction is valid for very general algebraic stacks endowed with suitable
stability data (Definition 3.5.10).

Despite the abstract nature of its definition, the refined Harder–Narasimhan fil-
tration is often computable in terms of combinatorial data, which in this thesis come
in two flavours: convex geometry and modular lattices. In Chapter 5, we establish
a convex geometric algorithm to compute the filtration in the case of quotient stacks
by the action of a diagonalisable algebraic group (Corollary 5.2.18). The proof in-
volves the theory of chains of stacks, developed in Chapter 4. In Chapter 7, we use
these techniques to show that the refined Harder–Narasimhan filtration agrees with
the one defined by Haiden–Katzarkov–Kontsevich–Pandit when the latter, which is
defined in the setting of modular lattices, makes sense (Theorem 1.6.1). To that aim,
in Chapter 6 we establish a new characterisation of the HKKP filtration as the min-
imiser of a norm function in the set of paracomplemented filtrations of the lattice
(Theorem 6.6.26).

Our motivation for this work is the expectation that the refined Harder–Nara-
simhan filtration describes the asymptotics of natural flows in moduli theory, like the
Yang–Mills flow for principal bundles, the Calabi flow for varieties and the gradi-
ent flow of the Kempf–Ness potential in Geometric Invariant Theory. We provide a
conjectural statement for this expectation in the case of GIT for affine spaces (Con-
jecture 1.7.1).

1.2 NORMED GOOD MODULI STACKS

The stratification of Bun.C / by Harder–Narasimhan type is a ‚-stratification. In
particular, every stratum � has an A1-retraction � ! Z onto what is called its centre
Z. In this case, Z enjoys the property of admitting a good moduli space Z ! Z, that
is, a map to an algebraic space Z that best approximates the stack Z (we recall the
precise definition from Alper [2] in Definition 2.1.1). Having a good moduli space is
a strong condition on the stack that implies many desirable properties.

Wemay hope that algebraic stacks admitting goodmoduli spaces have canonical
stratifications and, in a suitable sense, canonical filtrations for every point. These
could then be pulled back along the retractions � ! Z from each centre Z and
produce, in the case of Bun.C /, the sought-after stratification by HKKP type, as well
as recovering the iterated HKKP filtration of every point. This is close to being true.
What is missing is stability type data on Z on which this stratification depends. The
correct notion for our purposes turns out to be a norm on graded points of Z, a concept
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from the Beyond GIT programme of Halpern-Leistner [36].
A graded point of a stack X is a map gWBGm;k ! X, whereBGm;k is the classifying

stack of themultiplicative group over a field k. Graded points onX can also be seen as
ordinary points of themapping stackGrad.X/ D Hom.BGm;X/. A norm on graded
points of X is, roughly speaking, the data of a positive real number kgk for every
graded point gWBGm;k ! X, and this data is required to satisfy some local constancy
and nondegeneracy conditions (Definition 2.3.3). For Bun.C /, a natural norm is
induced by the rank of vector bundles. In this case, a graded point gWBGm;C !

Bun.C / corresponds to a vector bundle E together with a direct sum decomposition
E D

L
c2ZEc, and its norm is then defined by the formula kgk2 D

P
c2Z c

2 rk.Ec/.
This restricts to a norm on graded points on each of the centres Z of the Harder–
Narasimhan stratification.

Many other moduli stacks X are also naturally endowed with a ‚-stratification,
related to the assignment, for every point x of X, of a Harder–Narasimhan filtration
of x in a generalised sense. It is often the case that each centre Z of the stratification
has a good moduli space and is naturally endowed with a norm on graded points (see
Section 3.6 for examples). Therefore, in order to define refined Harder–Narasimhan
filtrations in moduli theory in great generality, it is enough to deal with algebraic
stacks admitting a good moduli space and endowed with a norm on graded points.
We call these normed good moduli stacks for simplicity. Our aim thus becomes to stratify
and produce canonical filtrations for normed good moduli stacks.

1.3 SEQUENTIAL FILTRATIONS AND STRATIFICATIONS

The first obstacle we encounter is the very meaning of filtration in this generality.
The iterated HKKP filtration of a vector bundle E consists of both a chain

0 D E0 ¤ E1 ¤ � � � ¤ En D E

of subbundles and a chain
c1 > c2 > � � � > cn

of labels ci 2 Q1. Here, Q1 is the set of eventually zero sequences of rational
numbers, ordered lexicographically. In this sense the iterated HKKP filtration is
a sequential filtration, or Q1-filtration, of E.

We first look at the well-studied case of Z-filtrations, that is, when the labels ci
are integers. These are closely related to the quotient stack A1=Gm of the affine line
A1 by the scaling action of the multiplicative group, also denoted ‚ D A1=Gm. In-
deed, the mapping stack Filt.Bun.C // D Hom.A1=Gm;Bun.C // parametrises vector
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bundles endowed with a Z-filtration (see Heinloth [41, Lemma 1.10] and Alper–
Halpern-Leistner–Heinloth [8, Corollary 7.13]). Therefore it makes sense to define
a Z-filtration of a k-point x in a general stack X to be a map f W‚k ! X together
with an isomorphism x � f .1/, and to define the stack of filtrations on X to be
the mapping stack Filt.X/ D Hom.‚;X/. This idea lies at the heart of Halpern-
Leistner’s approach to moduli theory beyond GIT [36]. There is an associated graded
map grWFilt.X/ ! Grad.X/ and a forgetful map ev1WFilt.X/ ! X. For our pur-
poses, it is better to consider Q-filtrations, and we work instead with the stacks of
Q-filtrations FiltQ.X/ and of Q-gradings GradQ.X/, that we construct by formally
localising with respect to the natural action of the monoid .Z>0; �; 1/ on Filt.X/ and
Grad.X/ (Definition 2.2.7). Rational filtrations of a point x 2 X.k/ are defined in
the same way and they form a set Q - Filt.X; x/.

Our first goal is to construct an algebraic stack FiltQ1.X/ that, in the case X D

Bun.C /, parametrises vector bundles E endowed with a sequential filtration. To this
aim, we observe that giving a Q1-filtration on a vector bundle E on C is equivalent
to first giving a Q-filtration F� ofE, then a Q-filtration of the associated graded object
grF�, and so on, until the process finishes in finitely many steps. For general stacks,
we formalise this idea by defining the stack FiltQn

lex
.X/ of Qn

lex-filtrations inductively
as a fibre product

FiltQn
lex
.X/ D FiltQn�1

lex
.X/ �gr;GradQn�1 .X/;ev1

FiltQ
�
GradQn�1.X/

�
:

Here, Qn
lex is Qn endowed with the lexicographic order, and GradQl .X/ is defined

inductively as GradQl .X/ D GradQ

�
Gradl�1Q .X/

�
. The associated graded map

grWFiltQl
lex
.X/ ! GradQl .X/ is also defined by induction. Then we set:

DEFINITION 1.3.1 (Definition 3.2.2). The stack FiltQ1.X/ of sequential filtrations, or
Q1-filtrations, of X is the colimit of the stacks FiltQn

lex
.X/ when n tends to 1.

Under reasonable conditions on X, the stack of Q1-filtrations FiltQ1.X/ is al-
gebraic (Proposition 3.2.3). There is also a map ev1WFiltQ1.X/ ! X corresponding
to “forgetting the filtration”, so it now makes sense to define a Q1-filtration of a field-
valued point xWSpec k ! X to be a k-point � 2 FiltQ1.X/.k/ together with an
isomorphism x � ev1.�/. We denote Q1- Filt.X; x/ the set of Q1-filtrations of x
(Definition 3.2.13).

The relation between stratifications of X and sequential filtrations is encapsu-
lated in the definition of a sequential stratification.
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DEFINITION 1.3.2 (Definition 3.3.1). A sequential stratification of an algebraic stack X

is a family .�˛/˛2� of locally closed substacks of FiltQ1.X/, indexed by a partially
ordered set �, such that

1. each composition �c ! FiltQ1.X/ ! X is a locally closed immersion,
2. the topological spaces j�cj are pairwise disjoint and cover jXj, and
3. for every c 2 �, the union

S
c0�c j�c0j is open in X.

Thus the strata �c are locally closed substacks of X together with a choice of lift
to FiltQ1.X/. Therefore a sequential stratification provides each point x of X with
a choice of sequential filtration of x.

The definition of a sequential stratification is inspired in Halpern-Leistner’s def-
inition of a ‚-stratification of a stack X [36] (recalled in Definition 2.5.1), which
roughly speaking is a partition of X into locally closed substacks �c of X that are also
open substacks of FiltQ.X/. Very importantly, each stratum �c retracts onto what is
called its centre Zc, which is an open substack of GradQ.X/. Establishing existence
and nice properties of certain‚-stratifications is a crucial ingredient of our construc-
tion of the balancing stratification.

If X is a normed good moduli stack and f W Y ! X is a representable polarised
projective morphism it is a result of Halpern-Leistner [36, Theorem 5.6.1] that Y

has a natural ‚-stratification induced by the norm on X and the polarisation. This
generalises Kirwan’s construction of the instability stratification in GIT [55]. Our
first result establishes a property of this stratification that will be fundamental for our
purposes:

THEOREM 1.3.3 (Theorem 2.6.4). Let X be a normed noetherian good moduli stack with
affine diagonal. Consider a representable projective morphism f W Y ! X and the ‚-stratification
.�c/c2Q�0

of Y induced by an f -ample line bundle L and the norm on graded points. Then the centre
Zc of every stratum �c has a good moduli space.

For the proof, we need to consider the more general case when f is proper and
the line bundle L is replaced by the weaker notion of a linear form on graded points, and
then use the concepts of ‚-monotonicity and S-monotonicity developed in [36] to
check ‚-reductivity and S-completeness of Zc, which implies the existence of a good
moduli space [8].
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1.4 THE BALANCING STRATIFICATION

Our main construction (Theorem 3.5.2 and Definition 3.5.3) produces a canoni-
cal sequential stratification for every normed noetherian good moduli stack X with
affine diagonal. We call it the balancing stratification, since the adjective balanced was
used both by Kirwan and Haiden–Katzarkov–Kontsevich–Pandit to describe the fil-
trations they studied. The balancing stratification produces a canonical sequential
filtration, the iterated balanced filtration, for every point of the stack X.

Recall that a point p in a stack X with good moduli space � W X ! X is said
to be polystable if it is closed in the fibre of � containing p. Every fibre of � contains
a unique polystable point. If x 2 X.k/ is a non-polystable geometric point, it fol-
lows from a result of Kempf [53] that there is a filtration �W‚k ! X of x such that
�.0/ D y is polystable. The question arises whether one can choose a canonical such
polystable degeneration �. For this problem, it is useful to endow X with a norm
on graded points. After replacing X with a �-saturated open substack containing x,
we may assume that y lies in the closed substack Xmax of points with maximal sta-
biliser dimension, defined by Edidin–Rydh [27]. Kempf defines a natural number
h�;Xmaxi 2 N (Definition 3.1.1) that can be thought of as measuring the velocity
at which � converges to y. The definition extends to rational filtrations �, giving
a rational number h�;Xmaxi. It turns out that there is a unique rational filtration
�b.x/ 2 Q - Filt.X; x/ such that h�;Xmaxi � 1 and k�k is minimal among rational
filtrations with this property (Theorem 3.1.3). We call �b.x/ the balanced filtration of x.
We can think of the balanced filtration as degenerating x to its associated polystable
point with optimal velocity and minimal cost.

If we lift x to the blow-up B D BlXmax X, then the balanced filtration of x coin-
cides with the filtration of x associated to the natural ‚-stratification .�c/c2Q�0

on B

from Theorem 1.3.3. If E � B is the exceptional divisor, then we have a stratification
of X by type of balanced filtration where the strata are Xmax and the �c n E. This
is the first approximation to the iterated balanced filtration, that we get by iterating
this procedure from the centres of the strata �c.

The balancing stratification is indexed by a totally ordered set � defined explic-
itly (Definition 3.5.1). It consists of sequences ..d0; c0/; : : : ; .dn; cn// with d0; d1; : : : ;
dn 2 N, c0; : : : ; cn�1 2 Q>0, cn D 1, and satisfying some other conditions, and
the poset structure is given by lexicographic order. The balancing stratification is
uniquely characterised by the following theorem. See Theorem 2.6.4 for a more
precise formulation.
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THEOREM 1.4.1 (Existence and characterisation of the balancing stratification). There
is a unique way of assigning, to every normed noetherian good moduli stack X with affine diagonal,
a sequential stratification .�X

˛ /˛2� of X, called the balancing stratification of X, in such a
way that for every such X the following holds. Let .�c/c2Q�0

be the ‚-stratification of the blow-up
B D BlXmax X induced by the natural ample line bundle on B and the norm on graded points, let Zc

be the centres of the stratification, which have good moduli spaces by Theorem 1.3.3, let E � B be the
exceptional divisor, let d be the maximal stabiliser dimension of X, let � W X ! X be the good moduli
space of X, and let U D X n ��1�.Xmax/. Then

1. the highest stratum is �X
.d;1/

D Xmax, embedded in FiltQ1.X/ via the trivial filtration map
X ! FiltQ1.X/;

2. for every c 2 Q>0, and every ˛ 2 � with �Zc
˛ ¤ ¿, we have

�X
..d;c/;˛/ D

�
�c �Zc

�Zc

˛

�
n E

with its natural structure of locally closed substack of FiltQ1.X/; and
3. for every ˛ 2 � with �U

˛ ¤ ¿, we have �X
˛ D �U

˛ , as a substack of FiltQ1.X/.

In the statement we are implicitly using that the Zc have good moduli spaces,
which is Theorem 1.3.3 above. Let us explain how to realise �X

..d;c/;˛/
inside FiltQ1.X/.

For c 2 Q>c, we can pull back each nonempty �Zc
˛ along the associated graded map

�c ! Zc to get a stack Vc;˛ D �c �Zc
�Zc
˛ . The centre Zc is an open substack of

GradQ.B/, so �Zc
˛ lives in FiltQ1 .GradQ.B//. The iterative definition of FiltQ1.B/

gives a cartesian square

FiltQ1.B/ FiltQ1 .GradQ.B//

FiltQ.B/ GradQ.B/
gr

p

and hence Vc;˛ lives in FiltQ1.B/. After subtracting the exceptional divisor E, we
get a locally closed substack �X

..d;c/;˛/
WD Vc;˛ n E of FiltQ1.X/.

In order to prove Theorem 1.4.1, we introduce the concept of the central rank
of a stack. The central rank of X, denoted z.X/, is the largest natural number n
such that BGn

m acts on X in a nondegenerate way (Definition 3.4.1). The condition
can be thought of as requiring that every stabiliser of X contains a copy of Gn

m in its
centre. The maximal dimension of a stabiliser of X is denoted d.X/. The proof is
by induction on N.X/ WD d.X/ � z.X/.

The main observation is that, whenever we have a blow-up f W Y D BlR X ! X

of X along some closed substack R, if the ‚-stratification of Y is .�c/c2Q�0
, then for

every unstable stratum �c, its centre Zc has bigger central rank than X: z.Zc/ >
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z.X/ (Lemma 3.4.7). We also have d.Zc/ � d.X/ by representability of f , so that
N.Zc/ < N.X/.

The balancing stratification defines a canonical sequential filtration for every
point:

DEFINITION 1.4.2 (Definition 3.5.8). Let X be a normed noetherian good moduli
stack with affine diagonal. The iterated balanced filtration of a field-valued point x 2 X.k/

is the element �ib.x/ 2 Q1- Filt.X; x/ determined by the balancing stratification
of X.

The iterated balanced filtration is defined over k even if k is not perfect. This has
to do with the assumption that X has a good moduli space instead of just an adequate
moduli space, Alper [3], which is a more general notion in positive characteristic.

For a stack Y endowed with a ‚-stratification .�c/ such that all the centres Zc

of the strata are normed good moduli stacks, the balancing stratification of each Zc

can be pulled back to the �c to define a sequential stratification of Y. This produces
a refined Harder–Narasimhan filtration for every point of Y (Definition 3.5.10).

We show that the balancing stratification has nice functorial properties.

PROPOSITION 1.4.3 (Proposition 3.5.5). Let f W X ! X 0 be a morphism between noetherian
normed good moduli stacks with affine diagonal. If f is either a closed immersion or a base change from
a map X ! X 0 between the good moduli spaces of X and X 0, then for all ˛ 2 � , the stratum �X

˛

equals the pullback �X0

˛ �X0;f X of �X0

˛ along f , with its natural structure of locally closed substack
of FiltQ1.X/.

1.5 RELATION TO CONVEX GEOMETRY

Despite its seemingly convoluted definition involving several blow-ups and ‚-strat-
ifications, the iterated balanced filtration has a particularly simple description for a
point x in a quotient stack of the form SpecA=G with G a diagonalisable algebraic
group over a field k (for example a split torus Gn

m;k
) and A a finite type k-algebra.

For simplicity, in this introduction we will assume that SpecA is the total space of
a vector space V D kl , that G acts on V via the characters �1; : : : ; �l 2 �Z.G/ D

Hom.G;Gm;k/ and that we are interested in computing the iterated balanced filtra-
tion of the point x D .1; : : : ; 1/ in the quotient stack V=G. We denote N D �Q.G/

the set of rational cocharacters ofG. The norm on graded points of V=G corresponds
to a rational inner product .�;�/ on N D N0, and we identify N and its dual via this
inner product.
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We now describe a sequence of elements �0; : : : ; �n 2 N in terms of the state
„0 D f�1; : : : ; �lg of x. Let F0 be the smallest face containing 0 of cone.„0/, the
convex cone generated by „0 inside N . Then we let �0 be the unique element of the
orthogonal complement N1 WD F?0 such that .�0; ˛/ � 1 for all ˛ 2 „0 nF0 and k�0k

is minimal. This is a convex optimisation problem.
To compute �1; � � � ; �n, we proceed as follows. We let

„1 D fp1.˛/ j ˛ 2 „0; .�0; ˛/ D 1g � N1;

where p1WN ! N1 is the orthogonal projection. It will always be the case that �0 2

cone .„1/ � N1 (Theorem 5.1.18), and thus there is a smallest face F1 of cone .„1/
containing �0. Let N2 be the orthogonal complement of F1 inside N1. Then we let
�1 be the unique element in N2 such that .�1; ˛/ � 1 for all ˛ 2 „1 n F1 and k�1k is
minimal. We define„2 D fp2.˛/ j ˛ 2 „1; .�1; ˛/ D 1g � N2, where p2WN1 ! N2 is
the orthogonal projection. Repeating this process, we get �2; : : : ; �n. The algorithm
terminates when we get to „nC1 � FnC1.

A Q1-filtration of x in V=G is determined by a finite sequence of elements of N
(Remark 3.2.16), and under this correspondence we have:

THEOREM 1.5.1 (Theorem 5.2.16 and Corollary 5.2.18). The iterated balanced filtration
of x in V=G is given by the sequence �0; : : : ; �n described above.

For the proof, we use the machinery of chains of stacks. A chain of stacks is the data
of a sequence of pointed k-stacks .Xn; xn/, together with a Q-filtration �n of each xn
and linkmaps .XnC1; xnC1/ !

�
Grad.Xn/; gr�n

�
(Definition 4.1.1). Associated to ev-

ery chain there is aQ1-filtration of the point x0 inX0 (Definition 4.1.3). For a pointed
normed good moduli stack .X; x/, we give two different constructions of chains com-
puting sequential filtrations of .X; x/, the balancing chain (Construction 4.2.1) and the
torsor chain (Construction 4.3.1). The former is closely related to the balancing stratifi-
cation, while the latter tends to be closer to combinatorial structures, such as states or
lattices. We show that both chains compute the iterated balanced filtration of .X; x/
(Proposition 4.2.6 and Theorem 4.3.4).

In order to relate the convex-geometrical picture of states to chains of stacks,
we define a category of normed semistable polarised states (Definition 5.1.1) which
is combinatorial in nature. We then define an analogue of the notion of chain in
this category and define a canonical balancing chain for every object. There is a func-
tor from normed semistable polarised states to pointed normed good moduli stacks
(Definitions 5.2.1 and 5.2.9), and we show that it sends the balancing chain of a state
to the torsor chain of the corresponding stack (Theorem 5.2.16).
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1.6 COMPARISON WITH THE ITERATED HKKP FILTRATION

The theory of chains of stacks will be used to establish, in Chapter 7, a correspon-
dence between the iterated balanced filtration and the iterated HKKP filtration for
normed artinian lattices as defined by Haiden–Katzarkov–Kontsevich–Pandit [33].
In order to prove such a correspondence, we establish first a new characterisation of
the HKKP filtration. Recall that a lattice L is a partially ordered set such that every
pair of elements a; b 2 L has a supremum a _ b and an infimum a ^ b. It is modular
if .x _ a/ ^ b D .x ^ b/ _ a for all x; a; b 2 L with a � b, and it is artinian if it is
nonempty, modular and of finite length. A (rational) norm X on L is the data of a
positive rational number X.Œa; b�/ for every nontrivial interval Œa; b� in L, subject to
some compatibility conditions (Definition 6.6.11). For an artinian lattice with mini-
mal element 0 and maximal element 1, a Q-filtration (resp. R-filtration) F of L is a
chain of elements 0 D a0 < a1 < � � � < an D 1 in L together with a chain of rational
numbers (resp. real numbers) c1 > � � � > cn. We write F�c D

W
ci�c

ai for c 2 R,
and we say that F is paracomplemented if the interval ŒF�cC1; Fc� is complemented (the
lattice analogue of semisimple) for all c 2 R. Haiden–Katzarkov–Kontsevich–Pandit
defined a canonical R-filtration F (the HKKP filtration) for every normed artinian
lattice L, the HKKP filtration. They characterise the HKKP filtration F of L as
the unique paracomplemented R-filtration making another lattice ƒ.F / semistable.
Their proof of the existence and uniqueness of the HKKP filtration is complicated,
and requires minimising a certain mass function m.ƒ.F // on the set of paracomple-
mented R-filtrations.

In Chapter 6 we characterise the HKKP filtration of a normed artinian lattice
L as the unique minimiser of the much simpler norm function

kF k
2

WD
X
c2R

c2X.ŒF>c; F�c�/

on the set of paracomplemented R-filtrations. In this way, we get a simpler proof of
the existence and uniqueness of the HKKP filtration, and we can deduce that the
HKKP filtration is actually a Q-filtration if the norm X is rational. The main idea is
to consider maximal distributive sublattices D of L (where distributivity refers to the
operations ^ and _). Every such D is isomorphic to the lattice of subrepresentations
of a representation of an acyclic quiverQ with dimension vector consisting only of 1s,
and every two filtrations of L factor through someD. These observations allow us to
reduce to the distributive case, where the characterisation can be established directly.
Maximal distributive sublattices ofL can be viewed as the lattice analogue ofmaximal
tori of reductive groups, and with this analogy our arguments resemble Kempf ’s
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proof of the existence of maximally destabilising one-parameter subgroups [53]. Our
motivation to consider the norm function is that it is much closer to the theory of
instability on algebraic stacks, and thus allows to make a precise link between the
HKKP filtration and the balanced filtration. However, we hope that our approach
to the HKKP filtration for lattices also clarifies and simplifies the original work of
Haiden–Katzarkov–Kontsevich–Pandit. The construction of the HKKP filtration
can be iterated, giving rise to the iterated HKKP filtration (Definition 6.6.27).

We can now state our main comparison result, the proof of which occupies the
majority of Chapter 7.

THEOREM 1.6.1 (special case of Corollary 7.5.11). Let k be an algebraically closed field and
let A be a locally noetherian k-linear Grothendieck abelian category. Suppose that the moduli stack of
objects MA is an algebraic stack locally of finite type over k. Let X be a quasi-compact open substack
of MA admitting a good moduli space � W X ! X , endowed with a linear norm on graded points.
For any k-point x 2 X.k/, there is a canonically defined normed artinian lattice Lx and a canonical
bijection Q1-Filt.Lx/ Š Q1-Filt.X; x/ under which the iterated HKKP filtration of Lx and the
iterated balanced filtration of .X; x/ agree.

Here, the set Q1- Filt.L/ of sequential filtrations of L is defined as in the case
of vector bundles above. The norm being linear means it is compatible with the
underlying abelian category in a precise sense. Examples of this setup include moduli
stacks of Bridgeland semistable objects, moduli stacks of semistable vector bundles
on a curve C , and moduli stacks of quiver representations (Section 3.6). For abelian
categories A satisfying suitable finiteness conditions, the algebraicity of MA has been
established in Fernandez Herrero–Lennen–Makarova [29]. In that context, choices
of K-theory classes of the categoryA produce open substacksX � MA having a good
moduli space and a norm on graded points [29, Theorem 4.17], so Theorem 1.6.1
applies.

If a k-point x of X corresponds to an object M of A, then Lx is the lattice of
subobjects N � M such that the associated graded N ˚ M=N is also a point of X.
In practice, X is the set of semistable objects for some stability condition on A, and
Lx is the lattice of semistable subobjects of M (of the same phase), but we do not
need to mention the specific stability condition to formulate the theorem. We would
however like to have a definition of the lattice Lx formulated purely in the language
of algebraic stacks and that is canonical and independent of the presentation of X as
a substack of MA for some abelian category A. However, the structure of algebraic
stack of X is not enough for this purpose. To explain what else is needed, recall
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that a map gWBGm;k ! X corresponds to an objectM of A together with a grading
M D ˚n2ZMn. The graded points g such thatMn D 0 for all n < 0 form a closed and
open substack Grad.X/�0 of Grad.X/ that we call the lamp. The lamp is precisely
the extra data needed to define the lattice Lx intrinsically from the stack X. From
the lamp, we can recover the natural poset structure on Z - Filt.X; x/ and define Lx
as a specific subposet. It turns out that Lx is an artinian lattice, and since the norm
on graded points of X is linear it endows Lx with a norm in the lattice-theoretic
sense. Moreover, there are natural bijections between sets of filtrations (labelled by
Z, Q or Q1) of .X; x/ in the stacky sense and filtrations of Lx in the lattice-theoretic
sense. Since lamps give us a way to speak about Lx intrinsically, we can formulate
a more general version of Theorem 1.6.1 for good moduli stacks X endowed with
well-behaved lamps, what we call linearly lit good moduli stacks (Definition 7.3.7).
We provide a criterion (Theorem 7.4.4) for a lamp to define a linearly lit good moduli
stack that we hope can be applied to all versions of constructions of stacks of objects
in linear categories.

The first step in the proof of Theorem 1.6.1 is deformation theoretic. We prove
that for any closed k-point y of X corresponding to an object E in A, there is a (non-
canonical) pointed closed immersion � W .��1�.y/; y/ ,!

�
Ext1.E;E/=Aut.E/; 0

�
.

Since Ext1.E;E/=Aut.E/ is isomorphic to a stack of representations for some quiver
Q, every point x in ��1�.y/ corresponds to some representation N of Q. As ex-
pected, the lattice Lx associated to x is isomorphic to the poset of subrepresentations
ofN . Since the iterated balanced filtration is unaltered under closed immersions, this
reduces us to the case of a nilpotent quiver representation. It can be shown explicitly
that in that case Kempf ’s number h�;Xmaxi, for � 2 Q - Filt.X; x/, can be interpreted
lattice theoretically as the complementedness of the filtration F � of Lx corresponding to
� (Proposition 5.2.14). From the equality of norms kF�k D k�k we deduce that the
balanced filtration of .X; x/ equals the HKKP filtration of Lx. However, showing
that the full iterated balanced filtration of .X; x/ equals the iterated HKKP filtra-
tion of Lx is more complicated, and it requires the results on chains of stacks from
Chapter 4.

1.7 CONJECTURE ON ASYMPTOTICS OF FLOWS

In view of Theorem 1.6.1 and the results of Haiden–Katzarkov–Kontsevich–Pandit
on asymptotics of flows in the case of quiver representations and vector bundles on a
smooth projective complex algebraic curve [33,34], we expect the iterated balanced
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filtration to play a role in describing asymptotics of natural flows in moduli theory.
We now make this expectation precise in the case of Geometric Invariant Theory on
affine spaces.

We begin by recalling the Kempf–Ness potential in a more general framework.
Let G be a connected reductive algebraic group over C, endowed with a norm on
cocharacters, that is, the data of a Weyl-invariant rational inner product on the set
�Z.T / of cocharacters of a maximal torus T of G (Definition 2.3.8). LetK be a max-
imal compact subgroup of G. We denote g the Lie algebra of G and k the Lie algebra
of K. We consider a smooth projective-over-affine scheme X over C, endowed with
an action ofG. An ample line bundleL onX=G (that is, an ample line bundleL onX
with a G-equivariant structure) defines an open semistable locus .X=G/ss D X ss=G,
which is the open stratum of a ‚-stratification of X=G (Theorem 2.6.4). The line
bundle L restricts to a line bundle L on the differentiable stack “of metrics” X=K,
and we endow L with a hermitian norm k�k (that is, we endow L with aK-invariant
hermitian norm). For a point x 2 X.C/, fixing a choice of nonzero lift x� of x to the
total space of L, the Kempf–Ness potential is defined to be

pxWG=K ! RWKg 7! logkx�k � logkgx�k:

Here, G=K denotes the quotient by the action of K on G on the left. Note that the
Kempf–Ness potential is independent of the choice of lift x� of x. Kempf–Ness type
theorems state that, under some conditions, the following equivalences hold:

1. x is semistable if and only if px is bounded below.
2. x is polystable if and only if px attains a minimum.

This is the case, for example, if either X is projective [31, 52, 55] or X is affine and
some additional conditions are satisfied [43,54,63]. In these cases, if x is polystable,
then the negative gradient flow of px converges to a minimum from any starting
point. In the strictly semistable case, we are interested in understanding the asymp-
totic behaviour of this flow.

In order to define the gradient flow, we need a Riemannianmetric onG=K. This
comes from the norm on cocharacters ofG, which gives aK-invariant euclidean inner
product on k. By Hadamard’s theorem, the map

'W k ! G=KW v 7! K exp
�
1

2i
v

�
is a diffeomorphism (see [31, Appendix A]). The isomorphism d0'W k ! Te.G=K/

induces an inner product on Te.G=K/, and we extend it to a Riemannian metric on
G=K using the action of G on G=K by right translations (see [31, Appendix C] for
details). This allows us to define the gradient vector field rpx on G=K.
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The semistable locus X ss=G is a good moduli stack, endowed with a norm
on graded points coming from the norm on cocharacters of G. If x 2 X.C/ is a
semistable point, then the iterated balanced filtration �ib.x/ of x is defined, and by
Remark 3.2.16 it is identified with an equivalence class of sequences of commut-
ing rational one-parameter subgroups �1; : : : ; �n. We may choose representatives �j
that are compatible with K, in the sense that for some power �lj W C� ! G that is
integral (and hence for any such power), the inclusion �lj .S1/ � K holds. The �j
induce well-defined linear maps on Lie algebras Lie.�j /W C ! g, giving elements
�j D i Lie.�j /.1/ 2 k.

We now shift our attention to a particular case of the above setting. We will take
X D V to be a finite dimensionalG-representation. Let ˛WG ! Gm;C be a character,
and take the linearisation L D OX=G.˛/ D .X=G ! BGm;C/

�˛, where we regard ˛
as an element of Pic.BG/. Choose a K-invariant hermitian metric k�k on V . The
total space of L is .V � C/ =G, where the action is g.x; c/ D .gx; ˛.g/c/. The norm
k�k defines a hermitian norm k�kL on L by the formula

k.v; c/kL D e�kvk
2

jcj :

The associated Kempf–Ness potential for a point x 2 V is

px.Kg/ D kgxk
2

� log j˛.g/j � kxk
2:

Suppose that x 2 V is semistable and let �1; : : : ; �n 2 k represent the iterated
balanced filtration of x as above. We denote log D '�1WG=K ! k the inverse of the
map ' defined above. With this setup, we conjecture:

CONJECTURE 1.7.1. Let hW .0;1/ ! G=K be a flow line for �rpx. Then the expression

log h.t/C log.t/�1 C log log.t/�2 C � � � C log � � � log̃
n

.t/�n

in k is bounded for t � 0.

In the case where V D
L

a2Q1
Hom.Cds.a/;Cdt.a// is the representation space

of a quiver Q with dimension vector d and G D
Q
i2Q0

GLdi ;C with the standard
action, the conjecture is true for specific choices of hermitian norm on V and norm
on cocharacters ofG byTheorem 1.6.1 and [33, Theorem 5.11]. See Example 5.2.19
for a simple example where the conjecture is checked beyond the quiver case. We
hope to return to Conjecture 1.7.1 in future work.

Our expectation is that the iterated balanced filtration describes also the asymp-
totics of natural gradient flows in other moduli problems. Examples include the
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Calabi flow for a K-semistable Fano variety, the Yang–Mills flow for semistable G-
bundles on a smooth projective curve and the gradient flow for the Kempf–Ness po-
tential in more general GIT situations. In all these examples, there is an underlying
normed good moduli stack of semistable objects, so the iterated balanced filtration is
defined (Section 3.6).

1.8 NOTATION AND CONVENTIONS

The set of nonnegative integers, or natural numbers, is denoted N D Z�0. We will
also denote N� D Z>0.

We follow the definitions and conventions of [72] regarding algebraic stacks and
algebraic spaces. We denote Stfppf the 2-category of stacks for the fppf site of schemes.
For an algebraic stackX, we denote jXj its topological space and �0.X/ the set of con-
nected components of jXj. By a geometric point of X wemean amorphism Spec k ! X

where k is an algebraically closed field. If xWT ! X a T -point, with T a scheme, we
denote Aut.x/ the automorphism group of x as a group algebraic space over T . The
multiplicative group over Z is denoted Gm D SpecZŒt; t�1� and, for a scheme T , we
use the notation Gm;T D Gm � T .

For a flat and finitely presented group scheme G over a base S and an algebraic
space X over S endowed with a G-action, we use the notation X=G for the quotient
stack, omitting the customary brackets. The classifying stack BG of G is the quotient
BG WD S=G, where S is endowed with the trivial G-action.

For a field k and an algebraic group G over k, we denote �Z.G/; �
Z.G/; �Q.G/

and �Q.G/ the sets of characters, cocharacters, rational characters and rational
cocharacters of G, respectively. If � 2 �Z.G/ is a cocharacter, and G acts on a
scheme X over k, then we denote X�;0 the fixed point locus of the induced Gm-
action on X and X�;C the attractor, defined functorially on k-schemes T by the for-
mula Hom.T;X�;C/ D HomGm;k.A1

T ; X/, where HomGm;k denotes Gm;k-equivariant
maps and A1

T is endowed with the usual scaling action [26]. For the particular case
of the conjugation action of G on itself, we denote L.�/ D G�;0 and P.�/ D G�;C. If
G is reductive, then P.�/ is a parabolic subgroup with Levi factor L.�/. If g 2 G.k/,
we denote �g D g�g�1.

If F is a vector bundle on an algebraic stack X, the total space of F is A.F / WD

SpecX SymOX
F _ and the associated projective bundle isP .F / WD ProjX SymOX

F _.



CHAPTER 2

PRELIMINARIES

In this chapter we start by recalling, mainly following [36], the kind of stability struc-
tures on algebraic stacks that we will use in the rest of this thesis and how they give
rise to stratifications. The two main concepts are that of a norm on graded points (Defi-
nition 2.3.3) and of a linear form on graded points (Definition 2.4.1), and these give rise to
‚-stratifications (Definition 2.5.1). While in [36] the stacks Grad.X/ of graded points
and Filt.X/ of filtrations of an algebraic stack X are used, in this work we will need
a generalisation of these, what we call the stack of rational graded points GradQ.X/ and
the stack of rational filtrations FiltQ.X/, that we define in Section 2.2.

The main result in this chapter is Theorem 2.6.4, where we prove that, for a
representable projective morphism f W Y ! X into a stack X with a good moduli
space and a norm on graded points, the stack Y carries a natural ‚-stratification
.�c/c2Q�0

whose centres .Zc/c2Q�0
have goodmoduli spaces. This is an improvement

of Halpern-Leistner’s result [36, Theorem 5.5.10] that Y has a weak ‚-stratification
whose semistable locus Z0 has a good moduli space. Existence of good moduli spaces
for all centres Zc will be fundamental in our construction of the balancing stratifica-
tion (Theorem 3.5.2).

We conclude by recalling the combinatorial notion of formal fan from [36], and
how it can be used to encode natural extra structure on the set of filtrations of a point
in a stack. This will be needed for Chapters 6 and 7.

2.1 GOOD MODULI SPACES AND LOCAL STRUCTURE THEOREMS

We start by recalling the definition of good moduli space from [2, Definition 4.1],
with the slightly modified conventions of [7, 1.7.3, 1.7.4].

DEFINITION 2.1.1 (Good moduli space). A morphism � W X ! X from an algebraic
stack X to an algebraic space X is said to be a good moduli space if

19
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1. the map � is quasi-compact and quasi-separated;
2. the map OX ! ��OX is an isomorphism; and
3. the pushforward functor �� on quasi-coherent sheaves is exact, and the same

is true after any base change X 0 ! X , where X 0 is an algebraic space.

If X is quasi-separated, then the third condition can be simplified to �� being
exact, the statement for any base change being then automatic by [2, Proposition
3.10, (vii)]. We will often use the term good moduli stack meaning an algebraic stack X

that admits a good moduli space � W X ! X .

Remark 2.1.2. Using good moduli spaces, we can recover the concept of linear reduc-
tivity. Indeed, an affine algebraic group G over a field k is linearly reductive precisely
when the map BG ! Spec k is a good moduli space.

A good moduli space � W X ! X enjoys many special properties, for example:
1. Any map X ! Y with Y an algebraic space factors uniquely through � [7,

Theorem 3.12]. In particular, the good moduli space � is uniquely determined
by X.

2. Any base change of � along a morphism X 0 ! X with X 0 an algebraic space
is a good moduli space [2, Proposition 4.7, (i)].

3. If hW X 0 ! X is an affine morphism, then X 0 has a good moduli space X 0 ! X 0

and the induced map X 0 ! X is affine with X 0 D SpecX ��h�OX0 [2, Lemma
4.14]. In particular, if h is a closed immersion, then so is X 0 ! X .

4. For every point p 2 jX j, the fibre ��1.p/ has a unique closed point q, and
the dimension of the stabiliser of q is bigger than that of any other point of
��1.p/ [2, Proposition 9.1]. Moreover, the stabiliser of q is linearly reduc-
tive [2, Proposition 12.14]. The points q 2 jXj that are closed in the fibre of
� containing q are said to be polystable. More generally, a field-valued point
xWSpec k ! X is said to be polystable if x is closed in the fibre ��1�.x/ or,
equivalently, if the point of jXj underlying x is polystable.
Stacks with good moduli spaces are étale locally quotient stacks. More precisely:

THEOREM 2.1.3 (Local structure [7]). Let X be an algebraic stack and � W X ! X a good
moduli space. Assume thatX is of finite presentation over a quasi-compact and quasi-separated algebraic
space B and that X has affine diagonal.

Then there is a natural number n, an affine scheme SpecA endowed with an action of GLn,
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and a cartesian square
.SpecA/=GLn X

Spec.AGLn/ X

�

h

y

with h an affine Nisnevich cover (in particular, étale). Here, AGLn denotes the ring of invariants.
Moreover, X ! B is of finite presentation and X has affine diagonal.

The theorem is [7, Theorem 6.1], together with the argument at the end of the
proof of [7, Theorem 5.3] to guarantee that h can be taken to be affine. To see that
X has affine diagonal, just take good moduli spaces for the diagonal X ! X � X,
which is affine, to obtain the diagonal of X .

From Theorem 2.1.3, it follows that stacks whose good moduli space is a point
are necessarily quotient stacks.

COROLLARY 2.1.4. Let X be an algebraic stack of finite presentation over a field k and assume
that � W X ! Spec k is a good moduli space with affine diagonal. Then X Š .SpecA/=GLn,
where A is a k-algebra of finite type and SpecA is endowed with a GLn-action.

Over an algebraically closed field, there is a stronger result.

COROLLARY 2.1.5 (of [6, Theorem 4.12]). Let X be an algebraic stack of finite presentation
over an algebraically closed field k and suppose that � W X ! Spec k is a good moduli space with
affine diagonal. Let x 2 X.k/ be the unique closed k-point of X and let G be the stabiliser of x.
Then X Š .SpecA/=G, where A is a finite type k-algebra and SpecA is endowed with an action
of G.

Although it will not be used in this thesis, we finish this section with a relative
version of the Luna étale slice theorem, recently proved in joint work of the author
with Mark Andrea de Cataldo and Andres Fernandez Herrero [23, Theorem 2.1].

THEOREM 2.1.6. Let k be an algebraically closed field, and let f W X ! Y be a smooth morphism
between smooth algebraic stacks over k. Let x 2 X.k/ be a closed k-point mapping to a closed k-point
y of Y. Suppose that the stabilisers Gx and Gy of x and y are linearly reductive and that Gy is
smooth. Denote Nx and Ny the normal spaces of X at x and of Y at y, endowed with respective
actions of Gx and Gy . Then there is a commutative diagram

.Nx=Gx; 0/ .U; u/ .X; x/

.Ny=Gy; 0/ .V ; v/ .Y; y/

f
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of pointed stacks where the horizontal arrows are étale and induce isomorphisms of stabiliser groups at
the respective points. Here, the left vertical map is the one naturally induced by f .

We recall the definition of the normal space Nx. The point x defines a closed
immersion i WBGx ! X, its residual gerbe, with ideal sheaf I � OX . The normal space
Nx is the representation of Gx corresponding to the coherent sheaf i�.I/_ D .I=I2/_

on BGx. We will also use the normal space in Section 7.4.1.

2.2 STACKS OF RATIONAL FILTRATIONS AND GRADED POINTS

In [36], Halpern-Leistner defines the stacks Grad.X/ of graded points and Filt.X/
of filtrations of an algebraic stack X as mapping stacks. If X parametrises objects in
an abelian category, then Grad.X/ parametrises objects endowed with a Z-grading
and Filt.X/ parametrises objects endowed with a Z-filtration [8, Proposition 7.12
and Corollary 7.13], but Grad.X/ and Filt.X/ can be defined for very general X.
In this section we revisit the construction of Grad.X/ and Filt.X/, and extend it to
consider rational filtrations and gradings.

Following [36], we define the stack ‚ over Spec.Z/ to be the quotient stack
‚ D A1

Z=Gm;Z, the action of Gm;Z on A1
Z being the usual scaling action. For an

algebraic space S we denote ‚S D ‚ � S .
Recall that for Y and Z two stacks over a base space S , an object of the mapping

stack HomS.Y;Z/ over a scheme T is a map T ! S together with a morphism T �S

Y ! Z over S . In the case S D Spec.Z/, we omit the subindex from the notation.
The following definition is in [36, Section 1.1], except that we do not work relative
to a base algebraic stack.

DEFINITION 2.2.1 (Stacks of filtrations and graded points). Let X be an algebraic
stack and let n be a positive integer. We define the stack Gradn.X/ of Zn-graded points
of X to be the mapping stack Gradn.X/ WD Hom.BGn

m;Z;X/. Similarly, we define
the stack Filtn.X/ of Zn-filtrations of X to be Filtn.X/ WD Hom.‚n;X/.

We will simply denote Filt.X/ D Filt1.X/ and Grad.X/ D Grad1.X/.

LEMMA 2.2.2 (Independence of base for mapping stacks). Let Y be an algebraic stack such
that Y ! SpecZ is a good moduli space, and let X be an algebraic stack defined over an algebraic
space B . Then there is a canonical isomorphism

Hom.Y;X/ Š HomB.YB ;X/

of mapping stacks. In particular, there is a canonical mapHom.Y;X/ ! B .
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Proof. For a scheme T , an object of the groupoid HomB.YB ;X/.T / is a pair .a; b/
with bWT ! B and aWT �B YB D T � Y ! X a morphism over B. Since T � Y ! T

is a good moduli space, for any given aWT �Y ! X, an object of Hom.Y;X/.T /, the
composition T � Y ! X ! B factors uniquely through T � Y ! T , giving a unique
bWT ! B such that .a; b/ is an object of HomB.YB ;X/.T /.

Applying the Lemma for Y D ‚n or Y D BGn
m, we see that Filtn.X/ and

Gradn.X/ are independent of the base algebraic space considered.
To guarantee that Filtn.X/ and Gradn.X/ are well-behaved, we consider the

following assumption on an algebraic stack X defined over an algebraic space B.

Assumption 2.2.3. The algebraic space B is quasi-separated and locally noetherian,
and the map X ! B is locally finitely presented and has affine diagonal.

Example 2.2.4. Suppose that X is a noetherian algebraic stack with affine diagonal
and � W X ! X is a good moduli space. Then X is also noetherian by [2, Theorem
4.16], and � is of finite type by [6, Theorem A.1]. The diagonal of X is affine since
it is obtained from the diagonal of X by taking good moduli spaces. In particular, X

satisfies Assumption 2.2.3 with B D X .

Under Assumption 2.2.3, the stacks Filtn.X/ and Gradn.X/ are algebraic and
also satisfy Assumption 2.2.3 [7, Theorem 6.22]. Note that by [7, Remark 6.16] it
is not necessary to assume that B is excellent in order to apply [7, Theorem 6.22],
since the stacks BGn

m;B and ‚nB satisfy condition (N) in [7]. See also [39, Theorem
5.1.1] for a related algebraicity result.

There are several maps relating Grad.X/, Filt.X/ and X:
1. The “evaluation at 1” map ev1WFilt.X/ ! X, defined by precomposition along

f1g ! ‚. It is representable and separated [36, Proposition 1.1.13].
2. The “associated graded” map grWFilt.X/ ! Grad.X/, defined by precompo-

sition along BGm D f0g=Gm ! ‚.
3. The “forgetful” map uWGrad.X/ ! X, defined by precomposition along

Spec.Z/ ! BGm.
4. The “evaluation at 0” map ev0WFilt.X/ ! X, which is the composition ev0 D

u ı gr.
5. The “split filtration” map � WGrad.X/ ! Filt.X/, defined by precomposition

along the canonical representable morphism ‚ ! BGm.
6. The “trivial grading” map X ! Grad.X/, given by precomposition along
BGm ! SpecZ. It is an open and closed immersion.
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7. The “trivial filtration” map X ! Filt.X/, defined by precomposing along‚ !

SpecZ. It is an open and closed immersion.

Remark 2.2.5. The fact that the “trivial grading” and “trivial filtration” maps are
closed and open immersions follows from [36, Proposition 1.3.9] by the argument
in [36, Proposition 1.3.11].

Remark 2.2.6. Sometimes, the assumption that X ! B has affine diagonal can be
relaxed to X having affine stabilisers and being quasi-separated over B. This is the
case for the construction and algebraicity of FiltnQ.X/, GradnQ.X/, FiltQ1.X/ and
GradQ1.X/ (Definition 2.2.7 andDefinition 3.2.2). Representability of ev1WFilt.X/ !

X follows under the additional hypothesis that X has separated inertia.
The assumption that B is locally noetherian guarantees that the topological

spaces of the algebraic stacks considered are locally connected, and hence their con-
nected components are open.

The monoid .N�; �; 1/ acts1 on the stacks Filt.X/ and Grad.X/. A natural num-
ber n > 0 acts on Filt.X/ by the map Filt.X/ Filt.X/.�/n given by precom-
position along the nth power map ‚T ! ‚T , and similarly in the case of Grad.X/.
Now denote Y one of the stacks Grad.X/ or Filt.X/ with its .N�; �; 1/-action. We
define a diagram DY W .N�; j/ ! Stfppf, i.e. a pseudofunctor, on the 2-category Stfppf
of stacks for the fppf site of schemes. The index category is the filtered poset .N�; j/ of
positive integers with the divisibility order, and DY is defined by setting DY.n/ D Y

for all n, and DY.njm/ to be the “rising to the m
n
th power” map Y Y

.�/m=n

defined above.

DEFINITION 2.2.7 (Stacks of rational filtrations and rational graded points). The
stacks FiltQ.X/ of rational filtrations andGradQ.X/ of rational graded points are the colimits

FiltQ.X/ WD colimDFilt.X/ and GradQ.X/ WD colimDGrad.X/

in the cocomplete 2-category Stfppf.

Remark 2.2.8. There are also maps ev1WFiltQ.X/ ! X, grWFiltQ.X/ ! GradQ.X/,
etcetera, relating the stacks FiltQ.X/, GradQ.X/ and X, just because the version of
these maps for Filt and Grad are compatible with the colimits defining FiltQ and
GradQ.

1Formally, an action of .N�; �; 1/ on a stack Y is a pseudofunctor B.N�; �; 1/ ! Stfppf sending the
unique object of B.N�; �; 1/ to Y. Here, we are denoting B.N�; �; 1/ the category with one object and
endomorphism monoid equal to .N�; �; 1/, and Stfppf is the 2-category of stacks on the category of
schemes with the fppf topology.
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PROPOSITION 2.2.9. Let X be an algebraic stack over an algebraic spaceB , satisfying Assumption
2.2.3. Then FiltQ.X/ and GradQ.X/ are algebraic and satisfy Assumption 2.2.3.

Proof. By [36, Proposition 1.3.11], the “rising to the nth power” map Filt.X/ !

Filt.X/ is a closed and open immersion for n > 0. The same argument shows that the
analogue map Grad.X/ ! Grad.X/ is a closed and open immersion too. Thus the
algebraicity result follows from Lemma 2.2.10. Since FiltQ.X/ and GradQ.X/ are
increasing unions of closed and open substacks isomorphic to Filt.X/ and Grad.X/
respectively, they also satisfy Assumption 2.2.3.

LEMMA 2.2.10. Let I be a filtered poset, seen as a category, and let DW I ! Stfppf be a pseud-
ofunctor such that for all arrows s ! t in I the induced D.s/ ! D.t/ is representable by open
immersions. Let Y D colimD in the 2-category Stfppf. If D.s/ is algebraic for all objects s of D,
then so is Y.

Proof. In this proof, we consider the site of affine schemes with the fppf topology. This
does not change the 2-category Stfppf of stacks, but it will be useful to consider only
quasi-compact test schemes.

The stackY is the stackification of the colimitYpre D colimD in the 2-category of
prestacks (meaning presheaves of groupoids). A morphism T ! Ypre is a pair .s; f /,
with s an object of I and f WT ! D.s/ a map. A 2-morphism .s; f / ! .s0; f 0/ is
a pair .t; r/ with t 2 I such that there are arrows t=sW s ! t and t=s0W s0 ! t , and
r WD.t=s/ıf ! D.t=s0/ıf 0 a 2-morphism. From this description, and using the facts
that (1) I is filtered and (2) every object in the site considered, i.e. every affine scheme,
is quasi-compact, it follows that Ypre is already a stack, so Y D Ypre. Moreover, each
of the maps D.i/ ! Y is an open immersion. Indeed, if .s; f /WT ! Y is a map,
with T affine, then D.i/ �Y T D D.i/ �D.s0/ T if i; s � s0, which is open in T . ThusF
s2I D.s/ ! Y is a smooth representable surjection, so Y is algebraic.

Remark 2.2.11 (Functor of points of GradQ.X/ and FiltQ.X/). From the proof of
Lemma 2.2.10 we get a simple description of points in FiltQ.X/ and GradQ.X/.
Namely, if T is a quasi-compact scheme, then a T -point of FiltQ.X/ will be denoted
as 1

n
�, where � is a T -point of Filt.X/ and n is a positive integer. An isomorphism be-

tween T -points 1
n
� and 1

n0 .�
0/ of FiltQ.X/ is an isomorphism between n0� and n.�0/ in

Filt.X/. Here we are using additive notation for the “rising to the nth power” maps.
A similar description applies to GradQ.X/.
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Remark 2.2.12. Since .N; �; 1/ also acts on Filtn.X/ and Gradn.X/ for all positive inte-
gers n, we can form the stacks FiltnQ.X/ and GradnQ.X/ in a similar fashion. For the
same reasons, they are algebraic and satisfy Assumption 2.2.3.

Example 2.2.13. Let k be a field, let X be a separated scheme of finite type over k,
endowed with an action of a smooth affine algebraic group G over k that admits a
k-split maximal torus T . We denote W D NG.T /=ZG.T / the Weyl group. Then we
have natural isomorphisms

Gradn.X=G/ D
G

�2Hom.Gn
m;k

;T /=W

X�;0=L.�/

and
Filtn.X=G/ D

G
�2Hom.Gn

m;k
;T /=W

X�;C=P.�/

by [36, Theorem 1.4.8]. Here L.�/, P.�/, X�;0 and X�;C are the centraliser, as-
sociated parabolic subgroup, fixed point locus and attracting locus of �, see Sec-
tion 1.8 for the precise definitions. The same description holds for GradnQ.X=G/ and
FiltnQ.X=G/when replacing Hom.Gn

m;k
; T /=W byQ˝ZHom.Gn

m;k
; T /=W . This can

be seen by identifying the “rising to the nth power” maps with the “scaling by n” in
Hom.Gn

m;k
; T /. We will use this throughout.

Over a general base B, this description still holds for a quotient stack of the
form X=GLN with X an algebraic space that is quasi-separated and locally finitely
presented over B [36, Theorem 1.4.7].

The formation of FiltnQ.X/ and GradnQ.X/ is well-behaved with respect to base
change from a target algebraic space.

PROPOSITION 2.2.14. Let X ! B and X 0 ! B 0 satisfy Assumption 2.2.3 and let

X 0 X

X 0 X

y

be a cartesian square with X and X 0 algebraic spaces. Then

GradnQ.X 0/ Š GradnQ.X/ �X X 0 Š GradnQ.X/ �X X
0

and
FiltnQ.X 0/ Š FiltnQ.X/ �ev1;X X 0 Š FiltnQ.X/ �X X

0

for all n. The same holds for Filtn and Gradn.
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Proof. The case of Filtn.X 0/ and Gradn.X 0/ is [36, Corollary 1.3.17]. The result fol-
lows for FiltnQ.X 0/ and GradnQ.X 0/ after covering these by copies of Filtn.X 0/ and
Gradn.X 0/.

PROPOSITION 2.2.15. Let X be an algebraic stack defined over an algebraic space B , satisfying
Assumption 2.2.3, and let X 0 ! X be a closed immersion. Then

GradnQ.X 0/ Š GradnQ.X/ �X X 0

and
FiltnQ.X 0/ Š FiltnQ.X/ �ev1;X X 0

for all n. The same holds for Filtn and Gradn.

Proof. As above, it is enough to see the fact for Filtn and Gradn, which is [36, Propo-
sition 1.3.1].

It will be useful for the sequel the fact that Grad preserves properness.

PROPOSITION 2.2.16. Let f W X ! Y be a representable proper finitely presented morphism of
algebraic stacks over a base algebraic space B satisfying Assumption 2.2.3. Then

Grad.f /WGrad.X/ ! Grad.Y/

and
GradQ.f /WGradQ.X/ ! GradQ.Y/

are representable and proper.

Proof. (Halpern-Leistner) It is enough to prove the statement for Grad.f /. Let T be
a scheme and T ! Grad.Y/ a map, corresponding to BGm;T ! Y. Form a cartesian
square

Z BGm;T

X Y:

p

The 1-category of representable algebraic stacks over BGm;T is equivalent to the
category of algebraic spaces over T endowed with aGm;T -action, and the equivalence
is given by pullback along T ! BGm;T . Therefore Z D Z=Gm;T for a T -algebraic
space Z acted on by Gm;T . Forming now the fibre product

U T

Grad.X/ Grad.Y/

p
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and given a T -scheme S , a map S ! U over T is a section of Z ! BGm;T over
BGm;S ! BGm;T , which is in turn a Gm;T -equivariant map S ! Z. Therefore U D

ZGm;T , the fixed points of Z, as a stack over T . Since Z ! T is finitely presented,
we have by [36, Proposition 1.4.1] that the map ZGm;T ! Z is a closed immersion
and also, by hypothesis, that Z ! T is proper. Thus U ! T is proper.

We recall the definition ofZ-flag spaces from [36, Definition 1.1.15] and introduce
the natural counterpart of Q-flag spaces.

DEFINITION 2.2.17 (Flag spaces). LetX be an algebraic stack over an algebraic space
B satisfying Assumption 2.2.3, and let xWT ! X be a scheme-valued point. We
define the Z-flag space Flag.X; x/ to be the fibre product

Flag.X; x/ T

Filt.X/ X
ev1

x
y

and the Q-flag space FlagQ.X; x/ as the fibre product

FlagQ.X; x/ T

FiltQ.X/ X:
ev1

x
y

By representability and separatedness of ev1WFilt.X/ ! X and ev1WFiltQ.X/ !

X, the flag spaces Flag.X; x/ and FlagQ.X; x/ are separated algebraic spaces over
T . Since Filt.X/ ! FiltQ.X/ is an open and closed immersion, we have a natural
open and closed immersion Flag.X; x/ ! FlagQ.X; x/ of flag spaces.

In the case of a field-valued point, we can talk about a set of filtrations.

DEFINITION 2.2.18 (Set of filtrations of a point). Let X be an algebraic stack over an
algebraic space B satisfying Assumption 2.2.3. Let k be a field and let xWSpec.k/ !

X be a k-point. The set of Z-filtrations (or integral filtrations) of x is defined to be

Z - Filt.X; x/ WD Flag.X; x/.k/;

the set of k-points of the Z-flag space of x. Similarly, the set of Q-filtrations (or rational
filtrations) of x is

Q - Filt.X; x/ WD FlagQ.X; x/.k/:

The filtration of x given by the composition ofA1
k
=Gm;k ! Spec k and xWSpec k !

X is denoted 0 and referred to as the trivial filtration.
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Remark 2.2.19 (Filtrations of a quotient stack). Let k be a field and letX be a separated
scheme over k, endowed with an action aWG � X ! X by a linear algebraic group
G. Form the quotient stack X D X=G and let x 2 X.k/ be a k-point. We abusively
also denote by x the composition Spec k x

�! X ! X: If �W Gm;k ! G is a cocharacter,
we say that limt!0 �.t/x exists in X if the map

Gm;k

�
�! G Š G � Spec k idG�x

����! G �X
a
�! X

extends to a map �xW A1
k

! X (in which case it does so uniquely by separatedness
of X ), where we regard Gm;k as the open subscheme A1

k
n f0g of A1

k
. If limt!0 �.t/x

exists, we let limt!0 �.t/x denote the k-point �x.0/ of X . For n 2 Z>0, we have
that limt!0 �.t/x exists if and only if limt!0 �

n.t/x exists, so it makes sense to define
this notion for a rational one-parameter subgroup � 2 �Q.G/. The k-points of X
such that limt!0 �.t/x exists are in bijection with the k-points of the attractor X�;C.
Thus it follows readily from [36, Theorem 1.4.8 and Remark 1.4.9] that we have an
identification:

Q - Filt.X; x/ D f� 2 �Q.G/ j lim
t!0

�.t/x existsg= �; (2.1)

where � � �0 if there is g 2 P.�/.k/ such that �g D �0.

We conclude this section with a couple of facts about maps induced on sets of
filtrations.

PROPOSITION 2.2.20. Let f W X ! Y be a schematic proper morphism of algebraic stacks over
an algebraic space B satisfying Assumption 2.2.3. Let k be a field, let x 2 X.k/ and y 2 Y.k/

be k-points, and let f .x/ ! y be an isomorphism. Then the induced maps Z -Filt.X; x/ !

Z -Filt.Y; y/ and Q -Filt.X; x/ ! Q -Filt.Y; y/ of sets of filtrations are bijective.

Proof. It is enough to deal with the case of integral filtrations. An element ofZ - Filt.Y; y/
is a pair .�; ˛/ fitting in a commutative diagram

A1
k
=Gm;k Y

Spec.k/

y

�

1

˛

and similarly for Z - Filt.X; x/. Fix such a .�; ˛/ 2 Z - Filt.Y; y/. Now form the fibre
product

X=Gm;k A1
k
=Gm;k

X Y:

r
p

�

f
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The base change is indeed of the formX=Gm;k for a schemeX because f is schematic,
and X=Gm;k ! A1

k
=Gm;k is given by a Gm;k-equivariant map X ! A1

k
. There is a

commutative solid square

.A1
k

n 0/=Gm;k A1
k
=Gm;k

X=Gm;k A1
k
=Gm;k

1A1=Gmu h (2.2)

and an isomorphism r ı u ! x. An element of Z - Filt.X; x/ mapping to .�; u/ is
specified by a lift h of the square 2.2 in the 2-categorical sense. Thus we want to
prove that there is a unique such lift. There is a unique lift g of

A1
k

n 0 A1
k

X A1
k

1A1g

by properness, see [72, Tag 0BX7]. We just need to prove that g is Gm;k-equivariant.
Equivariance amounts to the commutativity of

Gm;k � A1
k

A1
k

Gm;k �X X:

1Gm�g g

Both compositions agree when restricted to Gm;k � .A1
k

n 0/, which is schematically
dense in Gm;k � A1

k
. Thus, by separatedness of X ! A1

k
, the square commutes.

PROPOSITION 2.2.21. Suppose f W X ! Y is a representable and separated morphism of algebraic
stacks over an algebraic space B satisfying Assumption 2.2.3. Let k be a field, let x 2 X.k/ and y 2

Y.k/ be k-points, and let f .x/ ! y be an isomorphism. Then the induced maps Z -Filt.X; x/ !

Z -Filt.Y; y/ and Q -Filt.X; x/ ! Q -Filt.Y; y/ of sets of filtrations are injective.

Proof. It is enough to prove the claim for integral filtrations. If �1; �2 are two filtrations
of x that give the same filtration of y, we can form a commutative diagram

Spec k X

A1
k
=Gm;k X �Y X:

x

1 �f

.�1;�2/

Since �f is a closed immersion and 1WSpec k ! A1
k
=Gm;k is a schematically dense

open immersion, there is a unique dashed arrow filling the diagram, which gives the
isomorphism between �1 and �2.

https://stacks.math.columbia.edu/tag/0BX7
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2.3 NORMED STACKS

We now recall from [36] the notion of a norm on graded points of a stack. If G is
an algebraic group, norms on graded points of BG are in bijection with norms on
cocharacters of G (Proposition 2.3.10).

DEFINITION 2.3.1 (Nondegenerate graded point). Let X be a quasi-separated alge-
braic stack, let k be a field and let xWBGn

m;k
! X be a Zn-graded point. We say that

the graded point x is nondegenerate if ker.Gn
m;k

! Aut.xjSpeck// is finite.
Suppose that X is defined over some algebraic space B and it satisfies Assump-

tion 2.2.3. We say that a connected component Z of Gradn.X/ is nondegenerate if there
is a field k and a point x 2 Z.k/ with x nondegenerate.

Remark 2.3.2. If Z is a nondegenerate component, then by [36, Proposition 1.3.9] we
have that for all fields k and points x 2 Z.k/, the point x is nondegenerate.

We recall the notion of norm on graded points of a stack from [36, Definition
4.1.12].

DEFINITION 2.3.3 (Norm on graded points). Let X be an algebraic stack over an
algebraic space B, satisfying Assumption 2.2.3. A (rational quadratic) norm q on graded
points of X (or simply a norm on X) is a locally constant function

qW jGrad.X/j ! Q�0

such that for every field k and every nondegenerate Zn-graded point xWBGn
m;k

! X,
the induced map qxW�Z.Gn

m;k
/ ! Q is the quadratic form of a rational inner product

on the finite free Z-module �Z.Gn
m;k
/ of cocharacters of Gn

m;k
.

A normed algebraic stack is an algebraic stack endowed with a norm on graded
points.

Let us clarify what the map qx is. If �W Gm;k ! Gn
m;k

is a cocharacter, the

composition BGm;k

B�
��! BGn

m;k

x
�! X defines a point p 2 jGrad.X/j, and we let

qx.�/ D q.p/.

Example 2.3.4. We give two examples of norms on graded points that will also be
discussed later.

1. Let G be an algebraic group over an algebraically closed field k, with a max-
imal torus T and Weyl group W . Then norms on graded points of BG are
in bijection with W -invariant rational quadratic inner products on the set of
rational cocharacters �Q.T / of T (Proposition 2.3.10).
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2. Let C be a smooth projective curve over the complex numbers, and let Bun.C /
denote the stack of vector bundles onC . There is a natural norm q on cocharac-
ters of Bun.C /, defined as follows. A point x 2 Grad.Bun.C //.C/ corresponds
to a Z-graded vector bundle

L
n2ZEn. The norm q.x/ is defined by

q.x/ D
X
n2Z

n2 rk.En/:

Thus in this case the norm on graded points q encodes the information of the
rank of vector bundles in a way that is intrinsic to the language of algebraic
stacks. See Section 3.6.4 for more on this example.

Remark 2.3.5. A norm on graded points qW jGrad.X/j ! Q extends canonically to a
map

qW jGradQ.X/j ! Q

by setting q.1
n
�/ D

1
n2q.�/, for a rational graded point 1

n
�.

Remark 2.3.6 (Notation for norms). If X is endowed with a norm on graded points q
and � 2 GradQ.X/.k/ is a graded point, with k a field, then we will often denote
k�k WD

p
q.�/.

In some circumstances we can pull back a norm under a morphism.

PROPOSITION AND DEFINITION 2.3.7 (Pulling back norms). Let X and Y be alge-
braic stacks over an algebraic space B, satisfying Assumption 2.2.3. Let f W X ! Y

be a morphism such that the relative inertia If ! X has proper fibres (for example
if f is representable or separated). Let q be a norm on Y and denote f �q the com-
position jGrad.X/j jGrad.Y/j Q

q . Then f �q is a norm on X, called the
pulled back norm.

If X is endowed with a norm q0, we say that the morphism f is norm-preserving if
f �q D q0.

Proof. We need to see that if uWBGn
m;k

! X is nondegenerate, then so is f ı u. Let
x D ujSpeck 2 X.k/ be the point that u grades. We have induced algebraic group
homomorphisms

Gn
m;k

Aut.x/ Aut.f .x//:

l
s

r

The kernel of r is proper over Spec.k/, since it is the fibre over x of the relative inertia
morphism, and ker s is finite by hypothesis. We have a sequence

ker l ker l= ker s ker ra b
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where a is finite and b is a closed immersion. Thus ker l is proper over k, and therefore
finite, because Gn

m;k
is affine. This proves that f ı u is nondegenerate.

The notion of norm on graded points of an algebraic stack is a generalisation of
the classical notion of norm on cocharacters of a group.

DEFINITION 2.3.8 (Norm on cocharacters of a group). Let G be a smooth affine
algebraic group, over a field k, that has a k-split maximal torus. A (rational quadratic)
norm on cocharacters of G is a map qW�Z.G/ ! Q that is invariant under the action
of G.k/ on �Z.G/ by conjugation and such that for every k-split torus T of G, the
restriction of q to �Z.T / is the quadratic form of a rational inner product on �Z.T /.

Now fix a smooth connected linear algebraic group G over a field k. Any two
maximal k-split tori are conjugate by an element of G.k/ [21, Theorem C.2.3], and
there exists one such torus for dimension reasons. The Weyl group W.G; T / D

NG.T /=ZG.T /, for a k-split torus T , is a finite constant group scheme [21, Proposi-
tion C.2.10], so we identify it with a finite abstract group. By conjugacy of maximal
k-split tori and [65, Lemma 2.8], it follows that �Z.T /=W.G; T / D �Z.G/=G.k/ if
T is a maximal k-split torus of G. Thus we deduce:

PROPOSITION 2.3.9. If T is a k-split maximal torus ofG, then the data of a norm on cocharacters
of G is equivalent to a rational quadratic inner product on �Z.T /, invariant under the action of
W.G; T /.

The link with the concept of a norm on graded points is given in the following
well-known proposition.

PROPOSITION 2.3.10. Suppose G has a k-split maximal torus T . Then norms on BG are in
natural bijection with norms on cocharacters of G.

Proof. Let W D W.G; T / be the Weyl group. Then, by [36, Theorem 1.4.8], we can
explicitly describe the stack of graded points as

Grad.BG/ D
G

�2�Z.T /=W

BL.�/;

where L.�/ is the centraliser of a choice of representative of �. Thus jGrad.BG/j D

�Z.T /=W , and the identification is compatible in the sense that if �W Gm ! G is a
cocharacter, the point in jGrad.BG/j defined by B�WBGm ! BG is the class of � in
�Z.T /=W D �Z.G/=G.k/. To conclude, just note that if T ! T 0 is a map of k-split
tori with finite kernel, then �Z.T / ! �Z.T 0/ is injective, so �Z.T / inherits an inner
product if �Z.T 0/ has one.
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Norms on cocharacters are a source of norms on quotient stacks.

PROPOSITION 2.3.11 (Norms on quotient stacks). Suppose G has a k-split maximal torus
and acts on a quasi-separated algebraic space X of finite type over k. If G is endowed with a norm on
cocharacters q, then X=G is naturally endowed with a norm on graded points.

Proof. Since pWX=G ! BG is representable, the pullback p�q is a norm on X=G by
Proposition and Definition 2.3.7.

DEFINITION 2.3.12 (Norm on GradQ.X/). Let X be an algebraic stack over an alge-
braic spaceB satisfying Assumption 2.2.3 and endowedwith a norm on graded points
q. We denote Grad.q/ (resp. GradQ.q/) the norm on Grad.X/ (resp. GradQ.X/)
given as the pullback of q along the forgetful morphism uWGrad.X/ ! X (resp.
GradQ.X/ ! X), which is representable.

It follows from Proposition 2.3.7 that Grad.q/ is a norm on Grad.X/. If X is a
normed stack, we will always regard Grad.X/ (resp. GradQ.X/) as a normed stack,
endowed with the norm Grad.q/ (resp. GradQ.q/).

2.4 LINEAR FORMS ON STACKS

We now recall the notion of linear form on graded points of a stack from [36] and
show how to get linear forms from line bundles.

DEFINITION 2.4.1 (Linear form). Let X be an algebraic stack over an algebraic space
B, satisfying Assumption 2.2.3. A rational linear form ` on graded points of X (or simply a
linear form on X) is a locally constant function

`W jGrad.X/j ! Q

such that, for every field k and every Zn-graded point BGn
m;k

! X, the induced map
�Z.Gn

m;k
/ ! Q on cocharacters of the torus is a Z-module homomorphism.

If �WBGm;k ! X is a graded point, we denote by either h�; `i or `.�/ the value
of ` at the point of Grad.X/ defined by �.

Remark 2.4.2. A linear form `W jGrad.X/j ! Q extends canonically to a map

`W jGradQ.X/j ! Q

by setting h
1
n
�; `i D

1
n
h�;Li, for a rational graded point 1

n
�.

Line bundles are an important source of linear forms. The following definition
essentially comes from [41] and [36].
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DEFINITION 2.4.3 (Linear form associated to a line bundle). Let X be an algebraic
stack over an algebraic paceB, satisfying Assumption 2.2.3, and letL be a line bundle
on X. Define a map

h�;LiW jGrad.X/j ! Q

as follows. If g 2 jGrad.X/j is represented by a field k and a map �WBGm;k ! X,
let hg;Li WD h�;Li WD �wt.��L/, the opposite of the weight of the one-dimensional
representation ��L of Gm;k.

Remark 2.4.4 (Sign conventions). Our sign convention for weights is as follows. Let
k be a field. We denote by OBGm;k

.n/, for n 2 Z, the representation of Gm;k with
underlying vector space k and such that t � 1 D tn for t 2 k�. By definition,
wtOBGm;k

.n/ D n.
The total space of OBGm;k

.n/ is A.OBGm;k
.n// D SpecBGm;k

.Sym.OBGm;k
/_/. If

we let Gm;k act on A1
k
by the formula t � s D tns, for any k-algebra R, t 2 Gm;k.R/ D

R� and s 2 A1
k
.R/ D R, then A.OBGm;k

.n// D A1
k
=Gm;k for this action. If we write

A1
k

D Spec kŒx�, the standard coordinate x has weight �n.
Let G be a linear algebraic group over k acting linearly on a finite dimensional

vector space V , and let pW P .V /=G ! BGm be the map P .V /=G D .V n f0g/=G �

Gm ! B.G � Gm/ ! BGm, where Gm acts by scaling on V . Then p�.OBGm;k
.1// D

OP.V /=G.1/ is the standard ample line bundle on P .V /=G. Let �W Gm;k ! G be
a one-parameter subgroup, and let x 2 P .V /.k/ be a point fixed by �, defining a
graded point �xWBGm;k ! P .V /=G. The point x corresponds to a one-dimensional
subspace L � V invariant by �. Thus there is n 2 Z such that �.t/v D tnv for all
k-algebras R, v 2 R ˝k L and t 2 R�. In other words, L is regarded as a Gm;k-
representation and we let n D wtL. We can identify L D ��x

�
OP.V /=G.�1/

�
. Thus

our sign conventions are such that h�x;OP.V /=G.1/i D �wt.L_/ D n.

PROPOSITION 2.4.5. Let X and L be as in Definition 2.4.3. Then h�;Li is well-defined and
a linear form on X.

Proof. If k0jk is a field extension, inducing a map gWBGm;k0 ! BGm;k, and U is a line
bundle on BGm;k0 , then wtU D wt.g�U/, so h�;Li is well-defined.

To see that h�;Li is locally constant on jGrad.X/j, it is enough to prove that
for any map f WSpecA ! Grad.X/ with A any commutative ring, the composition
jSpecAj ! jGrad.X/j ! Q of jf j and h�;Li is locally constant. Let hWBGm;A ! X

be the map corresponding to f . We may assume that h�L is trivial when restricted
to SpecA, so h�L is an A-module direct sum decomposition A D

L
n2ZAn. Let 1n

be the degree n part of 1 2 A. Each An is generated by 1n as an A-module. On
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the nonvanishing locus D.1n/ of 1n, we have that the restriction AnjD.1n/ D AjD.1n/

and AmjD.1n/ D 0 if m ¤ n. Thus SpecA D
F
n2ZD.1n/, and the composition

jD.1n/j ! jGrad.X/j
h�;Li
���! Q is constant with value �n.

Now let ˛WBGn
m;k

! X be a Zn-graded point. The pullback ˛�L corresponds
to a character � 2 �Z

�
Gn
m;k

�
, and the map �Z

�
Gn
m;k

�
! Q that h�;Li induces is

just the pairing � 7! �h�; �i. It is thus linear.

Remark 2.4.6. Definition 2.4.3 naturally extends to rational line bundlesL 2 Pic.X/˝Z

Q.

Now suppose that X is an algebraic stack over an algebraic space B satisfying
Assumption 2.2.3, and endowed with a norm on graded points q.

DEFINITION 2.4.7 (Canonical linear form of a norm). The canonical linear form `q on
GradQ.X/ induced by q is the linear form on graded points of GradQ.X/ defined
as follows. A graded point � 2 Grad.GradQ.X//.k/ lying over a point �=n 2

GradQ.X/.k/, with � 2 Grad.X/.k/ and n 2 Z>0, gives a map ˛ D .�; �/WBG2
m;k

!

X and q gives an inner product on the set �Z
�
G2
m;k

�
of cocharacters of G2

m;k
. Let

e1; e2 be the standard basis of �Z
�
G2
m;k

�
. We define

h�; `qi D
1

n
.e1; e2/q:

Remark 2.4.8. Note that `q determines q, since for a graded point �WBGm;k ! X, if
oWBG2

m;k
! BGm;k is induced by G2

m;k
! Gm;kW .t; t

0/ ! t t 0, then q.�/ D `q.� ı o/.

DEFINITION 2.4.9 (Algebraic norm). We say that the norm q on X is algebraic if the
canonical linear form `q on GradQ.X/ is induced, on each connected component Z

of GradQ.X/ by a rational line bundle on Z.

Remark 2.4.10. If q is an algebraic norm on X and f W Y ! X is a morphism with
proper relative automorphism groups, then the pulled back norm f �q (Proposition
and Definition 2.3.7) is algebraic. Indeed, if `q D h�;Mi for a rational line bundle
M on GradQ.X/, then `f �q D h�;GradQ.f /

�Mi. We will tacitly use this fact in the
sequel.

2.5 ‚-STRATIFICATIONS

We now discuss the notion of ‚-stratification for algebraic stacks, which is a generali-
sation due to Halpern-Leistner of the Hesselink–Kempf–Kirwan–Ness stratification
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in GIT [55, Chapter 12] and of the stratification by Harder–Narasimhan type for
vector bundles on a curve [10]. We follow [36] with some modifications. We use the
stack FiltQ.X/ of rational filtrations instead of Filt.X/ and we work with a reformu-
lation of the original definition of ‚-stratification that is closer to our definition of
sequential stratification (Definition 3.3.1). We will focus on ‚-stratifications induced by a
pair .`; q/, where q is a norm and ` is a linear form on graded points of a stack X.

We fix an algebraic stack X over an algebraic space B satisfying Assumption
2.2.3. The following is a variant of [36, Definition 2.1.2].

DEFINITION 2.5.1 (‚-stratification). Let � be a partially ordered set. A (weak) ‚-
stratification of X indexed by � is a family .�c/c2� of open substacks of FiltQ.X/ satis-
fying:

1. For every c 2 �, the composition �c ! FiltQ.X/
ev1

��! X is a locally closed
immersion (resp. locally finite radicial2).

2. The ev1.j�cj/ are pairwise disjoint and cover jXj.
3. For every c 2 �, the stratum �c is the preimage along grWFiltQ.X/ ! GradQ.X/

of an open substack Zc of GradQ.X/, called the centre of �c.
4. For every c 2 �, the set jX�cj WD

S
c0�c ev1.j�c0j/ is open in jXj, and it thus

defines an open substack X�c of X.

Remark 2.5.2. If � WGradQ.X/ ! FiltQ.X/ denotes the “split filtration” map, then for
all c 2 � the centre of �c is Zc D ��1.�c/ and thus it is uniquely determined.

The strata �c in a ‚-stratification .�c/c2� are locally closed ‚-strata in the fol-
lowing sense.

DEFINITION 2.5.3. A locally closed ‚-stratum of X is an open substack � of FiltQ.X/
that is the preimage along gr of an open substack Z of GradQ.X/ (its centre) and such
that the composition � ! FiltQ.X/

ev1

��! X is a locally closed immersion.

The following explains the relation between our definition of‚-stratification and
Halpern-Leistner’s original one [36, Definition 2.1.2].

PROPOSITION 2.5.4. Let � be a totally ordered set. Let .�c/c2� be a (weak) ‚-stratification of
X. If each stratum �c is contained in the closed and open substack Filt.X/ � FiltQ.X/ of integral
filtrations, then .�c/c2� and .X�c/c2� define a (weak)‚-stratification in the sense of [36, Definition
2.1.2]. Conversely, any (weak) ‚-stratification in the sense of [36, Definition 2.1.2] defines a (weak)
‚-stratification.

2We say that a morphism Y ! Z is locally finite radicial if it factors as Y ! U ! Z with Y ! U

finite and radicial and U ! Z an open immersion.
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Proof. Let .�c/c2� be a (weak) ‚-stratification of X in the sense of Definition 2.5.1. It
is enough to show that each �c is a (weak) ‚-stratum of X�c [36, Definition 2.1.1],
that is

1. Each �c ! FiltQ.X/ factors through FiltQ.X�c/ and �c ! FiltQ.X�c/ is an
open and closed immersion.

2. The composition �c ! FiltQ.X�c/ ! X�c is a closed immersion (resp. finite
and radicial).

Then the conditions in [36, Definition 2.1.2] are trivially satisfied by construction.
Note that Halpern-Leistner also demands the �c to be integral and � to be a total
order.

We have a diagram

Zc GradQ.X/ X

�c FiltQ.X/ X

�

ev1

p

and �c ! X factors through X�c. Therefore Zc ! X also factors through X�c and
thusZc � GradQ.X�c/ since the formation of GradQ is compatible with immersions.
Since the natural square

FiltQ.X�c/ FiltQ.X/

GradQ.X�c/ GradQ.X/

grgr
p

is cartesian [36, Proposition 1.3.1 (3)] and �c D gr�1.Zc/, we have �c � FiltQ.X�c/.
Now the composition �c ! FiltQ.X�c/ ! X�c is a locally closed immersion

(resp. locally finite radicial) and has closed image. It is thus a closed immersion (resp.
finite and radicial). Since FiltQ.X�c/ ! X�c is representable and separated, the map
�c ! FiltQ.X�c/ is also a closed immersion (resp. finite and radicial). Since �c !

FiltQ.X�c/ is also an open immersion, it has to be an open and closed immersion.
For the converse, if .�c/c2� and .X�c/c2� define a ‚-stratification in the sense

of [36, Definition 2.1.1], just note that �c ! FiltQ.X�c/ being an open and closed
immersion implies that �c D gr�1.Zc/ for some Zc � GradQ.X�c/ open and closed,
because FiltQ.X�c/ and GradQ.X�c/ have the same connected components [36,
Lemma 1.3.8]. The other conditions of Definition 2.5.1 are readily seen to be satis-
fied.

Remark 2.5.5. If each �c intersects only a finite number of connected components of
FiltQ.X/, then it becomes integral after scaling up, that is, after replacing �c by its
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image under the “rising to the nth power” map FiltQ.X/ ! FiltQ.X/ for big enough
n. After suitably subdividing each �c, the condition is always satisfied.

A ‚-stratification of X assigns, for each geometric point x of X, a canonical
rational filtration of x:

DEFINITION 2.5.6 (HN filtrations, [36, Lemma 2.1.4]). Consider a ‚-stratification
.�c/c2� of X, and let xWSpec.k/ ! X be a field-valued point. There is a unique
c 2 � such that the image of �c ! X contains the point of jXj defined by x; and
there is a unique, up to unique isomorphism, lift of x to �c, which gives a filtration
� 2 Q - Filt.X; x/ called the Harder–Narasimhan filtration (or the HN filtration) of x.

Remark 2.5.7. In the case of a weak ‚-stratification, the HN filtration of a k-point is
defined over a finite purely inseparable extension of k. We will only use the case of
‚-stratifications.

The following is a reformulation of [36, Definition 2.3.1], convenient for our
purposes.

PROPOSITIONANDDEFINITION 2.5.8 (Induced‚-stratifications). Let X 0 be an alge-
braic stack over an algebraic spaceB, satisfying Assumption 2.2.3, and let hW X 0 ! X

be either a closed immersion or a base change of a map between algebraic spaces like
in Proposition 2.2.14. Let .�c/c2� be a (weak) ‚-stratification of X. For each c 2 �

let h��c be the pullback

h��c �c

FiltQ.X 0/ FiltQ.X/:

y

Then the family .h��c/c2� is a (weak) ‚-stratification of X 0 called the ‚-stratification
induced by h and .�c/c2� .

Proof. This is the content of [36, Lemmas 2.3.2 and 2.3.3] in the case of integral
filtration, from which the case of rational filtrations follows easily.

Now we fix a rational quadratic norm q and a rational linear form ` on graded
points of X. We regard q and ` as maps jGradQ.X/j ! Q by Remarks 2.3.5
and 2.4.2. Moreover, q and ` induce functions on jFiltQ.X/j by precomposing along
jgrj W jFiltQ.X/j ! jGradQ.X/j that we will still denote q and `.

The norm q and the linear form ` give rise to two other interesting functions.
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DEFINITION 2.5.9 (Associated numerical invariant [36, 4.1.1 and 4.1.14]). We define
the numerical invariant � associated to q and ` to be the function �W jGradQ.X/j ! R�0

such that
1. on the open and closed substack � W X ! GradQ.X/ defined by the “trivial

grading” map, � takes the value 0; and

2. on jGradQ.X/j n jXj, we set � D
`

p
q
.

We extend � to a function on jFiltQ.X/j by taking the composition

jFiltQ.X/j jGradQ.X/j R�0;
jgrj �

which we will still denote �.

DEFINITION 2.5.10 (Stability function [36, 4.1.1]). The stability function M�W jXj !

Œ0;1� associated to � is defined by

M�.x/ WD supf�.�/ j � 2 jFiltQ.X/j ; ev1.�/ D xg:

Remark 2.5.11. In [36], the stack Grad.X/ is used instead of GradQ.X/. This is not
an important difference because the numerical invariant � is scale-invariant.

DEFINITION 2.5.12 (Semistable locus). The semistable locus jXssj with respect to the
linear form ` on X is the subset

fx 2 jXj j `.�/ � 0; for all � 2 jFiltQ.X/j with ev1.�/ D xg � jXj :

If the semistable locus jXssj is open, then it defines an open substack of X denoted
Xss.

Remark 2.5.13. If k is a field and xWSpec k ! X is a point, to see whether x is
semistable it suffices to check that `.�/ � 0 for � 2 Q - Filt.X; xjk/. This follows
from FiltQ.X/ ! X being representable and locally of finite presentation and ` be-
ing locally constant on FiltQ.X/.

DEFINITION 2.5.14 (‚-stratification defined by a linear form and a norm). We say
that the pair .`; q/ defines a (weak) ‚-stratification if the following holds:

1. The semistable locus jXssj � jXj is open. If sW X ! FiltQ.X/ is the “trivial
filtration”, which is an open and closed immersion, we denote �0 D s.Xss/, an
open substack of FiltQ.X/ isomorphic to Xss.

2. For all c 2 Q>0, the subset j�cj WD f� 2 jFiltQ.X/j j h�; `i D 1 and �.�/ D

M�.ev1.�// D
p
cg of jFiltQ.X/j is open, and thus it defines an open substack

�c of FiltQ.X/.
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3. The family .�c/c2Q�0
is a (weak) ‚-stratification of X indexed by Q�0, referred

to as the ‚-stratification induced by .`; q/.

Remark 2.5.15. If .`; q/ defines a ‚-stratification, then for all c 2 Q�0 we have the
equality jX�cj D fx 2 jXj j M�.x/ �

p
cg of jXj, using the notation of Defini-

tion 2.5.1. In particular Xss D X�0, and note as well that the centre Z0 of the
minimal stratum �0 D Xss is canonically isomorphic to Xss.

Remark 2.5.16. In Halpern-Leistner’s definition, the stack Filt.X/ is used instead of
FiltQ.X/. This is not an important difference, as we now explain. In [36, Defini-
tion 4.1.3], the ‚-stratification depends, in principle, on the choice of a complete
set of representatives for �0.Filt.X//=N�, although two different choices give rise to
isomorphic locally closed ‚-strata. Since �0.FiltQ.X//=N� D �0.Filt.X//=N�, and
since two connected components a and b of FiltQ.X/ and Filt.X/ respectively that
represent the same class are isomorphic via the action of N�, we can instead take a
complete set of representatives in �0.FiltQ.X//. We are using canonical set of rep-
resentatives for the unstable strata, namely the components of FiltQ.X/ on which `
takes the value 1. This observation, together with Proposition 2.5.4, implies that the
pair .`; q/ defines a ‚-stratification in the sense of [36, Definition 4.1.3] if and only
if it does so in the sense above, and that in that case the locally closed ‚-strata that
we get are isomorphic to Halpern-Leistner’s. However, Definition 2.5.14 has the
advantage that it does not depend on noncanonical choices. Moreover, for Conjec-
ture 1.7.1 it is important to take the canonical choice of HN filtration and not just
consider it up to scaling.

Remark 2.5.17 (Conventions on HN filtrations). Suppose that .`; q/ define a ‚-strati-
fication of X. For a filtration � 2 FiltQ.X/.k/, where k is some field, we denote

b� D

�
�

k�k2
; k�k ¤ 0;

�; k�k D 0:

We have bb� D �. Since Q>0 acts on FiltQ.X/, by open and closed immersion, the
assignment � 7! b� gives an involution �WFiltQ.X/ ! FiltQ.X/ commuting with
ev1WFiltQ.X/ ! X. Denoting b�c D � .�c/ for c 2 Q�0, we have that

�b�c�
c2Q�0

defines a ‚-stratification, that we call the ‚-stratification associated to .`; q/ with di-
rect convention, while we refer to the ‚-stratification .�c/c2Q�0

in Definition 2.5.14 as
the one with inverse convention. Unless otherwise stated, we will use the inverse conven-
tion in this thesis for‚-stratifications induced by a linear form and a norm on graded
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points.

Remark 2.5.18 (Characterisation of the HN filtration). It follows from the definitions
that, if .`; q/ defines a ‚-stratification on X, then the HN filtration with inverse con-
vention (or simply inverse HN filtration) of a field-valued unstable point x 2 X.k/ is the
unique � 2 Q - Filt.X; x/ such that h�; `i � 1 (equivalently, h�; `i D 1) and for all

 2 Q - Filt

�
X; xjk

�
such that h
; `i � 1 we have k�k2 � k
k2.

The HN filtration of x with direct convention (or simply direct HN filtration) is the
unique � 2 Q - Filt.X; x/ such that h�; `i � k�k2 (equivalently, h�; `i D k�k2) and such
that for all 
 2 Q - Filt

�
X; xjk

�
with h
; `i � k
k2 we have k
k2 � k�k2. It can also be

characterised as the unique element of Q - Filt.X; x/ (equivalently, of Q - Filt
�
X; xk

�
)

maximising the function

 7! h
; `i �

1

2
k
k

2

(see [38]). Note that, contrary to the case of the inverse HN filtration, this char-
acterisation of the direct HN filtration treats semistable points and unstable points
uniformly.

PROPOSITION 2.5.19 (Compatibility with pullback). Let X 0 be an algebraic stack over an
algebraic space B , satisfying Assumption 2.2.3, and let hW X 0 ! X be either a closed immersion or a
base change of a map between algebraic spaces like in Proposition 2.2.14. Suppose that the pair .`; q/
defines a ‚-stratification .�c/c2Q�0

. Then .h�`; h�q/ defines a ‚-stratification of X 0, equal to the
induced stratification .h��c/c2Q�0

of Proposition and Definition 2.5.8.

Proof. The claim follows at once from the observation that, for every field k and point
x 2 X 0.k/, the induced map Q - Filt.X 0; x/ ! Q - Filt.X; h.x// is a bijection, com-
patible with the values of .`; q/ and .h�`; h�q/.

2.6 ‚-STRATIFICATIONS FOR STACKS PROPER OVER A NORMED
GOOD MODULI STACK

We now get to the main result (Theorem 2.6.4) about existence and properties of
‚-stratifications that we will use. It is an extension of [36, Theorem 5.6.1] where we
also establish existence of good moduli spaces for the centres of the strata, along with
other improvements. We first introduce the notion of positive linear form on graded points,
a slight variant of [36, Definition 5.3.1].

DEFINITION 2.6.1 (Positive linear form). Let X and Y be algebraic stacks over an
algebraic space B, satisfying Assumption 2.2.3. Let f W Y ! X be a proper repre-
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sentable morphism and let ` be a linear form on graded points of Y. We say that ` is
f -positive provided that for all fields k and all diagrams

P 1
k
=Gm;k Y

BGm;k X

f

'

(2.3)

such that the inducedmap P 1
k
=Gm;k ! BGm;k�X Y is finite, where the action of Gm;k

on P 1
k
is given by t Œa; b� D Œta; b� in projective coordinates and we denote 0 D Œ0; 1�

and 1 D Œ1; 0�, we have

`.'jf0g=Gm;k
/ < `.'jf1g=Gm;k

/:

Remark 2.6.2. Note that if a square (2.3) satisfying that P 1
k
=Gm;k ! BGm;k �X Y is

finite exists, then the graded point BGm;k ! X is nondegenerate.

Example 2.6.3. If L is a rational line bundle on Y that is f -ample and ` D h�;Li,
then ` is f -positive. Indeed, for all commutative diagrams as in Definition 2.6.1,
the pullback '�L is ample relative to P 1

k
=Gm;k ! BGm;k, and the claim follows

after embedding P 1
k
in a bigger projective space and looking at the weights of the

corresponding Gm;k-representation.

THEOREM 2.6.4. Let X be a noetherian algebraic stack with affine diagonal and a good moduli
space � W X ! X , endowed with a norm on graded points q. Let f W Y ! X be a proper representable
morphism and let ` be an f -positive linear form on graded points of Y. Then

1. The pair .`; f �q/ defines a ‚-stratification .�c/c2Q�0
of Y.

2. For every c 2 Q�0, the centre Zc has a good moduli space Zc ! Zc . We denote Yss D Z0

and Y ss D Z0.
3. For c 2 Q�0, let Xc be the union of connected components of GradQ.X/ intersecting the

image of Zc ! GradQ.Y/ ! GradQ.X/. Then Xc is quasi-compact and has a good
moduli space Xc ! Xc .

4. For every c 2 Q�0, the induced map Zc ! Xc is proper.
5. If ` D h�;Li for an f -ample rational line bundle L on Y, then Y ss ! X is projective. If in

addition the norm on graded points q is algebraic (Definition 2.4.9), then for all c 2 Q�c the
map Zc ! Xc is projective.

Remark 2.6.5. The fact that we get a‚-stratification instead of a weak‚-stratification
implies in particular rationality of HN filtrations. This comes at the expense of de-
manding X to have a good moduli space instead of an adequate moduli space [3],
which is the less restrictive notion in positive characteristic.
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Remark 2.6.6. The proof of Theorem 2.6.4 expresses Zc ! Xc explicitly as Proj of a
graded algebra on Xc.

Remark 2.6.7. Let k be an algebraically closed field and let G be a smooth linearly re-
ductive algebraic group over k. Then every norm on cocharacters of BG is algebraic
by [28, Proposition 2]. In particular, if X is of the form X D U=G for a separated
noetherian algebraic space U endowed with a G-action and if the norm q on X is
induced by a norm on BG, then q is algebraic.

Example 2.6.8. Let X be as in the statement of the theorem, and let f W Y ! X be
the blow-up of X along a closed substack Z. Let E D f �1.Z/ be the exceptional
divisor. The ideal sheaf OY.�E/ of the exceptional divisor is f -ample. Therefore we
may apply the theorem with ` D h�;OY.�E/i to get a ‚-stratification of Y. In this
case, the semistable locus Yss is the saturated blow-up of X along Z [27, Definition 3.2],
by [27, Proposition 3.17] and [36, Theorem 5.6.1, (2)].

More generally, if f is projective and ` D h�;Li, withL an f -ample line bundle.
Then Yss is the saturated Proj [27, Definition 3.1], Yss D Proj�X

�L
n2N f�.L

˝n/
�
.

Proof of Theorem 2.6.4. Note that X satisfies Assumption 2.2.3 with B D X (Exam-
ple 2.2.4). Let � denote the numerical invariant defined by .`; f �q/.

Step 1. The numerical invariant � is strictly ‚-monotone over X [36, Definition 5.2.1] and strictly
S-monotone [36, Definition 5.5.7] over X .

We first recall the definitions of ‚-monotonicity and S-monotonicity. Let R
be a discrete valuation ring over X with uniformiser � , residue field k and field of
fractions K. Let STR D Spec.RŒs; t �=.st � �//=Gm, where s has weight 1 and t has
weight �1 [8, Section 3.5.1]. Let V be the stack ‚R (resp. the stack STR), and let
V 0 D V n f.0; 0/g. The numerical invariant � is said to be strictly ‚-monotone (resp.
strictly S-monotone) if, for every such DVR R and for every morphism vW V 0 ! Y

such that vjBGm;K
is nondegenerate and �.vjBGm;K

/ � 0, there exists a diagram

W Y

V 0 V

v

p

v

satisfying the following properties:
1. The algebraic stack W is reduced and irreducible, the morphism v has quasi-

finite relative inertia, and the morphism p is proper, relatively representable by
Deligne–Mumford stacks and it is an isomorphism over V 0.
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2. For any commutative square

P 1
k
=Gm;k W

BGm;k V
g

p

'

(2.4)

such that the induced map P 1
k
=Gm;k ! BGm;k �V W is finite and g is a pos-

itive multiple of the canonical graded point f.0; 0/g=Gm;k ! V , we have the
inequality

�.v ı 'jf0g=Gm;k
/ < �.v ı 'jf1g=Gm;k

/: (2.5)

We follow the argument in the proof of [36, Proposition 5.3.3]. Suppose given a
morphism vW V 0 ! Y. Since it has a goodmoduli space, the stackX is‚-reductive [8,
Definition 3.10] and S-complete [8, Definition 3.38] by [8, Theorem 5.4]. This
means that any morphism V 0 ! X extends uniquely to a morphism V ! X. There-
fore the morphism f ı vW V 0 ! X extends to a map uW V ! X. Let W be the
schematic image of V 0 inside the pullback V �u;X;f Y. We have a diagram

W Y

V 0 V X

f

u

p

v

v

and we want to show that the two conditions above are satisfied. The first condition
follows trivially by construction. To check the second, suppose given a commutative
square (2.4) as in the statement of the second condition. Since kv ı 'jf0g=Gm;k

k D

kv ı 'jf1g=Gm;k
k, the norm being induced from X, the inequality (2.5) is equivalent

to
`.v ı 'jf0g=Gm;k

/ < `.v ı 'jf1g=Gm;k
/:

The map P 1
k
=Gm;k ! BGm;k�X Y is also finite, so the inequality follows from ` being

f -positive.

Step 2. The pair .`; f �q/ defines a weak ‚-stratification.

Since Y is quasi-compact, the numerical invariant � trivially satisfies the HN-
boundedness property, defined in [36, Proposition 4.4.2]. Therefore .`; f �q/ defines
a weak ‚-stratification if � is strictly ‚-monotone [36, Theorem 5.2.3]. Thus the
claim follows from Step 1.

Step 3. The weak ‚-stratification defined by .`; f �q/ is a ‚-stratification.
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Checking that a finite morphism U ! V is a closed immersion can be done
after base change along all geometric points Spec k ! V . Since the stratification
is preserved by base change along any map X 0 ! X Proposition 2.5.19, we may
assume thatX D Spec k is the spectrum of an algebraically closed field. If Spec k is of
characteristic 0, then the weak ‚-stratification is a ‚-stratification by [36, Theorem
5.6.1]. Suppose k is of positive characteristic p. The stack X is of the form X D

SpecA=G, where G is a linearly reductive group over k, by 2.1.5. Therefore we
have Y D Y=G, where Y ! SpecA is G-equivariant and projective. By Nagata’s
Theorem [24, Chapter IV, Section 3, Theorem 3.6], the identity component Gı is a
group of multiplicative type and p does not divide the order ofG=Gı. By [36, Lemma
2.1.7, (2)] it is enough to prove that for any c 2 Q�0 and for any k-point � of �c, the
induced map 'WLie.Aut�c

.�// ! Lie.AutY.ev1.�// on Lie algebras is surjective. The
filtration � is contained in some open substack of FiltQ.Y/ of the form Y 
;C=P.
/ for
some one-parameter subgroup 
 ofG, by [36, Theorem 1.4.8], and it corresponds to
a point z 2 Y 
;C.k/. Thus Aut�c

.�/ D StabP.
/.z/, while AutX.ev1.�// D StabG.z/.
Both groups have the same identity component, equal to StabGı.z/ı, since Gı is
contained in P.�/. Thus the map ' on Lie algebras is actually an isomorphism.

Step 4. The semistable locus Yss has a good moduli space Yss ! Y ss and Y ss ! X is separated.

By [8, Theorem 5.4], X is ‚-reductive and S-complete. Therefore � is strictly
‚-monotone and strictly S-monotone overX by Step 1. By [36, Theorem 5.5.8], the
semistable locus Yss is ‚-reductive and S-complete over X . Therefore it is enough
to show, by [8, Theorem 5.4], that the stabiliser of every closed point of Yss is lin-
early reductive. Let k be an algebraically closed field and let x 2 Yss.k/ be a closed
point. By [8, Proposition 3.47], the automorphism group Aut.x/ is geometrically
reductive. If the characteristic of k is 0, then Aut.x/ is also linearly reductive. If k
is of positive characteristic p, then f .x/ specialises to a k-point y closed in the fibre
of � W X ! X , whose stabiliser Aut.y/ is thus linearly reductive. By Nagata’s Theo-
rem [24, Chapter IV, Section 3, Theorem 3.6], the identity component Aut.y/ı is
a group of multiplicative type and p does not divide the order of Aut.y/=Aut.y/ı.
Since Aut.x/ is a subgroup of Aut.y/, the same holds for Aut.x/ and it is thus linearly
reductive.

Step 5. The map Y ss ! X is proper.

Since Y ! X is proper and X ! X is universally closed [2, Theorem 4.16], we
have that Y ! X is universally closed. Now the Semistable Reduction Theorem [8,
Corollary 6.12] implies that Yss ! X is also universally closed. Therefore Y ss ! X
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is universally closed. Since it is also separated, by Step 4, and of finite type, because
f and � are, it is proper.

Step 6. The map Y ss ! X is projective if ` D h�;Li for a rational line bundle L.

We may scale L up to assume that it is a line bundle, since this does not change
the semistable locus. Then we have, by [36, Theorem 5.6.1, (3), (b)], that

Y ss
D ProjX

�
��f�.˚n2NL˝n/

�
:

Step 7. For all c 2 Q�0, the stack Xc is quasi-compact and has a good moduli space Xc ! Xc .

Since Zc is quasi-compact, and because of the existence of a norm on graded
points on X, we have by [36, Proposition 3.8.2] that Xc is quasi-compact. The claim
follows from Lemma 2.6.10.

Step 8. The centres Zc have good moduli spaces Zc ! Zc for all c 2 Qc�0 and Zc ! Xc is
proper.

For c D 0, the claim is the content of Step 4 and Step 5. If c 2 Q>0, let Zc be the
union of those connected components of GradQ.Y/ intersecting Zc. Again, because
of the existence of a norm on graded points on X and Y, we have by [36, Proposition
3.8.2] that Zc is quasi-compact. Let fcW Zc ! Xc be the restriction of GradQ.f / to
Zc and Xc. By Proposition 2.2.16, the map fc is representable and proper.

Let us denote `jZc
the pullback of the linear form ` onY alongZc ! GradQ.Y/ !

Y. We denote `f �q the linear form onGradQ.Y/ induced by the norm f �q onY (Def-
inition 2.4.7), and `f �qjZc

its restriction to Zc. Note that `f �qjZc
D .fc/

�.`qjXc
/ is

the pullback of the linear form `qjXc
on Xc. We will consider the shifted linear form

`c WD `jZc
� c`f �qjZc

(2.6)

on Zc. We will use the following result, whose proof can be found in [38].

THEOREM 2.6.9 (Linear Recognition Theorem). The centre Zc is the semistable locus inside
Zc with respect to the shifted linear form `c on Zc .

Therefore, we have a representable proper morphism fcW Zc ! Xc and a linear
form `c and a norm on graded points qjXc

on Xc. By steps 4 and 5 applied to fc
in place of f , it is enough to show that `c is fc-positive. For this, suppose given a
commutative square

P 1
k
=Gm;k Zc

BGm;k Xc
g

'
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where the induced P 1
k
=Gm;k ! BGm;k �Xc

Zc is finite. We want to show that

`c.'jf0g=Gm;k
/ < `c.'jf1g=Gm;k

/:

First, note that�
`f �qjZc

�
.'jf0g=Gm;k

/ D `q.g/ D
�
`f �qjZc

�
.'jf1g=Gm;k

/:

On the other hand, the map Zc ! Xc �X Y is proper, since Zc ! Xc and Y ! X

are proper; and also affine, since Zc ! Y and Xc ! X are affine. Thus the induced
map P 1

k
=Gm;k ! BGm;k �X Y is finite. Therefore we have

`c.'jf1g=Gm;k
/ � `c.'jf0g=Gm;k

/ D

`jZc
.'jf1g=Gm;k

/ � `jZc
.'jf0g=Gm;k

/ > 0;

because ` is f -positive.

Step 9. If ` D h�;Li for an f -ample line bundle L and q is algebraic, then for all c 2 Q�0 the
map Zc ! Xc is projective.

We begin by showing that the pullback M WD .GradQ.Y/ ! Y/�L is relatively
ample with respect to g D GradQ.f /WGradQ.Y/ ! GradQ.X/. For this, we may
assume that L is a line bundle and we want to show that the canonical map Y !

Proj
�L

n2N g�.M
˝n/

�
is everywhere defined and an open immersion (although it is

actually an isomorphism by properness of g). This can be checked étale locally on
GradQ.X/. Chose a surjective, affine and strongly étale morphism �WSpecA=GLn !

X (Theorem 2.1.3). Pulling back along � we get a cubeF
�2C Y

�;0=L.�/
F
�2C .SpecA/�;0=L.�/

GradQ.Y/ GradQ.X/

Y=GLn SpecA=GLn

Y X

c

d
a

b

where we are using [36, Theorem 1.4.7] for the description of the stack of graded
points of a quotient stack. Here, Y is a scheme acted on by GLn with an equivariant
map into SpecA. We are denoting C D �Z.T /=W , where T is the standard maximal
torus of GLn and W is the Weyl group. For � 2 �Z.T /, Y �;0 and .SpecA/�;0 denote
the fixed point loci by the cocharacter �, and L.�/ is the centraliser of � in GLn.

The arrow d is an étale cover of GradQ.X/. Thus we want to show that a�M is
ample relative to b. In fact, since the .SpecA/�;0 are affine, it is enough to show that
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a�MjY �;0 is ample on the scheme Y �;0. Now, a�MjY �;0 D .LjY / jY �;0 , the line bundle
LjY is ample and Y �;0 ! Y is affine, so a�MjY �;0 is ample too. This shows that M

is relatively g-ample. In particular, if we let Mc D MjZc
, then Mc is relatively ample

with respect to fc.
Since q is algebraic, the linear form `f �qjZc

is induced by a rational line bundle
of the form f �c N , where N is a rational line bundle on Xc. Thus `c is induced by
the rational line bundle Mc � cf �c N , which is relatively fc-ample because Mc is.
Therefore the claim follows from Step 6 applied to fc in place of f .

In the proof we used the following lemmas.

LEMMA 2.6.10. Let X be a noetherian algebraic stack with affine diagonal and a good moduli space
� W X ! X . For every quasi-compact open and closed substack Z of GradQ.X/, the composition

Z ! GradQ.X/
u
�! X

is affine. In particular, Z has a good moduli space Z which is affine over X .

Proof. Let SpecA=GLn ! X be affine, surjective and strongly étale (Theorem 2.1.3).
We have a cartesian diagram

GradQ.SpecA=GLn/ GradQ.X/

SpecA=GLn X

p

and GradQ.SpecA=GLn/ is a disjoint union of schemes of the form Spec.A/�;0=L.�/
with � a rational cocharacter of GLn. We conclude by Lemma 2.6.11 and descent.

LEMMA 2.6.11. Let A be a commutative ring, and consider an action of GLN on X D SpecA
(over Z) such thatX=GLN has a good moduli space. Let �W Gm ! GLN be a cocharacter. Then the
natural map X�;0=L.�/ ! X=GLN is affine, where X�;0 is the fixed point locus of the Gm-action
on X induced by � and L.�/ is the centraliser of �.

Proof. There is a cartesian square

GLN �L.�/ X�;0 X

X�;0=L.�/ X=GLN

p

where GLN �L.�/ X�;0 is the stack quotient of GLN �X�;0 by the diagonal action of
L.�/. Since the action is free, GLN �L.�/ X�;0 is an algebraic space. Now, L.�/ is
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isomorphic to a product of GLNi
’s and it is thus geometrically reductive [3, Definition

9.1.1]. Since GLN � X�;0 D SpecB is affine, the L.�/-invariants give an adequate
moduli space GLN �L.�/ X�;0 ! Spec

�
BL.�/

�
[3, Theorem 9.1.4]. By universality

for adequate moduli spaces [7, Theorem 3.12], we get an isomorphism GLN �L.�/

X�;0 D SpecBL.�/. Therefore GLN �L.�/ X�;0 is affine and we are done by descent.

Remark 2.6.12. Since L.�/ is geometrically reductive and X�;0 is affine, taking L.�/-
invariants gives an adequate moduli space for X�;0=L.�/. However, unless A is of
characteristic 0, an extra argument is needed to show that the adequate moduli space
is indeed a good moduli space.

2.7 FORMAL FANS AND THE DEGENERATION FAN

The set Z - Filt.X; x/ of filtrations of a point x in an algebraic stack X can be en-
dowed with some extra structure closely related both to fans in toric geometry and
to spherical buildings of reductive groups. This extra structure can be encapsulated
using Halpern-Leistner’s combinatorial notion of formal fan [36, Definition 3.1.1],
yielding the degeneration fan DF.X; x/� [36, Definition 3.2.2]. We recall these notions
here, with slightly modified conventions. We then study some special properties of the
degeneration fan in the case when X has a good moduli space. In Chapter 6, we will
define the degeneration fanDF.L/� of an artinian latticeL, in analogy withDF.X; x/�. The
degeneration fan DF.X; x/� can detect whether x is polystable (Proposition 2.7.14),
while DF.L/� can detect whether L is complemented (Proposition 6.5.34). This will
be used in the proof of the comparison between the iterated balanced filtration and
the iterated HKKP filtration (Theorem 7.5.9).

DEFINITION 2.7.1 (Category of cones). Let A be a subring of R, endowed with the
inherited order. We let ConeA be the subcategory of the category of A-modules
whose objects are the finite freeA-modulesAn, with n 2 N, and where amap 'WAn !

Am is a homomorphism such that '
�
An�0

�
� Am�0. We denote Cone WD ConeZ.

It is naturally a subcategory of ConeQ consisting of maps 'W Qn ! Qm such that
'.Zn/ � Zm.

DEFINITION 2.7.2 (Formal fan). An A-linear formal fan F� is a functor F�WConeopA !

Set.

If F� is an A-linear formal fan, we denote Fn D F.An/. A Z-linear formal fan
will simply be called a formal fan, while by rational formal fan we mean a Q-linear formal
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fan. A-linear formal fans form a category, the corresponding functor category.

Remark 2.7.3. Note that in [36, Definition 3.1.1] a different category of cones is used
whereA D Z always and only injective homomorphisms 'W Zn ! Zm are considered.
This yields a slightly different category of Z-linear formal fans.

If F� is a formal fan, then the multiplicative monoid Z>0 acts on each Fn — if
l 2 Z>0, multiplication by l gives a map Zn ! Zn in Cone, which in turns gives a
map Fn ! Fn. We can localise this action by setting FQ

n WD coliml2Z>0
Fn, which is

the set of symbols a=l with a 2 Fn and l 2 Z>0, and were we identify a=l D a0=l 0 if
there is m 2 Z>0 such that ml 0a D mla0. For a map 'W Qm ! Qn in ConeQ, there
exists some k 2 Z>0 such that k' sends Zm into Zn. We define '�WFQ

n ! FQ
m by the

formula '�.a=l/ D .k'/�.a/=.kl/. This gives a rational formal fan FQ
� , that we will

refer to as the rational formal fan associated to F .
The following definition is [36, Definition 3.2.2] with slightly modified conven-

tions (see Remark 2.7.3).

DEFINITION 2.7.4 (Degeneration fan). Let X be an algebraic stack satisfying As-
sumption 2.2.3 and let x 2 Spec k ! X be a geometric point. The degeneration fan
DF.X; x/� is the formal fan given by DF.X; x/n D Hom

�
.‚n

k
; 1/; .X; x/

�
, the set of

pointed morphisms from .‚n
k
; 1/ to .X; x/.

In principle, Hom
�
.‚n

k
; 1/; .X; x/

�
is a groupoid, but because X has separated

inertia, it is equivalent to a set. Note that we consider all morphisms �W .‚n
k
; 1/ !

.X; x/ and not just nondegenerate ones, i.e. those for which the induced homo-
morphism Gn

m;k
! Aut.�.0// has finite kernel. The associated rational formal fan

DFQ
.X; x/� will be called the rational degeneration fan of x. The definitions are such that

DF.X; x/1 D Z - Filt.X; x/ and DFQ
.X; x/1 D Q - Filt.X; x/, and we will use both

notations indistinctively.
For 
 2 DFQ

.X; x/n, we denote v1
; : : : ; vn
 2 DFQ
.X; x/1 the pullbacks of


 along the maps Z ! Zn given by the standard basis of Zn. We have the follow-
ing explicit description of the degeneration fan of a quotient stack, extending Re-
mark 2.2.19.

PROPOSITION 2.7.5. Let k be a field, let G be a smooth affine algebraic group over k admitting
a split maximal torus, let X be a separated scheme over k endowed with an action of G and let
X D X=G. Let x 2 X.k/ and let x0 2 X.k/ be a point representing x. For a homomorphism

 W Gn

m;k
! G, which is given by commuting cocharacters 
1; : : : ; 
n, we say that lim 
x0 exists if

the mapGn
m;k

! X W t 7! 
.t/x0 extends toAn
k
, in which case the extension is unique by separatedness
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of X . Then
DF.X; x/n D f
 W Gn

m;k ! G j lim 
x0 existsg= �;

where 
 � 
g if g 2 P.
/.k/. Here P.
/ is the attractor [26, Definition 1.3.2] for the conjugation
action of Gn

m;k
on G induced by 
 .

Proof. This follows directly from [36, Theorem 1.4.8].

PROPOSITION 2.7.6. Let X be an algebraic stack satisfying Assumption 2.2.3, and assume that
X has a good moduli space � W X ! X . Let xWSpec.k/ ! X be a geometric point. Then the map
DF.X; x/n ! DF.X; x/n1W 
 7! .v1
; : : : ; vn
/ is injective for all n 2 Z>0 and a bijection for
n D 2. The same holds for DFQ

.X; x/n ! .DFQ
.X; x/1/

n.

Proof. It is enough to prove the result for DF.X; x/�. Since DF.X; x/� only depends
on the fibre of the good moduli space of X containing x, we may assume by Corol-
lary 2.1.5 that X D X=GLN;k, where X D SpecA is affine. Let x0 2 X.k/ be a point
representing x. By Proposition 2.7.5 we have

DF.X; x/n D f
 W Gn
m;k ! GLN;k j lim 
x0 existsg= � :

Since X is affine, lim 
x0 exists if and only if lim 
ix
0 exists for all i . To see this,

we look at the Zn-grading ˚l2ZnAl D A that 
 induces on A. Let 'WA ! k be the
homomorphism defining x. We have that lim 
x0 exists if and only if '.Al/ D 0 unless
l 2 Zn�0, and that lim 
ix

0 exists if and only if '.Al/ D 0 unless li � 0. From this the
statement follows. In particular, we have P.
/ D P.
1/ \ � � � \ P.
n/.

Now suppose that 
 0W Gn
m;k

! GLN;k is such that 
i and 
 0i define the same
element ofDF.X; x/1 for each i , that is, there are gi 2 P.
i/ such that 
 0i D 


gi

i . The

 0i are contained in some maximal torus T 0 of P.
/. If T is another maximal torus of
P.
/ containing the 
i and g 2 P.
/ is such that gTg�1 D T 0, then, for each i , 
gi
and 
 0i are commuting representatives of the same element ofDF.X; x/�, so 
gi D 
 0i .
Therefore 
g D 
 0. This proves injectivity of DF.X; x/n ! .DF.X; x/1/n.

Now, if ˛1; ˛2 2 DF.X; x/1, then there is a maximal torus of GLN;k contained in
P.˛1/\P.˛2/ [20, Theorem 10.3.6]. Thus there are two commuting representatives
of ˛1 and ˛2, which gives 
 2 DF.X; x/2 such that v1
 D ˛1 and v2
 D ˛2.

For a; b 2 N, we denote
�
a

b

�
the homomorphism Z ! Z2W l 7! .la; lb/, which is

a Map in Cone.

DEFINITION 2.7.7 (Sum of two filtrations). Let X be an algebraic stack satisfying
Assumption 2.2.3 and assume that X has a good moduli space. Let xWSpec.k/ !

X be a geometric point. For �1; �2 2 DF.X; x/1 (resp. DFQ
.X; x/1), let 
 be the
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unique element of DF.X; x/2 (resp. DFQ
.X; x/2) such that v1
 D �1 and v2
 D �2.

We define the sum �1 C �2 WD
�
1

1

��

 , which is again an element of DF.X; x/1 (resp.

DFQ
.X; x/1).

Remark 2.7.8. The sum in DF.X; x/1 satisfies the following properties:
1. 8�;� 2 DF.X; x/1; �C � D �C �,
2. 8� 2 DF.X; x/1; �C 0 D �,
3. 8a; b 2 Z�0;8� 2 DF.X; x/1; .aC b/� D a�C b�.

The same properties hold for the sum in DFQ
.X; x/1. Thus we can see DF.X; x/1;

C; 0/ (resp. .DFQ
.X; x/1;C; 0/) as a commutative magma with zero on which Z�0

(resp. Q�0) acts in a compatible way. Note that the addition C on DF.X; x/1 need
not be associative.

DEFINITION 2.7.9. Let X be a good moduli stack satisfying Assumption 2.2.3 and let
xWSpec.k/ ! X be a geometric point. We say that 
1; : : : ; 
n 2 DF.X; x/1 commute if
there is 
 2 DF.X; x/n such that vi
 D 
i for i 2 f1; : : : ; ng. In that case, 
 is unique
by Proposition 2.7.6 and we denote 
 D 
1 � � � � � 
n.

An apartment of DF.X; x/1 is a subset S � DF.X; x/1 such that any finite subset
of S commutes and S is maximal with this property.

Similar definitions apply to DFQ
.X; x/1.

Remark 2.7.10. Using the language of the proof of Proposition 2.7.6, we have that
if 
1; : : : ; 
n 2 DF.X; x/1 are represented by one-parameter subgroups 
 0i W Gm;k !

GLN;k then 
1; : : : ; 
n commute if and only if 
 01; : : : ; 
 0n factor through a common
torus (that is, if they commute as one-parameter subgroups of GLN;k). If T is a max-
imal torus of GLN;k, then the set ST of filtrations 
 2 DF.X; x/1 that can be repre-
sented by a one-parameter subgroup of T is an apartment, and all apartments are of
the form ST for some T . Sum and multiplication of scalars in ST coincide with the
corresponding operations in the set �Z.T / of cocharacters of T . Therefore, the sum
of filtrations inside a given apartment is associative. Thus if 
1; : : : ; 
n are filtrations
in the same apartment and a1; : : : ; an 2 Z�0, then the expression a1
1 C � � � C an
n is
unambiguously defined.

From the description of filtrations used in the proof of Proposition 2.7.6, we easily
deduce the following.

PROPOSITION 2.7.11. Let X be a good moduli stack satisfying Assumption 2.2.3 and let x 2

X.k/ be a geometric point. Let hW Zn ! Zm be a map inCone given by a matrix .aij /1�i�m
1�j�n

and
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let 
 D 
1 � � � � � 
m 2 DF.X; x/m. Then the pullback of 
 along h is

h�
 D

 X
i

ai1
i

!
� � � � �

 X
i

ain
i

!
:

Remark 2.7.12. From Propositions 2.7.6 and 2.7.11 we see that the degeneration fan
DF.X; x/� of a geometric point in a good moduli stack determines and is determined
by the following data:

1. The set DF.X; x/1 of integral filtrations.
2. The apartments of DF.X; x/1.
3. The sum of filtrations in DF.X; x/1.
4. The multiplication of scalars a 2 Z�0 in DF.X; x/1.

Remark 2.7.13. The degeneration fanDF.X; x/� of a geometric point in a good mod-
uli stack is analogous to the spherical building of a reductive group G [74]. The
apartments ofDF.BG;pt/1 coincide with the apartments of the spherical building of
G in the sense of Tits. Note however that DF.BG;pt/� does not contain the infor-
mation of which are the chambers of the building.

On the other hand, if X is a toric variety for a torus T and x is a point in the
open orbit, then DFQ

.X=T; x/� is the fan of X without a choice of embedding into
�Q.T /. See [36, Section 3.2.1].

We say that � 2 DF.X; x/1 is an opposite of � 2 DF.X; x/1 if � C � D 0. An
element � 2 DF.X; x/1 may have several opposites (see Remark 6.5.33 and Proposi-
tion 7.1.3).

The degeneration fan encodes geometric information about the stack around a
point. The following proposition is an example of this.

PROPOSITION 2.7.14. Let X be an algebraic stack satisfying Assumption 2.2.3 and assume that
X has a good moduli space � W X ! X . Let xWSpec.k/ ! X be a geometric point. Then x is
polystable (that is, it is closed in the fibre ��1�.x/) if and only if every element of DF.X; x/1 has
an opposite.

Proof. We can write ��1�.x/ D SpecA=G by Corollary 2.1.5, where G is linearly
reductive and x is given by a closed point x0 2 .SpecA/.k/ whose stabiliser is G.

If x is closed, then DF.X; x/� is isomorphic to the degeneration fan of a point
of BG. Every element � of DF.X; x/1 has thus an opposite, which is given by the
inverse of a cocharacter of G defining �.

If x is not closed, then there is � 2 DF.X; x/1 such that �.0/ is closed [8, Lemma
3.24]. Choose a representative �0 2 �Z.G/ of � such that .�0/�1 represents an op-
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posite of �. This gives a map uW A1
k

! SpecA corresponding to �0 and a map
vW A1

k
! SpecA corresponding to .�0/�1. The twomaps glue to givewW P 1

k
! SpecA.

The image of w is a single point, since the target is affine. Thus �.0/ D �.1/, a con-
tradiction.





CHAPTER 3

SEQUENTIAL STRATIFICATIONS AND THE
ITERATED BALANCED FILTRATION

The goal of this chapter is the construction of the balancing stratification for every noethe-
rian normed good moduli stack X with affine diagonal (Theorem 3.5.2 and Defini-
tion 3.5.3) and derive from it the definition of the iterated balanced filtration of a point
of X (Definition 3.5.8). From this, we define the refined Harder-Narasimhan stratification
induced by a norm and a linear form on a stack by reducing to the centres of the
‚-strata (Definition 3.5.10).

We start by defining a first approximation of the iterated balanced filtration,
simply called the balanced filtration (Definition 3.1.6). We then construct a stack of
sequential filtrations FiltQ1.X/ for a stack X, and define a notion of sequential strati-
fication (Definition 3.3.1), roughly a weak analogue of ‚-stratification with the stack
FiltQ1.X/ used instead of FiltQ.X/. For the purpose of using induction in the con-
struction of the balancing stratification, we introduce the concept of central rank of a
stack (Definition 3.4.1) and show that it increases after taking the centre of an unstable
stratum in a blow-up (Lemma 3.4.7). After our main construction (Theorem 3.5.2),
we prove some functorial properties of the balancing stratification (Proposition 3.5.5).
We finish the section with a collection of natural examples of normed good moduli
stacks in moduli theory, including GIT quotients, moduli of Bridgeland semistable
objects and moduli of K-semistable Fano varieties.

3.1 THE BALANCED FILTRATION

Let X be an algebraic stack over an algebraic space B, satisfying Assumption 2.2.3.
Let Z ! X be a closed substack, let k be a field, let x be a k-point of X and let
� 2 Q - Filt.X; x/ be a rational filtration of x. We would like to formalise the idea of

57
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velocity at which �.t/ tends to Z when t tends to 0. For that, we first write � D 
=m

with 
 2 Z - Filt.X; x/ an integral filtration andm 2 Z>0. We then form the pullback

R=Gm;k Z

A1
k
=Gm;k X

p




of Z ! X along 
 , which is given by a Gm;k-equivariant closed subscheme R of
A1
k
, thus necessarily of the form R D Spec.kŒx�=.xn// for some n 2 N [ f1g. The

following concept is used by Kempf in [53].

DEFINITION 3.1.1 (Kempf ’s intersection number). We define Kempf ’s intersection number
(or simply Kempf ’s number) to be h�;Zi WD n=m 2 Q�0 [ f1g.

The definition does not depend on the presentation � D 
=m because if l 2 Z>0,
then hl
;Zi D ln. More generally, the linearity property hc�;Zi D ch�;Zi holds for
all c 2 Q>0. We have h�;Zi D 1 precisely when x is in Z, and h�;Zi D 0 if and
only if ev0.�/ is not in Z. If x is not in Z but ev0.�/ is in Z, then h�;Zi is a positive
rational number that can be thought of as the velocity at which � approaches Z.

PROPOSITION 3.1.2. Suppose x is not in Z. Let pWBlZ X ! X be the blow-up of X along
Z, let L be the standard p-ample line bundle on BlZ X, and let x0 2 BlZ X.k/ be the lift of x
to BlZ X. Let �0 2 Q -Filt.BlZ X; x0/ be the unique lift of � to a rational filtration of x0, which
exists by Proposition 2.2.20. Then h�0;Li D h�;Zi.

Proof. By linearity of h�;Zi, we may assume that � is integral. By definition, L is the
ideal sheaf of the exceptional divisor E D p�1.Z/. We have a diagram

R=Gm;k E Z

‚k BlZ X X;
p

y

�0

y

where R D Spec kŒx�=.xn/ for some n 2 N, the variable x having weight �1. There
is a natural injection L ! OBlZ X . Pulling back along �0 we get a map .�0/�L !

O‚k
whose image I D .xn/ is the ideal sheaf of R=Gm;k. Since there is a surjective

map .�0/�L ! I and both source and target are line bundles, the map should be
an isomorphism. Thus .�0/�L Š I Š O‚k

.�n/, where O‚k
.�n/ is the pullback

of OBGm;k
.�n/ along the structure map ‚k ! BGm;k, because xn has weight �n.

Therefore h�0;Li D �wt
�
..�0/�L/ jBGm;k

�
D n D h�;Zi, as desired.
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The following result is a generalisation of Kempf ’s Theorem [53, Theorem 3.4]
to stacks with good moduli space. See also [36, Example 5.3.7].

THEOREM 3.1.3 (Kempf). Let X be a noetherian algebraic stack with affine diagonal and a good
moduli space � W X ! X . Let k be a field, let Z ! X be a closed substack and let x be a k-point
of X n Z. Then:

1. The intersection jZj\
ˇ̌
��1�.x/

ˇ̌
is nonempty if and only if there is a filtration� 2 Z -Filt.X; x/

with ev0.�/ in Z.
2. Suppose thatX is endowed with a norm on graded points. If jZj\

ˇ̌
��1�.x/

ˇ̌
¤ ¿, then there

is a unique � 2 Q -Filt.X; x/ with h�;Zi � 1 and such that for all 
 2 Q -Filt.X; xjk/

with h
;Zi � 1 we have k�k � k
k.

Remark 3.1.4. Note that we do not require k to be perfect as in the original Kempf ’s
Theorem. This is possible because we are working with good moduli spaces instead
of adequate moduli spaces, that are more general in positive characteristic.

Proof. By replacing X by ��1�.x/ we may assume that X D Spec k. By Corol-
lary 2.1.4, X D SpecA=GLn;k, where A is a k-algebra of finite type.

We first show Item 1 assuming k is algebraically closed. Suppose Z ¤ ¿. Since
X has a unique closed point [2, Proposition 9.1], we also have that fxg \ jZj is
nonempty. By [53, Theorem 1.4], there exists � 2 Q - Filt.X; x/ such that ev1.�/ D x

and ev0.�/ is in Z.
Now we show Item 2 for any k. We are given a norm on graded points onX. Let

x0 be a lift of x to the blow-up BlZ X. By Theorem 2.6.4 and Example 2.6.8 there
is a ‚-stratification on BlZ X. By Proposition 2.2.20 we have Q - Filt

�
X; xjk

�
D

Q - Filt
�
BlZ X; x0jk

�
, and by Item 1 in the algebraically closed case and Proposi-

tion 3.1.2 we have that x0 is semistable if and only if jZj D ¿. If x0 is unstable, then
its HN filtration is the unique � 2 Q - Filt.X; x/ in Item 2, also by Proposition 3.1.2.

By choosing any norm on cocharacters of GLn;k and pulling it back to X, we
see that Item 2 readily implies Item 1 for any k.

We now shift attention to the case where Z is the locus Xmax of maximal di-
mension of stabiliser groups of X, whose definition we recall below. Suppose X is
noetherian with affine diagonal. For each d 2 N, the set fx 2 jXj j dimAut.x/ � dg

is closed [25, Exposé VIb, Proposition 4.1]. Therefore, by quasi-compactness of X,
it makes sense to define:

DEFINITION 3.1.5 (Maximal stabiliser dimension). Let X be a noetherian algebraic
stack with affine diagonal. The maximal stabiliser dimension d.X/ 2 N of X is the max-
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imal dimension of the stabiliser group of a point of X. For the empty stack we set
d.¿/ D �1.

As a topological space, jXmaxj D fx 2 jXj j dimAut.x/ D d.X/g, and it is
a closed subset of jXj. It is a nontrivial result [27, Proposition C.5] that if X is a
noetherian good moduli stack with affine diagonal, then jXmaxj can be given a nat-
ural structure of closed substack of X, denoted Xmax and called the maximal dimen-
sion stabiliser locus of X. It can be characterised étale locally by the property that, if
X D X=G, where X is an algebraic space and G ! SpecZ is an affine flat group
scheme of finite type that is either diagonalisable or a Chevalley group, with fibres of
dimension d.X/, then Xmax D XGı=G, where Gı is the reduced identity component
of G [27, Section C.2]. In general, the functorial definition of Xmax is as follows. A
map f WT ! X factors through Xmax if and only if the pullback f �IX of the inertia
of X has a smooth closed subgroup all whose fibres are connected and of dimension
d.X/.

One reason why Edidin–Rydh’s stack structure on Xmax is better behaved than
the reduced structure is that it behaves well with respect to base change. If Y ! X is
a closed immersion and d.Y/ D d.X/, then Ymax D Y �X Xmax. Similarly, if Y has a
good moduli space, Y ! X is representable, étale and separated, and d.Y/ D d.X/,
then Ymax D Y �X Xmax. See [27, Proposition C.5]. We get to the main definition of
this section.

DEFINITION 3.1.6 (The balanced filtration). LetX be a normed noetherian algebraic
stack with affine diagonal and a goodmoduli space � W X ! X . Let xWSpec k ! X be
a field-valued point and denote F D ��1�.x/. We define the balanced filtration �b.x/
of x to be the unique element � of Q - Filt.X; x/ satisfying h�;F maxi � 1 and such
that for all filtrations 
 2 Q - Filt.X; xjk/ with h
;F maxi � 1 we have k�k � k
k.

Note that we have an identification Q - Filt.X; x/ D Q - Filt.F ; x/ and that exis-
tence and uniqueness of the balanced filtration is guaranteed by Theorem 3.1.3. The
balanced filtration of x is 0 precisely when x is closed in F or, equivalently, when x
lies in F max.

In the case where d.F / D d.X/, from the fact that Xmax \ F D F max it fol-
lows that h�;F maxi D h�;Xmaxi. By Proposition 3.1.2, if x is not in Xmax then the
balanced filtration of x coincides with the inverse HN filtration of x in the blow-up
BlXmax X. We have a ‚-stratification .�c/c2Q�0

of BlXmax X by type of inverse HN fil-
tration (Theorem 2.6.4), and thus a stratification of X where the strata are Xmax and
the �c n E with c � 0, where E is the exceptional divisor. This can be seen as a strati-
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fication of X by type of balanced filtration. Our goal is to refine this stratification by
iterating the blowing-up process from the centres Zc of the strata �c (Theorem 3.5.2).
The iterated strata will naturally live inside a stack of sequential filtrations, defined
in the following section.

We finish this section with a useful technical fact that we will need later. We
thank Daniel Halpern-Leistner for pointing out that Kempf ’s theorem can be used
to prove it.

PROPOSITION 3.1.7. Let k be an algebraically closed field, let G be a linearly reductive algebraic
group over k and let X D SpecA be an affine scheme of finite type over k, endowed with an action of
G. Suppose that there is a point x0 2 X.k/ fixed by G and that the map X=G ! Spec k is a good
moduli space. Then the maps

�0.Grad.X=G// ! �0.Grad.BG//

and
�0.GradQ.X=G// ! �0.GradQ.BG//

induced by X=G ! BG are bijective. In particular, every norm on graded points of X=G is the
pullback along X=G ! BG of a unique norm on graded points of BG.

Proof. The morphism BGred ! BG is finite and a universal homeomorphism so,
by [36, Proposition 1.3.2], the induced map Filt.X=Gred/ ! Filt.X=G/ is a uni-
versal homeomorphism too. Since grWFilt.X=G/ ! Grad.X=G/ induces a bijec-
tion on connected components [36, Lemma 1.3.8], and similarly for X=Gred, we
have that �0.Grad.X=Gred// ! �0.Grad.X=G// is a bijection. As a particular case,
�0.Grad.BGred// ! �0.Grad.BG// is a bijection. Therefore, we may replace G by
Gred and assume that G is smooth.

It is enough to prove the claim for Grad. By Example 2.2.13, the statement is
equivalent to the fixed point locus X˛;0 being connected for every ˛W Gm;k ! G. Let
y 2 X˛;0.k/ be a point different from x0 and let � 2 �Q.G/ be a representative of
the balanced filtration of y in X=G for some choice of norm on graded points of G.
For every t 2 Gm;k.k/, the conjugate cocharacter �˛.t/ is also a representative of the
balanced filtration of y. Therefore � and �˛.t/ are conjugate inside P.�/ and, since
this holds for all t 2 Gm;k.k/, we have that ˛ factors through P.�/. If T1 and T2 are
maximal tori inside P.�/ containing ˛ and � respectively, there is g 2 P.�/.k/ such
that gT2g�1 D T1. Then ˛ and �g commute, so the morphism A1 ! X W t 7! �g.t/y

(extended by taking the limit when t tends to 0) factors through X˛;0 and connects y
and x0.
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3.2 STACKS OF SEQUENTIAL FILTRATIONS

Themain goal of this section is to define a stack FiltQ1.X/ ofQ1-filtrations (or sequential
filtrations) for a suitable algebraic stack X. Here, the symbol Q1 denotes the direct
sum Q˚N of countably many copies of Q with lexicographic order. We start with a
simpler version of the stack FiltQ1.X/.

DEFINITION 3.2.1 (Stack of Qn
lex-filtrations). Let X be an algebraic stack over an al-

gebraic space B, satisfying Assumption 2.2.3. We define the stack FiltQn
lex
.X/ of Qn-

filtrations of X with lexicographic order to be the limit of the diagram

FiltQ.X/ FiltQ GradQ.X/ � � � FiltQ Gradn�1Q .X/

GradQ.X/ Grad2Q.X/ Gradn�1Q .X/:

ev1

gr
ev1

gr

Thus FiltQn
lex
.X/ is just the fibre product

FiltQ.X/ �
GradQ.X/

FiltQ GradQ.X/ �
Grad2

Q.X/

� � � �
Gradn�1

Q .X/

FiltQ Gradn�1Q .X/:

We define, for each n 2 Z>0, a map FiltQn
lex
.X/ ! FiltQnC1

lex
.X/ by

FiltQn
lex
.X/ FiltQnC1

lex
.X/

FiltQn
lex
.X/ �Gradn

Q.X/
GradnQ.X/ FiltQn

lex
.X/ �Gradn

Q.X/
FiltQ GradnQ.X/;

1�o

where oWGradnQ.X/ ! FiltQ GradnQ.X/ is the “trivial filtration” map. If X satisfies
Assumption 2.2.3, then so does GradnQ.X/, so by [36, Proposition 1.3.9] and the
argument in [36, Proposition 1.3.11], the morphism o is an open and closed immer-
sion. Thus each of the maps FiltQn

lex
.X/ ! FiltQnC1

lex
.X/ is an open immersion. We

also have morphisms GradnQ.X/ ! GradQ GradnQ.X/ D GradnC1Q .X/ given by the
“trivial grading” maps, that are also open and closed immersions.

DEFINITION 3.2.2 (Stack of sequential filtrations). Let X be an algebraic stack over
an algebraic space B, satisfying Assumption 2.2.3. We define the stack FiltQ1.X/ of
Q1-filtrations (or sequential filtrations) of X as the colimit

FiltQ1.X/ D colimn2Z>0
FiltQn

lex
.X/

in the 2-category Stfppf of stacks for the fppf site of schemes. Similarly, we define the
stack GradQ1.X/ of Q1-graded points of X as

GradQ1.X/ D colimn2Z>0
GradnQ.X/:
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As a direct application of Lemma 2.2.10, we get:

PROPOSITION 3.2.3. Let X be an algebraic stack over an algebraic spaceB , satisfying Assumption
2.2.3. Then the stacks FiltQ1.X/ and GradQ1.X/ are algebraic, naturally defined over B , and
also satisfy Assumption 2.2.3.

Remark 3.2.4. Here we are regarding Q1 as having lexicographic order. It would be
more precise to use the notation FiltQ1

lex
.X/ for what we called FiltQ1.X/, to distin-

guish it from a stack of Q1-filtrations with product order, which can also be defined.
Since we will not use such a stack, our notation will not be problematic.

For each n, we have an associated graded map grWFiltQn
lex
.X/ ! GradnQ.X/, de-

fined as the composition of the projection FiltQn
lex
.X/ ! FiltQ Gradn�1Q .X/ and the

associated graded map FiltQ Gradn�1Q .X/ ! GradnQ.X/. These maps glue to a mor-
phism grWFiltQ1.X/ ! GradQ1.X/. Similarly, we get an “evaluation at 1” map
ev1WFiltQ1.X/ ! X, a “forgetful” map uWGradQ1.X/ ! X, and a “split filtration”
map � WGradQ1.X/ ! FiltQ1.X/ as in Section 2.2. We will also consider the “trivial
filtration” map X ! FiltQ1.X/, defined as the composition of the usual trivial fil-
tration map X ! FiltQ.X/ and the map FiltQ.X/ D FiltQ1

lex
.X/ ! FiltQ1.X/ given

by the colimit. It is an open and closed immersion. Similarly, we have a “trivial
grading” map X ! GradQ1.X/, and it is also an open and closed immersion.

PROPOSITION 3.2.5. Let X be an algebraic stack over an algebraic spaceB , satisfying Assumption
2.2.3. Then the “evaluation at 1” map ev1WFiltQ1.X/ ! X is representable and separated.

Proof. It is enough to prove that FiltQn
lex
.X/ ! X is representable and separated for

each n. There is a cartesian square

FiltQnC1
lex
.X/ FiltQn

lex
.X/

FiltQ GradnQ.X/ GradnQ.X/

an

p

bn

for each n, where bn is the “evaluation at 1” map. Thus by [36, Proposition 1.1.13],
the map an is representable and separated, being a base change of bn. Expressing
ev1WFiltQn

lex
.X/ ! X as a composition of the an, we get the result.

Remark 3.2.6. One can define stacks FiltZ1.X/ andGradZ1.X/ in a similar vein. The
monoid .N; �; 1/ acts on these stacks, and FiltQ1.X/ and GradQ1.X/ are obtained
from these by localising the action as in Definition 2.2.7.
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Remark 3.2.7. The formation of FiltQ1.X/ is functorial in X. If f W X ! Y is a mor-
phism, then there is an obvious induced map FiltQ1.f /WFiltQ1.X/ ! FiltQ1.Y/.

Remark 3.2.8 (Stack of polynomial filtrations). Our definition of the stack FiltQ1.X/ as
a colimit of the stack FiltQn

lex
.X/ is justified by the fact that the posetQ1 can be written

as the colimit Q1 D colimn Qn
lex where the maps are Qn

lex ! QnC1
lex W .a0; : : : ; an�1/ 7!

.a0; : : : ; an�1; 0/. Alternatively, we can consider the diagram where the maps are
Qn

lex ! QnC1
lex W .a0; : : : ; an�1/ 7! .0; a0; : : : ; an�1/, and the colimit is now QŒt �, the

set of polynomials in one variable with rational coefficients, where p � q if p.n/ �

q.n/ for n � 0. We define the stack FiltQŒt�.X/ of polynomial filtrations of X to be the
colimit of the corresponding diagram of open and closed immersions FiltQn

lex
.X/ !

FiltQnC1
lex
.X/, which are given as the composition

FiltQn
lex
.X/ ! FiltQn

lex
.GradQ.X// D GradQ.X/ �GradQ.X/ FiltQn

lex
.GradQ.X//

��id
���! FiltQ.X/ �GradQ.X/ FiltQn

lex
.GradQ.X// D FiltQnC1

lex
.X/:

Everything we have said about FiltQ1.X/ applies also to FiltQŒt�.X/ with similar ar-
guments.

The stack of sequential filtrations behaves well with respect to pullback from an
algebraic space.

PROPOSITION 3.2.9. Let X ! B and X 0 ! B 0 satisfy Assumption 2.2.3, and let

X 0 X

X 0 X

y

be a cartesian square, with X;X 0 algebraic spaces. Then

FiltQ1.X 0/ Š FiltQ1.X/ �ev1;X X 0 Š FiltQ1.X/ �X X
0:

Proof. Since FiltQ1.X 0/ is an increasing union of the stacks FiltQn
lex
.X 0/, it is enough

to show the analogue claim for these stacks. For n D 1, this is Proposition 2.2.14. For
n > 1, we have

X 0 �X;ev1
FiltQn

lex
.X/ D X 0 �X;ev1

FiltQn�1
lex
.X/ �gr;Gradn�1

Q .X/;ev1
FiltQ.Gradn�1Q .X//

D FiltQn�1
lex
.X 0/ �gr;Gradn�1

Q .X0/ Gradn�1Q .X 0/ �Gradn�1
Q .X/;ev1

FiltQ
�
Gradn�1Q .X/

�
D FiltQn�1

lex
.X 0/ �gr;Gradn�1

Q .X0/;ev1
FiltQ

�
Gradn�1Q .X 0/

�
D FiltQn�1

lex
.X 0/

again by Proposition 2.2.14.
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PROPOSITION 3.2.10. Let X be an algebraic stack defined over an algebraic space B , satisfying
Assumption 2.2.3, and let X 0 ! X be a closed immersion. Then

FiltQ1.X 0/ Š FiltQ1.X/ �ev1;X X 0:

Proof. The statement follows in the same way as Proposition 3.2.9, but using Propo-
sition 2.2.15 instead of Proposition 2.2.14.

PROPOSITION 3.2.11. Let X be an algebraic stack over an algebraic space B , satisfying Assump-
tion 2.2.3. Then there is a cartesian diagram

FiltQ1.X/ FiltQ1 GradQ.X/

FiltQ.X/ GradQ.X/
gr

ev1

y

Proof. The claim follows from cartesianity of the diagram

FiltQnC1
lex
.X/ FiltQn

lex
GradQ.X/

FiltQ.X/ GradQ.X/
gr

ev1

y

by taking the colimit when n tends to 1.

We define Q1-flag spaces in analogy with Definition 2.2.17.

DEFINITION 3.2.12 (Q1-Flag spaces). Let X be an algebraic stack over an algebraic
space B, satisfying Assumption 2.2.3, and let xWT ! X be a scheme-valued point.
We define the space of Q1-flags FlagQ1.X; x/ of x as the fibre product

FlagQ1.X; x/ T

FiltQ1.X/ X;

p x

ev1

which is, by Proposition 3.2.5, a separated algebraic space over T locally of finite
presentation.

In the case of a field-valued point x, it is reasonable to talk about Q1-filtrations.

DEFINITION 3.2.13 (Q1-filtrations of a point). Let X be an algebraic stack over an
algebraic spaceB, satisfying Assumption 2.2.3. Let k be a field and let xWSpec k ! X

point. We define the set Q1- Filt.X; x/ of Q1-filtrations (or sequential filtrations) of x to
be Q1- Filt.X; x/ WD FlagQ1.X; x/.k/, the set of k-points of the space of Q1-flags
of x.
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Remark 3.2.14. The set Q1- Filt.X; x/ can be described as follows. An element � of
Q1- Filt.X; x/ is uniquely determined by a sequence .�n/n2N where

1. �0 2 Q - Filt.X; x/,
2. �n 2 Q - Filt.GradnQ.X/; gr�n�1/ for n � 1, and
3. �n D 0 for n � 0.1

The trivial Q1-filtration corresponds to the sequence where �n D 0 for all n. In
general,

N WD minfn j �i D 0; 8i � ng

is the minimal natural number such that � is in FiltQN
lex
.X/ � FiltQ1.X/. The de-

scription follows at once from the definition of FiltQN
lex
.X/ as a fibre product.

Remark 3.2.15. If f W X 0 ! X is either a closed immersion or a base change from amap
of algebraic spaces, and if x 2 X 0.k/ is a field-valued point, then, by Propositions 3.2.9
and 3.2.10, we have a canonical bijection Q - Filt.X 0; x/ Š Q - Filt.X; f .x//. We will
use this fact throughout.

Remark 3.2.16 (Sequential filtrations on quotient stacks). Let k be a field, and consider
a quotient stack X D X=G where X is a separated scheme of finite type over k and G
is a linear algebraic group over k. Let x 2 X.k/ be a k-point and call also x 2 X.k/ its
image inX. FromRemarks 2.2.19 and 3.2.14, it follows that we have an identification
of the setQ1- Filt.X; x/ of sequential filtrations of x with the set of sequences .�n/n2N

where
1. each �n 2 �Q.G/;
2. for all n;m 2 N, �n and �m commute;
3. �n D 0 for n � 0;
4. for every n 2 Z>0, the iterated limit

lim
tn!0

�n.tn/

�
lim

tn�1!0
�n�1.tn�1/

�
� � � lim

t0!0
�0.t0/x

�
� � �

�
exists in X ;

subject to the equivalence relation that identifies .�n/n2N � .�0n/n2N if there are gn 2

PL.�0;��� ;�n�1/.�n/ such that .�n/gngn�1���g0 D �0n for all n 2 N. To see this, note that we
can explicitly describe components of GradnQ.X/ as X�0;��� ;�n;0=L.�0; � � � ; �n/, where
�0; � � � ; �n are commuting rational cocharacters of G, X�0;��� ;�n;0 denotes the fixed-
point locus by �0; � � � ; �n and L.�0; � � � ; �n/ is the centraliser of �0; � � � ; �n inside G,
and we can apply Remark 2.2.19 to these quotient stacks.

1Here, 0 denotes the trivial filtration in Q - Filt.GradnQ.X/; gr�n�1/, see Definition 2.2.18.
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3.3 SEQUENTIAL STRATIFICATIONS

In this section, we give the definition of sequential stratification, and we study some pull-
back and pushforward operations for sequential strata. All algebraic stacks are de-
fined over an algebraic space B and are assumed to satisfy Assumption 2.2.3.

DEFINITION 3.3.1 (Sequential stratification). Let X be an algebraic stack and let �
be a partially ordered set. A sequential stratification (or Q1-stratification) of X indexed by
� is a family .�i/i2� of locally closed substacks of FiltQ1.X/ such that:

1. Each composition ri W �i ! FiltQ1.X/ ! X is a locally closed immersion.
2. The ri.j�i j/ are pairwise disjoint and cover jXj.
3. For each i 2 �, the union

S
j�i rj

�ˇ̌
�j
ˇ̌�
is open in jXj.

A sequential stratification defines a canonical sequential filtration for every point.

DEFINITION 3.3.2 (Induced sequential filtration). Let X be an algebraic stack and
let .�i/i2� be a sequential stratification of X indexed by a poset �. For a field-valued
point x 2 X.k/, we define the sequential filtration � of x induced by the stratification .�i/i2�
as follows. Let i 2 � be the unique element such that xWSpec k ! X factors through
�i ,! X. We have cartesian squares

Spec k �i

FlagQ1.X; x/ FiltQ1.X/

Spec k X;

�

p

p ev1

x

and we define � to be the top left downward arrow �WSpec k ! FlagQ1.X; x/, which
is by definition an element of Q1- Filt.X; x/.

Remark 3.3.3 (Sequential and polynomial‚-stratifications). This definition is not quite
the analogue of the notion of ‚-stratification for Q1-filtrations. That would require
in addition that each �i is open in FiltQ1.X/ and is the preimage of an open substack
of GradQ1.X/, but these conditions do not hold for the balancing stratification, that
we will construct later (Definition 3.5.3). We may call this stronger notion sequential
‚-stratifications. Similarly, if we use the stack FiltQŒt�.X/ of polynomial filtrations (Re-
mark 3.2.8) instead of FiltQ1.X/, we get a notion of polynomial ‚-stratification. The
stratification of the stack of pure coherent sheaves on a polarised projective scheme
over a noetherian base by polynomial Harder–Narasimhan filtration [66] should be
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a polynomial‚-stratification. Another example should be given by the stratifications
for moduli spaces of principal �-sheaves considered in [32].

DEFINITION 3.3.4 (Pulling back sequential stratifications). Let f W X 0 ! X be a mor-
phism of algebraic stacks such that

FiltQ1.X 0/ FiltQ1.X/

X 0 X
f

ev1ev1

p

is cartesian (for example a closed immersion or a base change from amap of algebraic
spaces, see Propositions 3.2.9 and 3.2.10). Let .�i/i2� be a sequential stratification
of X. For each i 2 �, set f ��i WD FiltQ1.X 0/ �FiltQ1 .X/ �i , which is a locally closed
substack of FiltQ1.X 0/. Then .f ��i/i2� is a sequential stratification of X 0, called the
pulled back sequential stratification.

To see that .f ��i/i2� is indeed a sequential stratification, just note that we have
f ��i D X 0 �X �i for all i 2 �. We refer to the �i as sequential strata. More generally,
we define:

DEFINITION 3.3.5. A sequential stratum � of X is a locally closed substack of FiltQ1.X/

such that the composition
� ! FiltQ1.X/ ! X

is a locally closed immersion. We refer to the morphism � ! FiltQ1.X/ as the
structure map.

Remark 3.3.6. If aW � ! FiltQ1.X/ is a morphism such that the composition

� ! FiltQ1.X/ ! X

is a locally closed immersion, then a is a locally closed immersion as well, since
ev1WFiltQ1.X/ ! X is representable and separated, so its diagonal is a closed im-
mersion.

It will be useful to have a few ways of constructing sequential strata from given
ones.

DEFINITION 3.3.7 (Pushforward along a locally closed immersion). If �W X ! Y is
a locally closed immersion and � is a sequential stratum of X, then we define a se-
quential stratum ��� as follows. As a stack, ��� D � , and the structure map is the
composition

� ! FiltQ1.X/ ! FiltQ1.Y/;
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which is a locally closed immersion because FiltQ1.�/ is2. The map � ! Y factors as
� ! X ! Y, so it is a locally closed immersion.

DEFINITION 3.3.8 (Induction of a sequential stratum from centre of a ‚-stratum).
Suppose � is a locally closed ‚-stratum of an algebraic stack X, with centre Z (Defi-
nition 2.5.3), and let � 0 be a sequential stratum of Z. We define a sequential stratum
indX

Z .�
0/ of X, as follows. As a stack, indX

Z .�
0/ is the pullback

indX
Z .�

0/ � 0

� Z:
gr

p

The structure morphism a is obtained by pulling back the square

� 0 FiltQ1 GradQ.X/

Z GradQ.X/

along FiltQ.X/
gr
�! GradQ.X/, obtaining a square of the form

indX
Z .�

0/ FiltQ1.X/

� FiltQ.X/

a

by Proposition 3.2.11. The induced morphism indX
Z .�

0/ ! X is the composition of
the locally closed immersions indX

Z .�
0/ ! � and � ! X, and it is thus also a locally

closed immersion.

DEFINITION 3.3.9 (Pushforward along a blow-up). Let pW Y ! X be a blow-up with
exceptional divisor E � Y. Let � be a sequential stratum of Y. We define a sequential
stratum p�.� n E/ of X as follows. If r W � ! Y is the locally closed immersion, then
we set p�.� n E/ D � n r�1.E/ as a stack. The structure map is the composition

� n r�1.E/ ! � ! FiltQ1.Y/ ! FiltQ1.X/:

We have a diagram

� n r�1.E/ FiltQ1.Y/ FiltQ1.X/

Y n E Y X:pb

a

2The fact that FiltQ and GradQ preserve closed immersions [36, Proposition 1.3.1] easily implies
that FiltQ1.�/ is a closed immersion.
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The map a is a locally closed immersion, and p ı b is an open immersion. Thus
� n r�1.E/ ! X is a locally closed immersion. By Remark 3.3.6, the structure map
is also a locally closed immersion.

3.4 CENTRAL RANK AND BGn
m-ACTIONS

The concept of central rank of an algebraic stack introduced here will be fundamental in
our construction of sequential stratifications for good moduli stacks (Theorem 3.5.2).
Naively, the central rank of X is the maximal n such that all stabiliser groups of X

contain a central torus of rank n. The correct implementation of this idea is Defini-
tion 3.4.1 below. Let X be an algebraic stack over an algebraic space B, satisfying
Assumption 2.2.3, and assume further that X is noetherian and has affine diagonal.

DEFINITION 3.4.1 (Central rank). We define the central rank z.X/ 2 N of X to be
the biggest n 2 N such that there is a union Z of nondegenerate components of
Gradn.X/ (Definition 2.3.1) such that the composition Z ! Gradn.X/ u

�! X is an
isomorphism. For the empty stack we define z.¿/ D 1.

Remark 3.4.2 (Relation with Donaldson–Thomas theory). The concept of central rank
is important in extending Donaldson–Thomas theory to non-linear moduli prob-
lems, that is, to moduli stacks not parametrising objects in an abelian category.
Donaldson–Thomas invariants were first defined by Thomas [73] for moduli spaces
Xss of semistable sheaves on a Calabi–Yau threefold in the case where all semistable
sheaves are stable. In [49, Definition 8.1], Joyce defines a stack function [50], denoted
�, on the stack Xss of semistable objects in a suitable abelian category with stability
condition. In the case of sheaves on a Calabi–Yau threefold, when � is integrated
against the Behrend function [11] it gives rise to a generalised Donaldson–Thomas
invariant, defined also when there are strictly semistable sheaves [51]. In upcoming
work with Bu and Kinjo [17], we generalise Joyce’s � function to general algebraic
stacks, not necessarily parametrising objects in an abelian category. The concept of
central rank plays an important role in our theory, particularly in the proof of the
no-pole theorem [49, Theorem 8.7] in this new setting.

The stack BGn
m is a group stack. It turns out that the data of a BGn

m-action on
a stack X satisfying Assumption 2.2.3 is equivalent to the data of a section sW X !

Gradn.X/ of uWGradn.X/ ! X such that s is a closed and open immersion. This
is [35, Corollary 1.4.2.1] in the case of the monoid stack A1=Gm, but the same proof
works for BGn

m. We say that the BGn
m-action is nondegenerate if all components of s.X/
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are nondegenerate. IfmWBGn
m� X ! X is the action map, then the action is nonde-

generate if, for all x 2 X.k/, the homomorphism Gn
m;k

! Aut.x/ induced by m has
finite kernel.

Using the stackGradnQ.X/ instead of Gradn.X/we can talk about rationalBGn
m-

actions.

DEFINITION 3.4.3. A rational BGn
m-action on X is a section sW X ! GradnQ.X/ of
uWGradnQ.X/ ! X

that is a closed and open immersion.

Remark 3.4.4. It is tacitly understood that an isomorphism u ı s � idX is part of the
data of a section s.

LEMMA 3.4.5. Suppose that X has a good moduli space � W X ! X , and let pW Y ! X be a
blow-up. Then any (rational) BGn

m-action on X lifts canonically to Y.

Proof. We prove the lemma for integral actions, the proof for rational actions being
identical after replacing Grad with GradQ. The BGn

m-action corresponds to a sec-
tion sW X ! Gradn.X/ of Gradn.X/ ! X that is an open and closed immersion.
With this language, what we want to show is that the preimage Y 0 of s.X/ along
Gradn.Y/ ! Gradn.X/ is a closed and open substack of Gradn.Y/ such that the
composition Y 0 ! Gradn.Y/ ! Y is an isomorphism.

If X is of the form X D SpecA=GLl , then
Gradn.X/ D

G
�2Hom.Gn

m;T /=W

.SpecA/�;0=L.�/;

where T is the standard maximal torus of GLl and W is the symmetric group of
degree l [36, Theorem 1.4.7]. Thus X is isomorphic to a union of connected com-
ponents of one of the stacks .SpecA/�;0=L.�/, with �W Gn

m ! GLl having finite kernel.
Any blow-up pW Y ! X is then of the form Y=L.�/ with �.Gl

m/ acting trivially on Y .
This proves the lemma in the case X D SpecA=GLl .

For general X, the claim can be checked étale locally on X, since for X 0 ! X

representable and étale, the square

Gradn.X 0/ Gradn.X/

X 0 X

p

is cartesian [36, Corollary 1.1.7], and since blow-ups commute with flat base change.
We can cover X by representable étale neighbourhoods of the form SpecA=GLl
(Theorem 2.1.3), which proves the lemma for general X.
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Remark 3.4.6. It should not be essential thatX has a goodmoduli space for Lemma 3.4.5,
but this is all we will need.

LEMMA 3.4.7. Let X be a normed noetherian good moduli stack with affine diagonal. Let pW Y !

X be a blow-up of X at some closed substack, and let E be the exceptional divisor. The stack Y is
endowed with the ‚-stratification induced by the norm on X and the p-ample line bundle OY.�E/

(Theorem 2.6.4 and Example 2.6.8). Let Zc be the centre of some unstable stratum of Y. Then
z.X/ < z.Zc/.

Proof. Let n D z.X/. There is a nondegenerate BGn
m action on X that, since p is a

blow-up, lifts canonically to Y by Lemma 3.4.5. The BGn
m action gives a closed and

open immersion Y ! Gradn.Y/.
SinceZc is the centre of a stratum, it comes equipped with a rationalBGm-action

inherited from a closed and open immersion Zc ! GradQ.Y/. Scaling up, we get a
closed and open immersion Zc ! Grad.Y/ and thus an integral BGm-action on Zc.
Applying Grad to the closed and open immersion Y ! Gradn.Y/ and composing
with Zc ! Grad.Y/, we get a closed and open immersion Zc ! GradnC1.Y/, which
gives a BGm � BGn

m-action on Zc.
Let x 2 Zc.k/ be a k-point for some field k. The BGm � BGn

m-action provides
cocharacters �; ˇ1; : : : ; ˇn of the centre Z.Aut.x//. Since the ˇ1; : : : ; ˇn come from
X, we have hˇi ;OY.�E/i D 0, where E is the exceptional divisor, while since Zc is the
centre of an unstable stratum, we have h�;OY.�E/i > 0. Therefore �.Gm/ is not con-
tained in the image of .ˇ1; : : : ; ˇn/W Gn

m ! Aut.x/, and thus .�; ˇ1; : : : ; ˇn/W GnC1
m !

Aut.x/ has finite kernel. Therefore z.Zc/ � nC 1, as desired.

3.5 THE BALANCING STRATIFICATION AND THE ITERATED
BALANCED FILTRATION

We now get to the main construction of the thesis, namely the balancing stratification for
normed goodmoduli stacks (Theorem 3.5.2), and the canonical sequential filtration it
defines for every point (the iterated balanced filtration, Definition 3.5.8). We also show that
the balancing stratification is preserved under certain pullbacks (Proposition 3.5.5).

Here is the idea of the construction. If X is a normed noetherian good moduli
stack, and all stabilisers of X have the same dimension, then we want the balancing
stratification of X to consists only of the stratum Xmax. Note that, while Xmax ,! X

could fail to be an isomorphism, it is a surjective closed immersion in this case. Now, if
Xmax does not cover X, then the blow-up Y D BlXmax X is endowed canonically with
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a‚-stratification .�c/c2Q�0
. By an inductive argument, the balancing stratification is

defined for the centres Zc with c > 0. Thus the �c inherit the stratification along the
associated graded map �c ! Zc. Denoting E � Y the exceptional divisor, each of
the locally closed substacks �c n E of X with c > 0 is thus stratified. The stack �0 n E

equals X n ��1�.Xmax/, and thus it has a good moduli space and we can assume by
induction that its balancing stratification is defined. In this way, the union of the strata
of each of the �c n E for all c � 0, together with Xmax, defines a stratification of X by
locally closed substacks, and this is the balancing stratification of X. In this section
we make this idea precise by keeping track of the structure of sequential stratum of
each of the pieces and proving that the inductive argument can be made to work.

We now introduce the indexing poset labelling the stratification.

DEFINITION 3.5.1 (Indexing poset for the balancing stratification). We define a to-
tally ordered set � as follows. As a set, � consists of the sequences

..d0; c0/; .d1; c1/; : : : ; .dn; cn//

with
1. n 2 N,
2. d0 � d1 � � � � � dn in N,
3. di � i for all 0 � i � n,
4. c0; : : : ; cn�1 2 Q>0,
5. cn D 1.

As a poset, we write

..d0; c0/; : : : ; .dn; cn// < ..d
0
0; c
0
0/; : : : ; .d

0
m; c

0
m//

if there is 0 � i � min.n;m/ such that .dj ; cj / D .d 0j ; c
0
j / for j < i and either di < d 0i

or di D d 0i and ci < c0i . This makes � a totally ordered set.

If ˛ 2 � , we use the notation

˛ D
��
d˛0 ; c

˛
0

�
; : : : ;

�
d˛n.˛/; c

˛
n.˛/

��
:

THEOREM 3.5.2 (Existence of the balancing stratification). There is a unique way of as-
signing, to every normed noetherian good moduli stack X with affine diagonal, a sequential stratification�
�X
˛

�
˛2�

of X indexed by � in such a way that the following properties are satisfied for every such X:
1. The stratum indexed by .d.X/;1/ is �X

.d.X/;1/
D Xmax, with structure map

Xmax
! X �! FiltQ1.X/;

where the second arrow is the “trivial filtration” morphism.
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2. Let � W X ! X be the good moduli space and let U D X n ��1�.Xmax/. Denote j W U !

X the open immersion. Then for all ˛ 2 � with d˛0 < d.X/ we have �X
˛ D j�.�

U
˛ /.

3. Let pW Y D BlXmax X ! X be the blow-up of X along Xmax and let E be the exceptional
divisor. LetZc be the centres of the‚-stratification (with inverse convention, see Remark 2.5.17)
on Y induced by the norm on X and the line bundle OY.�E/ (Example 2.6.8). The Zc are
endowed with the induced norm and are thus also normed noetherian good moduli stacks with
affine diagonal by Theorem 2.6.4. Then, for all c 2 Q>0 and for all ˛ 2 � such that the
concatenation ..d.X/; c/; ˛/ of .d.X/; c/ and ˛ also belongs to � , we have the equality

�X
..d.X/;c/;˛/ D p�

�
indY

Zc
.�Zc

˛ / n E
�
:

Moreover, for every ˛ 2 � such that �X
˛ is nonempty, we have:

4. d˛0 � d.X/; and
5. d˛i � i C z.X/, for all 0 � i � n.˛/.

Proof. First we note that if X is empty, then the only stratification is given by �X
˛ D ¿

for all ˛, and it satisfies the required properties.
For a stack X as in the statement of the theorem, define the number N.X/ D

d.X/ � z.X/. We will use induction on N.X/.
Assume X ¤ ¿ and let U be as in 2. Then clearly d.U/ < d.X/ and z.U/ �

z.X/, so N.U/ < N.X/. If Zc is as in 3, with c > 0, then d.Zc/ � d.X/, because
Zc ! X is representable, and z.Zc/ > z.X/ by Lemma 3.4.7. Thus N.Zc/ < N.X/.
Therefore the statement of the theorem makes sense if we fix an N 2 N and we
restrict to the class of normed noetherian good moduli stacks X with affine diagonal
and with N.X/ � N . We prove the theorem for this class of stacks by induction on
N .

If N D 0, and N.X/ D 0, then the identity component of every stabiliser group
of a point of X is a split torus of dimension d.X/. Therefore jXmaxj D jXj and
SX
.d.X/;1/

D Xmax is the only nonempty stratum. This gives the desired sequential
stratification.

Fix N > 0 and assume the theorem is true for N � 1. For X with N.X/ D N ,
define �X

˛ as in the statement of the theorem when d˛0 � d.X/, which makes sense
because N.U/ < N and N.Zc/ < N . Define �X

˛ D ¿ otherwise. We show that
.�X
˛ /˛2� is a sequential stratification of X.

Denote r˛W �X
˛ ! X the induced locally closed immersions. First we show that

the r˛
�ˇ̌

�X
˛

ˇ̌�
are pairwise disjoint and cover X. For p 2 jXj, there is a unique

p0 2 fxg that is closed in ��1�.p/ [2, Proposition 9.1]. One and only one of the
following situations takes place:
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1. The dimension dimAut.p0/ < d.X/. In this case p 2 jUj and it is contained
in exactly one of the j��U

˛ D �X
˛ with dX

0 < d.X/, by induction hypothesis.
2. We have dimAut.p0/ D d.X/ and p D p0. Then p 2 jXmaxj D

ˇ̌̌
�X
d.X/;1/

ˇ̌̌
and

this is the only stratum containing p.
3. Again, dimAut.p0/ D d.X/, but this time p ¤ p0. In this case, p 2 jXj n

.jUj [ jXmaxj/ and there is a unique point q 2 jYjnjEjmapping to p. The point
q lies in a unique stratum �c (c 2 Q�0) of the‚-stratification ofY. There exists a
map �W‚k ! X with �.0/ D p0 and �.1/ D p for some field k [8, Lemma 3.24],
and Kempf ’s number h�;Xmaxi > 0 is positive because �.0/ 2 jXmaxj and
�.1/ … jXmaxj (Definition 3.1.1). The filtration � lifts uniquely to �W‚k ! Y

(Proposition 2.2.20), and h�;OY.�E/i D h�;Xmaxi > 0 (Proposition 3.1.2).
Therefore q is unstable in Y and thus c > 0. Since the �Zc

˛ stratify Zc, the
indY

Zc
.�Zc
˛ / stratify �c, so q is contained in indY

Zc
.�Zc
˛ / for a unique ˛ 2 � and

thus p is contained in a unique p�
�
indY

Zc
.�Zc
˛ / n E

�
. It is left to check that

..d.X/; c/; ˛/ 2 � . This follows because d˛i � i C z.Zc/ � i C 1 by 5 and
Lemma 3.4.7.
Now we check that

ˇ̌
�X
>˛

ˇ̌
WD

S
ˇ>˛ rˇ

�ˇ̌̌
�X
ˇ

ˇ̌̌�
is closed for all ˛ 2 � . If ˛ D

.d.X/;1/, then
ˇ̌
�X
>˛

ˇ̌
D ¿, which is closed. If ˛ D ..d.X/; c/; ˛0/ with c 2 Q>0,

then ˇ̌
�X
>˛

ˇ̌
D p

 
gr�1

�ˇ̌̌
�Zc

>˛0

ˇ̌̌�
[
[
c0>c

j�c0j

!
[ jXmax

j ;

which is closed by induction and because p is proper. If d˛0 < d.X/, then
ˇ̌
�X
>˛

ˇ̌
Dˇ̌

�U
>˛

ˇ̌
[
ˇ̌
��1�.Xmax/

ˇ̌
, which is also closed by induction and because � is universally

closed.
It is left to show properties 4 and 5. The former is true by construction. The

latter is true for i D 0 because d.X/ � z.X/, and it is true if d˛0 < d.X/ by induction,
using the result forU. The remaining case is when ˛ is of the form ˛ D ..d.X/; c/; ˛0/.
Then �Zc

˛0 ¤ ¿ and thus d˛iC1 D d˛
0

i � i C z.Zc/ � i C 1C z.X/ by induction and
by Lemma 3.4.7.

DEFINITION 3.5.3 (The balancing stratification). Let X be a normed noetherian
goodmoduli stack with affine diagonal. The balancing stratification ofX is the sequential
stratification .�X

˛ /˛2� of X from Theorem 3.5.2.

Remark 3.5.4. It is not hard to construct, using the convex-geometric picture intro-
duced later (Corollary 5.2.18), that for every ˛ 2 � there is a normed good moduli
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stack X with �X
˛ ¤ ¿. We can in fact take X to be of the form X D An

k
=Gl

m;k
, with

k any field.

The balancing stratification is well-behaved under certain pullbacks.

PROPOSITION 3.5.5 (Compatibility with pullback). Let f W X 0 ! X be a norm-preserving
morphism between normed noetherian good moduli stacks with affine diagonal. Let � W X ! X and
� 0W X 0 ! X 0 be the good moduli spaces. Assume further that f is either

1. a closed immersion, or
2. it fits in a cartesian diagram

X 0 X

X 0 X:
h

f

p

Then the balancing stratification on X 0 is the pullback along f (Definition 3.3.4) of the balancing
stratification on X, that is, for all ˛ 2 � we have �X0

˛ D f ��X
˛ .

Proof. We prove the statement by induction on N.X/ D d.X/� z.X/. The base case
isN.X/ D �1, corresponding to the empty stack, for which the statement is obvious.

We have an upper semicontinuous function r on jX j given by

r W jX j N

p d.��1.p//;

where d.�/ denotes “maximal stabiliser dimension” (Definition 3.1.5). For d 2 N,
let X�d be the open subspace of X with jX�d j D fp 2 jX j j r.p/ � dg and let
X�d D ��1.X�d /. In the case where X 0 D X�d and f is the inclusion X�d ! X,
the result follows from Item 2 in Theorem 3.5.2.

Note that in both cases we have X 0
�d

D f �1.X�d / for all d 2 N. To prove the
statement for given ˛ 2 � , we may assume d.X/ D d˛0 by replacing X by X�d˛

0
and

X 0 by X 0
�d˛

0

D f �1.X�d˛
0
/. If d.X 0/ < d.X/, then �X0

˛ D ¿ D f �.�X
˛ /. Thus we

may assume d WD d.X/ D d.X 0/. We prove that �X0

˛ D f ��X
˛ in this case.

First, we have .X 0/max D f �1.Xmax/ by [27, Proposition C.5], since in both cases
f is stabiliser-preserving (that is, the map IX0 ! f �IX between inertia stacks is an
isomorphism). Therefore �X0

.d;1/
D f ��X

.d;1/
. We may thus assume c WD c˛0 2 Q>c

and write ˛ D ..d; c/; ˇ/ with ˇ 2 �. In both cases we have a diagram

Y 0 X 0 �X Y Y

X 0 X

�
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with � a closed immersion. The ‚-stratification .� 0c/c2Q�0 on Y 0 is the pullback of
the ‚-stratification .�c/c2Q�0

on Y by Proposition 2.5.19. Let c > 0, let Zc be the
centre of �c, let Z0c be the centre of � 0c, and let gW Z0c ! Zc be the natural map. By
cartesianity of the square

Z0c Zc

Y 0 Y
f

g

we see that g is a composition of a closed immersion and a base change of a map
between the good moduli spaces of Z0c and Zc. By induction, since N.Zc/ < N.X/,
we have �

Z0
c

ˇ
D g�.�Zc

ˇ
/. It follows from Item 3 in Theorem 3.5.2 that �X0

˛ D f �.�X
˛ /.

Remark 3.5.6. A crucial ingredient that makes Proposition 3.5.5 possible is that the
closed substack structure of the maximal dimension stabiliser locus is compatible with
pullbacks. It would not hold if we had used the reduced substack structure on jXmaxj

instead.

We will often use the following form of Proposition 3.5.5.

COROLLARY 3.5.7 (Compatibility with fibres). Let X be a normed noetherian algebraic stack
with affine diagonal and a good moduli space � W X ! X , let k be a field and let xWSpec k ! X be
a point. Let F D ��1�.x/. Then the balancing stratification of F is the pullback along F ! X

of the balancing stratification of X.

The balancing stratification defines, for every point x of the stack X, a canonical
sequential filtration of x.

DEFINITION 3.5.8 (Iterated balanced filtration). Let X be a normed noetherian good
moduli stack with affine diagonal, let k be a field and let x 2 X.k/ be a k-point. The
iterated balanced filtration �ib.x/ 2 Q1- Filt.X; x/ of x is the sequential filtration of x
induced by the balancing stratification of X (Definition 3.3.2).

Remark 3.5.9. By Corollary 3.5.7, in order to compute the iterated balanced filtration
a point x 2 X.k/, it is enough to compute the balancing filtration of x inside the fibre
F D ��1�.x/. If k is algebraically closed, then F is of the form SpecA=G, where
G is the stabiliser of the closed point of F , by Corollary 2.1.5. Then SpecA can be
embedded G-equivariantly inside a finite dimensional representation V of G, and by
Proposition 3.5.5, we can compute the iterated balanced filtration of x in V=G. This
seems to reduce the problem to the case of a stack of the form V=G. However, the
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choice of embedding F ! V=G is not canonical. Moreover, at each step of the blow-
up procedure, new fibres of good moduli spaces have to be taken and embeddings
into vector spaces need to be chosen, making things difficult to track. Nevertheless,
we will develop a bookkeeping device, chains of stacks, in Chapter 4 that will allow us
to give combinatorial descriptions of the iterated balanced filtration in two cases: the
quotient of a vector space by a torus (Chapter 5) and moduli of objects in abelian
categories (Chapter 7).

In the presence of ‚-stratifications whose centres have good moduli spaces, we
can use the refined

DEFINITION 3.5.10 (Refined Harder-Narasimhan filtration). Let X be an algebraic
stack over an algebraic space B, satisfying Assumption 2.2.3, and endowed with a
linear form ` and a norm q that define a ‚-stratification .�c/c2Q�0

, where we use
the direct convention (see Remark 2.5.17). Suppose that all the centres Zc are quasi-
compact with affine diagonal and have good moduli spaces, so that each Zc has a
well-defined balancing stratification. The refined Harder-Narasimhan stratification of X

induced by ` and q is the sequential stratification�
�X
.c;˛/

�
.c;˛/2Q�0��

WD

�
indX

Zc

�
�Zc

˛

��
.c;˛/2Q�0��

of X, indexed by the poset Q�0 � � with lexicographic order. The refined Harder-
Narasimhan filtration �rHN.x/ of a field-valued point x 2 X.k/ is the sequential filtration
�rHN.x/ 2 Q - Filt.X; x/ induced by the refined Harder-Narasimhan stratification of
X (Definition 3.3.2).

It is clear from the definition of induced sequential stratum (Definition 3.3.8)
that

�
�X
.c;˛/

�
.c;˛/2Q�0��

is indeed a sequential stratification of X.

Remark 3.5.11. More generally, we can consider a stack X as in Definition 3.5.10,
endowed with a norm q and a ‚-stratification .�i/i2I (not necessarily induced by
some linear form and q) indexed by some poset I such that all the centres Zi are
quasi-compact and have affine diagonal and a good moduli space. Again, we have
the canonical sequential stratification

�
indX

Zi

�
�Zi
˛

��
.i;˛/2I��

refining .�i/i2I , and a
corresponding sequential filtration for every point of X.

Remark 3.5.12 (Derived stacks). The concept of goodmoduli space for derived Artin 1-
stacks has recently been introduced in [1], and blow-ups along the substack of points
with maximal stabiliser dimension in this context have been studied in [42]. On the
other hand, ‚-stratifications are also available in derived geometry [35]. Therefore
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we expect that the theory of balancing stratifications extends to normed derived Artin
stacksX with goodmoduli space. However, in view of Proposition 3.5.5 we anticipate
that the iterated balanced filtration a point x of X that one gets from this theory only
depends on the classical truncation of X.

3.6 EXAMPLES

In moduli theory there are many natural instances of normed good moduli stacks,
for which the balancing stratification is defined. We collect here a few examples.

3.6.1 STACKS PROPER OVER A GOOD MODULI STACK

Assume the framework of Theorem 2.6.4, that is, X is a normed noetherian good
moduli stack with affine diagonal, f W Y ! X is representable and proper and ` is
an f -positive linear form on Y. Then we have a ‚-stratification .�c/c2Q�0

of Y and
every centreZc is again a normed noetherian goodmoduli stack with affine diagonal.
Therefore the norm onX and the linear form ` induce a refinedHarder-Narasimhan
stratification on Y (Definition 3.5.10) and a refined Harder-Narasimhan filtration for
every point of Y.

3.6.2 GEOMETRIC INVARIANT THEORY

Let k be a field, let G be a linearly reductive affine algebraic group over k admit-
ting a split maximal torus T , with Weyl group W , and endowed with a norm on
cocharacters (Definition 2.3.8). Let A be a finite type k-algebra and consider an ac-
tion of G on SpecA. The quotient stack X D Spec.A/=G has a good moduli space
X ! Spec.AG/. Given any G-equivariant projective morphism f WY ! SpecA and
an ample linearisation on Y (that is, a line bundle on Y=G ample with respect to
h D f=GWY=G ! Spec.A/=G), the previous example applied to h gives a refined
Harder-Narasimhan stratification of Y=G, indexed by Q�0 � � . For every k-point
y 2 Y.k/, the refined Harder-Narasimhan filtration �rHN.y/ of y can be seen as a
sequence �0; : : : ; �n 2 �Q.G/ of commuting rational cocharacters of G, considered
up to certain equivalence relation, by Remark 3.2.16.

This stratification was first defined by Kirwan [58] in the case where k D C, A D

C and Y ! SpecC is smooth, building on the ideas introduced in [56]. The indexing
set used in [58] is different from the one used here, and it depends on the quotient
presentation of Y=G. The strata obtained in [58] are open and closed substacks of
the strata defined here, which does not make a substantial difference. This further
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partition of the strata arises in two different ways. First, instead of the‚-stratification
.�c/c2Q�0

of Y=G considered here, indexed by Q�0, the stratification considered by
Kirwan is indexed by �Q.T /=W (see also [55]). The set �Q.T /=W can be seen
as parametrising certain unions of connected components on GradQ.Y=G/ by [36,
Theorem 1.4.8], and the strata obtained in this way are closed and open substacks
of the �c. The same kind of difference on indexing sets appears each time a blow-
up is performed in the construction. Also, each time a locus of maximal dimension
stabilisers is considered, for example .Y ss=G/max, Kirwan writes it as a disjoint union
of loci of the form G

�
.Y ss/R

�
=G, where R is a reductive subgroup of G of maximal

dimension such that .Y ss/R is nonempty. This further refines the indexing set and the
stratification, but again only breaking down the strata into pieces that are closed and
open.

Even in the case considered in [58], the fact that the balancing stratification has
the structure of a sequential stratification is a novelty of our approach. The definition
of the iterated balanced filtration (Definition 3.5.8) is new also in this case.

3.6.3 QUIVER REPRESENTATIONS

Let Q be a quiver with set of vertices Q0, set of arrows Q1 and source and target
maps s; t WQ1 ! Q0. Let d be a dimension vector for Q and consider the moduli
stackRep.Q; d/ of representations ofQwith dimension vector d over an algebraically
closed field k of characteristic 0. A central charge Z forQ is defined by a family .ai/i2Q0

with ai 2 Q ˚ iQ>0 � C. For a finite dimensional representation E of Q we set
Z.E/ D

P
i2Q ai dimEi . This defines a linear form ` and a norm q on Rep.Q; d/ as

follows. A graded point gWBGm;k ! Rep.Q; d/ corresponds to a representation E
with dimension vector d and a direct sum decomposition E D

L
c2ZEc. We then

set

`.g/ D
X
c2Z

�cReZ.Ec/ (3.1)

q.g/ D
X
c2Z

c2 ImZ.Ec/: (3.2)

The linear form ` comes from the rational line bundle on Rep.Q; d/ given by the ra-
tional character

Q
i2Q0

detReai

GLdi

of
Q
i2Q0

GLdi
. By Section 3.6.1, the stack Rep.Q; d/

has a refined Harder-Narasimhan stratification induced by ` and q, and every repre-
sentationE 2 Rep.Q; d/.k/ has a well-defined refinedHarder-Narasimhan filtration.

We remark that semistability with respect to ` is precisely a King stability con-
dition [54]. We can also see `-semistable representations as Bridgeland semistable
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representations of slope �=2. The iterated balanced filtration of a semistable rep-
resentation E coincides with the iterated weight filtration (or HKKP filtration) of
E defined by Haiden–Katzarkov–Kontsevich–Pandit in [33]. This fact is proven in
Chapter 7. Hence the balancing stratification of Rep.Q; d/ss can be seen as a strati-
fication by type of HKKP filtration.

3.6.4 VECTOR BUNDLES ON A CURVE

Let C be a smooth projective curve over C and consider the stack Bun.C /r;d of vector
bundles on C of rank r and degree d . The stack Bun.C /r;d has a norm on graded
points q given by the rank and a linear form ` given by the degree as follows. A
graded point gWBGm;C ! Bun.C /r;d corresponds to a vector bundle E of degree d
and rank r and a direct sum decomposition E D

L
c2ZEc as sum of subbundles. We

set
q.g/ D

X
c2Z

c2 rk.Ec/

and
`.g/ D

X
c2Z

c deg.Ec/:

The pair .`; q/ defines a ‚-stratification of Bun.C /r;d all whose centres are quasi-
compact and have good moduli spaces (see [44], [4] and [36]). Therefore the refined
Harder-Narasimhan stratification (Definition 3.5.10) of Bun.C /r;d is defined. This
produces, for every vector bundle E 2 Bun.C /r;d .C/, a sequential filtration of E that
refines its Harder–Narasimhan stratification.

Let �.E/ D rk.E/=deg.E/ denote the slope of the vector bundle E. There are
two different notions of semistability on Bun.C /r;d . The usual one is given by �:
E is �-semistable if for all subbundles F � E we have �.F / � �.E/. The other
is semistability with respect to the linear form `, in the sense of Definition 2.5.12.
The two notions do not agree unless d D 0. Indeed, semistability of E with re-
spect to ` is equivalent to the Harder-Narasimhan filtration being trivial. If E is
�-semistable, then its Harder-Narasimhan filtration is 0 D E0 < E1 D E together
with the label �.E1=E0/ D �.E/. If �.E/ is not 0, then this filtration is not triv-
ial, since our notion of filtration cares about the labels. Thus the semistable objects
with respect to ` are the �-semistable objects of slope 0. If d ¤ 0, then the‚-stratum
Bun.C /ss

r;d
� Bun.C /r;d of�-semistable vector bundles, although being unstable with

our conventions, is still special, since it is an open stratum, it is isomorphic to its centre
via the associated graded map, and it admits a good moduli space.
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In this setting, a coarser version of the balancing stratification of Bun.C /ss
r;d

was
defined and studied by Kirwan [57]. Each stratum in Kirwan’s stratification is a
connected component of a locally closed substack of the form

S
˛2� �X

..n;c/;˛/
, for n 2

N and c 2 Q>0 [ f1g, where X D Bun.C /ss
r;d
. Therefore Kirwan’s stratification

can be thought of as the stratification by type of balanced filtration. Kirwan calls the
filtrations associated to this stratification balanced ı-filtrations of maximal triviality.

In Chapter 7, we show that the iterated balanced filtration for a semistable vector
bundle E coincides with the iterated HKKP filtration of the lattice of semistable
subbundles of E of the same slope. Hence the (not iterated) HKKP filtration of E
corresponds to Kirwan’s balanced ı-filtration of maximal triviality of E.

3.6.5 BRIDGELAND SEMISTABLE OBJECTS

Let X be a projective scheme over an algebraically closed field k of characteristic 0,
and consider a Bridgeland stability condition [15] given by the heart C � Db.X/ of a
t-structure on the derived category of X and a central charge ZWKnum

0 .Db.X// ! C,
where Knum

0 .Db.X// is the numerical Grothendieck group. Let A D Ind.C/ be the
ind-completion of C . Under certain natural assumptions on .C ; Z/, good moduli
stacks of Bridgeland semistable objects can be constructed as open substacks of MA,
the moduli stack of objects in A defined in [8, Section 7] following [9]. We assume
that Z is algebraic in the sense that Z

�
Db.X/

�
� Q ˚ iQ, that Z factors through

a finite free quotient of Knum
0 .Db.X//, that C satisfies the generic flatness condition

and that certain boundedness conditions also hold (see [36, Theorem 6.5.3] and [8,
Example 7.29] for details). Under these assumptions, MA is an algebraic stack with
affine diagonal locally of finite type over k.

For a numerical class v 2 Knum
0 .Db.X//, there is an open and closed substack

Mv � MA of objects in class v and, by our boundedness hypothesis, there is a quasi-
compact open substackMss

v of Bridgeland semistable objects. From the general results
in [8], it follows thatMss

v admits a (proper) goodmoduli space [8, Example 7.29]. The
imaginary part of the central charge defines a norm q on graded points of MA as in
the previous examples, and the real part defines a linear form `. If gWBGm;k ! MA

corresponds to E D
L

c2ZEc in C , then we define

q.g/ D
X
c2Z

c2 ImZ.Ec/

and
`.g/ D

X
c2Z

�cReZ.Ec/
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as above (this is the norm used in [36, Chapter 6] to define the numerical invariant
on Mv, by [36, Lemma 6.4.8]). Therefore Mss

v is naturally a normed good moduli
stack, noetherian and with affine diagonal, and thus the balancing stratification and
the iterated balanced filtration of every point are defined.

For E 2 Mss
v .k/, the iterated balanced filtration of E coincides with the HKKP

filtration of the lattice of semistable subobjects of E of the same slope. This follows
from Theorem 1.6.1.

More generally, ` and q define a Harder-Narasimhan stratification of Mv all
whose centres are quasi-compact and have a good moduli space, so the refined
Harder-Narasimhan stratification of Mv (Definition 3.5.10) is defined. This produces
a refined Harder-Narasimhan filtration for every point of Mv. We warn the reader
that with our conventions Mss

v is the minimal stratum for the Harder-Narasimhan
stratification, and not in general the semistable locus with respect to `, similarly to
the case of vector bundles on a curve explained above.

3.6.6 K-SEMISTABLE FANO VARIETIES

Let k be a field of characteristic 0. It has recently been established that there is an
algebraic stack XK

n;V of finite type over k with affine diagonal parametrising families
of K-semistable Fano varieties over k of dimension n and volume V , and that XK

n;V

admits a proper good moduli space [5, 13, 14] (see [76] for a book account of these
results). The L2-norm of a test configuration [13, Section 2.3] defines a norm on
graded points of XK

n;V [76, Lemmas 2.36 and 8.44], and thus the balancing stratifi-
cation of XK

n;V is defined.
The stackXn;V of Fano varieties of dimension n and volume V has a‚-stratification,

defined in [13], whose semistable locus is XK
n;V . This ‚-stratification is not in-

duced by a linear form and a norm. Nevertheless, since Xn;V does have a norm
on graded points, it may be possible to apply Remark 3.5.11 to define a refined
Harder-Narasimhan stratification of Xn;V . However, at the time this thesis is being
written, it is not known whether the centres have good moduli spaces, apart from the
K-semistable stratum.

It is plausible that the iterated balanced filtration of a smoothK-semistable Fano
variety X over C is related to the asymptotics of the Calabi flow on X . This would
provide a refinement of the results in [18, 19].
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3.6.7 G -BUNDLES AND GAUGED MAPS

Let C be a smooth projective over C and let G be a connected reductive group. The
notion of semistability for principal G-bundles over C was defined in [68]. A moduli
space of semistable G-bundles on C was constructed in [69,70] using GIT. The stack
of semistable G-bundles BunG.C /ss is thus an open substack of the stack BunG.C / of
all G-bundles that admits a good moduli space. A choice of norm on cocharacters of
G induces a norm on BunG.C / as follows. Let T be a maximal torus of G with Weyl
group W , then we have identifications

Grad.BunG.C // D Hom.BGm;C;Hom.C;BG// D Hom.C;Hom.BGm;C; BG//

D
G

�2�Z.T /=W

Hom.L.�/; C / D
G

�2�Z.T /=W

BunL.�/.C /

by [36, Theorem 1.4.8]. Therefore there is a natural map

�0.Grad.BunG.C /// ! �0.Grad.BG// D �Z.T /=W;

along which we can pull back the norm on BG to get a norm on cocharacters of
BunG.C /. This gives BunG.C /ss a natural structure of normed good moduli stack,
and therefore defines the iterated balanced filtration for any semistableG-bundle. We
expect the Yang–Mills flow for G-bundles [10] to be related to the iterated balanced
filtration, in analogy with [34], which deals with the case G D GLn;C.

The moduli stack of G-bundles is a special case of the general framework of
gauged maps studied in [37]. For a projective-over-affine scheme X over C endowed
with an action of G and n � 0, Halpern-Leistner and Fernandez Herrero define a
stackMG

n .X/ parametrising families of Kontsevich stablemaps fromC to the quotient
stackX=G. TakingX D SpecC and n D 0 recovers the moduli stack ofG-bundles on
C . For suitable numerical invariants�, the semistable locusMG

n .X/
� -ss admits a good

moduli space. The numerical invariant � depends on a choice of norm on cochar-
acters of G, that then gives a norm on graded points of MG

n .X/ similarly to the case
of G-bundles [37, Definition 2.21]. Therefore MG

n .X/
� -ss is a normed good mod-

uli stack and the balancing stratification of MG
n .X/

� -ss is defined. The construction
in [37] works over a general noetherian base S of characteristic 0 with affine diago-
nal. In this setting one still gets a noetherian normed good moduli stack MG

n .X/
� -ss

with affine diagonal, and its balancing stratification is thus defined. More generally,
MG
n .X/ has a ‚-stratification whose centres have good moduli spaces [37, Section

5.2], so the refined Harder-Narasimhan stratification of MG
n .X/ is defined.



CHAPTER 4

CHAINS OF STACKS

We introduce the formalism of chains of stacks (Definition 4.1.1) as a tool to compute
the iterated balanced filtration. For every chain of stacks there is an associated se-
quential filtration (Definition 4.1.3). We give two different constructions of chains.
The first, the balancing chain (Construction 4.2.1), is very close to the balancing strati-
fication and it computes the iterated balanced filtration. The second, the torsor chain
(Construction 4.3.1) is more closely related to combinatorial versions of the iterated
balanced filtration. The main theorem of this chapter states that the torsor chain
also computes the iterated balanced filtration (Theorem 4.3.4). This fact will be used
to relate the iterated balanced filtration to convex geometry (Theorem 5.2.16 and
Corollary 5.2.18) and to artinian lattices (Corollary 7.5.11).

4.1 CHAINS

Let k be a field. A k-pointed stack is an algebraic stack X together with a k-point
xWSpec k ! X. k-Pointed stacks form a 2-category as follows. Amorphism .X; x/ !

.Y; y/ of k-pointed stacks is a morphism f W X ! Y of stacks and a 2-isomorphism
˛Wf ı x ! y. The composition of .f; ˛/W .X; x/ ! .Y; y/ and .g; ˇ/W .Y; y/ ! .Z; z/

is .gıf; ˇı.1g�˛//, where � denotes horizontal composition. If .f; ˛/; .f 0; ˛0/W .X; x/ !

.Y; y/ are morphisms of k-pointed stacks, a 2-morphism .f; ˛/ ! .f 0; ˛0/ is a 2-
morphism 
 Wf ! f 0 such that

x ı f x ı f 0

y

˛

1x�


˛0

commutes.

DEFINITION 4.1.1 (Chain). A chain .Xn; xn; 
n; un/n2N of k-pointed stacks is data:

85
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1. For each n 2 N, a k-pointed normed stack .Xn; xn/, where Xn is of finite pre-
sentation over Spec k with affine diagonal and such that Xn ! Spec k is a good
moduli space.

2. For each n 2 N, a Q-filtration 
n 2 Q - Filt.Xn; xn/ of xn.
3. For each n 2 N, a representable, separated and norm-preserving morphism

unW .XnC1; xnC1/ ! .GradQ.Xn/; gr 
n/:

We say that the chain .Xn; xn; 
n; un/n2N is bounded if there is N 2 N such that,
for all n � N , we have that 
n D 0 and un induces an isomorphism between XnC1

and Xn, seen as the closed and open substack of GradQ.Xn/ of “trivial gradings”.
A morphism f W .X 0n; x

0
n; 

0
n; u
0
n/ ! .Xn; xn; 
n; un/ of chains consists of morphisms

fnW .X
0
n; x
0
n/ ! .Xn; xn/ of pointed stacks, together with isomorphisms f .
 0n/ ! 
n

of filtrations and 2-commutative squares

.X 0nC1; x
0
nC1/ .GradQ.X

0
n/; gr 
 0n/

.XnC1; xnC1/ .GradQ.Xn/; gr 
n/

u0
n

fnC1 GradQ.fn/

un

of pointed stacks.

Suppose that .Xn; xn; 
n; un/n2N is a bounded chain. For n 2 N, we define a
map cnW XnC1 ! GradnC1Q .X0/ by

cn D GradnQ.u0/ ı Gradn�1Q .u1/ ı � � � ı un:

By Proposition 2.2.21, cn induces an injection

Q - Filt.XnC1; xnC1/ ! Q - Filt.GradnC1Q .X0/; cn.xnC1//:

Define �nC1 2 Q - Filt.GradnC1Q .X0/; cn.xnC1// to be the image of 
nC1 under this
injection. Define also �0 WD 
0 2 Q - Filt.X0; x0/.

LEMMA 4.1.2. There is a canonical isomorphism cn.xnC1/ ' gr�n, for all n 2 N.

Proof. For n D 0, c0.x1/ D u0.x1/ ' gr 
0 D gr�0 is given by u0 as a pointed map.
For n > 0, we have

gr�n D gr .FiltQ.cn�1/.
n// D GradQ.cn�1/.gr 
n/ '

GradQ.cn�1/ .un.xnC1// D cn.xnC1/;

as desired.
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Note that there is N 2 N such that �n D 0 for n � N , because the chain is
bounded. The lemma gives canonical isomorphisms

Q - Filt.GradnC1Q .X0/; cn.xnC1// Š Q - Filt.GradnC1Q .X0/; gr�n/

for all n. Therefore, byRemark 3.2.14, .�n/n2N defines an element ofQ1- Filt.X0; x0/.

DEFINITION 4.1.3 (Sequential filtration of a chain). The Q1-filtration associated to the
bounded chain .Xn; xn; 
n; un/n2N is .�n/n2N 2 Q1- Filt.X0; x0/.

4.2 THE BALANCING CHAIN

We now construct a chain closely related to the balancing stratification.

Construction 4.2.1. Let X be a normed noetherian algebraic stack with affine diagonal
and a good moduli space � W X ! X . Let xWSpec k ! X be a k-point, with k a field.
We define, a chain .Xn; xn; 
n; un/n2N over k as follows.

We set .X0; x0/ D .��1.�.x//; x/, which has good moduli space Spec k. For
n 2 N, assume Xn and xn are defined. We now define XnC1, xnC1, 
n and un in
terms of Xn and xn. We consider two cases:

Case 1. The point xn is closed in Xn. We then define XnC1 D Xn, xnC1 D xn,

n D 0 the trivial filtration in Q - Filt.Xn; xn/, and

unW .XnC1; xnC1/ ! .GradQ.Xn/; gr 
n/

given by the “trivial grading” map.
Case 2. The point xn is not closed in Xn. Then we consider the blow-up pW B D

BlXmax
n

Xn ! Xn, where Xmax
n is the closed substack of points with maximal dimen-

sion stabiliser [27, Appendix C]. In fact, jXmax
n j is a singleton consisting of the unique

closed point of jXnj [2, Proposition 9.1], which is different from xn by assumption.
Thus the point xn lifts uniquely to a point of B that we still denote xn.

By Theorem 2.6.4 and Example 2.6.8, B has a ‚-stratification induced by the
natural p-ample line bundle on B and the norm. Let � be the locally closed ‚-
stratum containing xn and letZ be its centre (Definition 2.5.1). Let 
n 2 Q - Filt.B; xn/
be the Harder–Narasimhan filtration of xn in B (Definition 2.5.6) and let xnC1 D

gr 
n 2 Z.k/. We identify Q - Filt.B; xn/ D Q - Filt.Xn; xn/ by Proposition 2.2.20,
and under this identification 
n is the balanced filtration of xn in Xn (Definition 3.1.6
and Proposition 3.1.2). By Theorem 2.6.4, Z has a good moduli space �ZW Z ! Z.
We set XnC1 D ��1

Z
.�Z.xnC1//. We define un to be the composition

unW XnC1 ! Z ,! GradQ.B/
GradQ.p/
������! GradQ.Xn/;
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which is representable and separated, since applying GradQ preserves representabil-
ity and separatedness, and the first two maps are immersions.

The stack XnC1 inherits a norm from Xn along the composition

XnC1 ! GradQ.Xn/ ! Xn:

By commutativity of
FiltQ.B/ FiltQ.Xn/

GradQ.B/ GradQ.Xn/

gr gr

we get a pointed morphism unW .XnC1; xnC1/ ! .GradQ.Xn/; gr 
n/.

DEFINITION 4.2.2 (The balancing chain). Let X be a normed noetherian good mod-
uli stack with affine diagonal, let k be a field and let x 2 X.k/ be a k-point. The
balancing chain of .X; x/ is the chain .Xn; xn; 
n; un/n2N of k-stacks constructed in Con-
struction 4.2.1.

Remark 4.2.3. The following properties of the balancing chain are clear from Theo-
rem 3.1.3:

1. For every n 2 N, we have 
n D 0 if and only if xn is closed in Xn.
2. For every n 2 N, we have that ev0.
n/ is the unique closed point of Xn.

LEMMA 4.2.4. Assume the setup of Definition 4.2.2. For every n 2 N such that xn is not closed in
Xn, we have that z.Xn/ � z.X0/C n, where z.�/ denotes central rank (Definition 3.4.1).

Note as well that z.X0/ � z.X/.

Proof. Let n 2 N and suppose that xn is not closed in Xn. Then z.XnC1/ > z.Xn/ by
Lemma 3.4.7. The results follows by induction.

COROLLARY 4.2.5. Assuming the setup of Definition 4.2.2, the balancing chain of .X; x/ is
bounded.

Proof. If it was not bounded, then for every n 2 N we would have that xn is not closed
in Xn and thus that z.Xn/ � n by Lemma 4.2.4. This would contradict the bound
z.Xn/ � d.X0/, where d.�/ denotes maximal stabiliser dimension (Definition 3.1.5).

PROPOSITION 4.2.6. Let X be a normed noetherian good moduli stack with affine diagonal, and let
x 2 X.k/ be a field-valued point. Then the sequential filtration of x associated to the balancing chain
of .X; x/ (Definitions 4.1.3 and 4.2.2) equals the iterated balanced filtration of x (Definition 3.5.8).
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Proof. Let .Xn; xn; 
n; un/n2N be the balancing chain of .X; x/, and let

�bc.x/ 2 Q - Filt.X0; x0/ D Q - Filt.X; x/

be its associated sequential filtration. Note that, by Corollary 3.5.7, the iterated bal-
anced filtration �ib.x/ of .X; x/ equals that of .X0; x/.

We prove the statement by induction on N.X/ D d.X/ � z.X/. If N.X/ D

0, then x is closed in X0 and therefore �ib.x/ D �bc.x/ D 0. If x is not closed
in X0 then, using the notation of Construction 4.2.1, 
0 2 Q - Filt.X0; x/ is the
balanced filtration of x (Definition 3.1.6). From Proposition 3.2.11, we get a map
'W Q1- Filt.X1; x1/ ,! Q1- Filt.GradQ.X0/; gr 
0/ ! Q1- Filt.X0; x0/ that, in the
notation of Remark 3.2.14, can be written as

.�0; �1; : : :/ 7! .
0; �0; �1; : : :/:

By construction of the balancing chain, we have �bc.x/ D '.�bc.x1//, and by con-
struction of the balancing stratification, we have �ib.x/ D '.�ib/.x1/. By Lemma 3.4.7,
N.X1/ < N.X0/. Therefore �ib.x1/ D �bc.x1/ by induction, and hence �ib.x/ D

�bc.x/.

Remark 4.2.7. One could define chain similar to the balancing chain but where one
replaces Xn with fxng (with reduced structure) at each step, and Proposition 4.2.6
would still be true by the same reasons.

4.3 THE TORSOR CHAIN

We introduce a second chain whose construction is similar to that of the balancing
chain, but where at each step the exceptional divisor is replaced by the natural Gm-
torsor over it. Then we prove (Theorem 4.3.4) that this new chain also computes the
iterated balanced filtration.

Construction 4.3.1. Let X be a normed noetherian algebraic stack with affine diagonal
and with a good moduli space � W X ! X . Let k be a field and let x 2 X.k/ be a
k-point. We construct a chain .Yn; yn; �n; vn/n2N inductively as follows.

We set .Y0; y0/ D .�.��1.x//; x/. Suppose that .Yn; yn/ is defined. We define
�n, vn and .YnC1; ynC1/ in terms of .Yn; yn/.

Case 1. The point yn is in Ymax
n . In that case, we set �n D 0, .YnC1; ynC1/ D

.Yn; yn/ and vnW .YnC1; ynC1/ ! .GradQ.Yn/; gr �n/ the “trivial grading” map.
Case 2. The point yn is not in Ymax

n . Then yn lifts uniquely to B WD BlYmax
n

Yn,
which is canonically endowed with a linear form on graded points, coming from the
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exceptional divisor, and with the induced norm on graded points (Theorem 2.6.4 and
Example 2.6.8). We let �n 2 Q - Filt.Yn; yn/ be the HN filtration of yn in B. Let � be
the locally closed ‚-stratum of B containing yn, and let Z be its centre. Let E be the
exceptional divisor and N ! E the natural Gm;k-torsor, that is, N is the complement
of the zero section inside the total space of the normal cone to Ymax

n ! Yn. If L is the
ideal sheaf of the exceptional divisor E, then N D A..LjE/

_/�, where A.�/� denotes
total space minus zero section.

LEMMA 4.3.2. The “forget the grading” map hW Z ! B factors through E ! B. As a conse-
quence, the open immersion Z ! GradQ.B/ factors through the closed immersion GradQ.E/ !

GradQ.B/. In particular, the induced map Z ! GradQ.E/ is an open immersion.

Proof. The centre Z carries a canonical rational BGm-action, which endows every
quasi-coherent sheaf M on Z with a Q-grading M D

L
c2Q Mc. To see how this

grading originates, let us assume for simplicity that the BGm-action is integral. Then
for any morphism f WT ! Z there is an associated map gWT � BGm ! Z. The
pullback g�M is a Gm-equivariant sheaf on T , that is, a Z-graded sheaf on T , and
the underlying sheaf is .T ! T � BGm/

�g�M D f �M. Thus f �M has a canonical
Z-grading for every f , and this gives the Z-grading for M itself.

Let L be the ideal sheaf of E. Since Z is the centre of a stratum, unstable with
respect to the linear form h�;Li, we must have that the Q-grading on h�L is con-
centrated in degree �1. Indeed, we know that for every map Spec l ! Z, with l a
field, the pullback .Spec l � BGm ! Z/�h�L is concentrated in degree �1. Thus by
Nakayama’s lemma, .h�L/c D 0 for all c 2 Q n f�1g.

On the other hand, the structure sheaf OZ is concentrated in degree 0. There is
a map L ! OB because L is an ideal sheaf. Pulling this map back along h, we get
a homomorphism h�L ! OZ that must be 0 for degree reasons. Therefore h factors
through E ! B. Since GradQ.E/ D E �B GradQ.B/, the lemma follows.

Let M be the fibre product

M N

Z E;

p

and let ynC1 be any k-point of M lying above gr �n. Any two choices of ynC1 are
related by a unique Gm;k-torsor automorphism of M ! Z. Now M has a good
moduli space �MW M ! M because M ! Z is affine and Z has a good moduli
space. Finally, we let YnC1 WD ��1

M
.�M.ynC1// and vnW .YnC1; ynC1/ ! .M; ynC1/ !
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.Z; gr �n/ ! .GradQ.Xn/; gr �n/. We are abusively denoting �n both the filtration of
xn in Xn and in B, and by gr �n the associated graded point in the two cases.

DEFINITION 4.3.3 (Torsor chain). Let X be a normed noetherian good moduli stack
with affine diagonal, let k be a field and let x 2 X.k/ be a k-point. The torsor chain of
.X; x/ is the chain .Yn; yn; �n; vn/n2N of k-stacks from Construction 4.3.1.

THEOREM 4.3.4. Let k be a field and let .X; x/ be a k-pointed normed noetherian good moduli
stack with affine diagonal. Then the torsor chain of .X; x/ is bounded and its associated Q1-filtration
(Definitions 4.1.3 and 4.3.3) equals the iterated balanced filtration of .X; x/ (Definition 3.5.8).

Proof. Let .Xn; xn; 
n; un/n2N be the balancing chain of .X; x/ and let .Yn; yn; �n;
vn/n2N be the torsor chain. The iterated balanced filtration is well-behaved under
field extension by Proposition 3.5.5, and the torsor chain also commutes with base
field extension by a similar argument. Therefore, we may assume that k is alge-
braically closed.

By Corollary 2.1.5, X0 D R0=G0, where R0 is an affine scheme and G0 is the
stabiliser of a k-point p0 of R0 which is also the unique closed G0-orbit of R0. By
Proposition 3.1.7, the norm on graded points of X0 is induced by a norm on cochar-
acters of G0. The stack Xn can be written as Xn D Rn=Gn, with Rn affine and Gn
the stabiliser of a k-point pn of Rn which is also the unique closed Gn-orbit; and the
norm on Xn is induced by a norm on cocharacters of Gn.

We start by introducing some natural extra structure on the balancing chain.
Let N the smallest natural number such that 
N D 0. For every n � N , there are
line bundles Ln;1; � � � ;Ln;n on Xn constructed inductively as follows. If n < N , then
LnC1;i D .XnC1 ! Xn/

�Ln;i for all i D 1; : : : ; n. The map XnC1 ! Xn we are con-
sidering is the composition of unW XnC1 ! GradQ.Xn/ and the “forget the grading”
map GradQ.Xn/ ! Xn. Using the notation of Construction 4.2.1, we have a rela-
tively ample line bundle LB D OB.�E/ on the blow-up B D BlXmax

n
Xn, and we let

LnC1;nC1 D .XnC1 ! B/�LB , where the morphism considered is the composition
XnC1 ! Z ! GradQ.B/ ! B.

There is also a natural non-degenerate rational BGn
m-action on Xn for each n �

N . Indeed, if this action has been constructed for Xn, with n < N , we construct it
for XnC1 as follows. Again, we use the notations of Case 2 in Construction 4.2.1.
By Lemma 3.4.5, the rational BGn

m-action on Xn lifts canonically to a rational BGn
m-

action on B. Since Z is an open substack of GradQ.B/, it has a natural BGn
m�BGm-

action, and it is nondegenerate by the argument in the proof of Lemma 3.4.7. This
action now restricts to the closed substack XnC1 of Z.
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Let Tn be a maximal torus ofGn. It follows from [36, Theorem 1.4.8] that the ra-
tional BGn

m-action on Xn is given by rational one-parameter subgroups ˇ1; : : : ; ˇn of
the centre Z.Gn/ that act trivially on Rn. Indeed, the BGn

m-action is given by an ele-
ment ˇ 2 Hom.Gn

m;k
; Tn/˝ZQ and a connected componentC of the fixed point locus

R
ˇ;0
n such that the induced “forget the grading” mapC=LGn

.ˇ/ � GradQ.Xn/ ! Xn

is an isomorphism. Since Rn has a point fixed by Gn, it must be LGn
.ˇ/ D Gn, and

consequently C D Rn, from what we see that .ˇ1; : : : ; ˇn/ D ˇ has the desired prop-
erty.

The blow-up Bn D BlXmax
n

Xncan be written as Bn D Bn=Gn, with Bn the blow-
up of Rn along a closed subscheme Rmax

n given by Xmax
n . The centre of the locally

closed ‚-stratum of Bn containing the lift of xn to Bn is Zn D Zn=LGn
.ˇnC1/, where

ˇnC1 2 �Q.Tn/ corresponds to gr 
n and Zn is an open subscheme of the fixed point
locusBˇnC1;0

n . The groupGnC1 is the stabiliser of a point ofZn, so it is identified with a
subgroup of LGn

.ˇnC1/ containing ˇ1; : : : ; ˇnC1 in its centre. With this identifications
we regard the ˇi as independent of n.

Claim 4.3.5. For all n < N , for all 1 � j � n, we have the equalities hˇj ;LnC1;nC1i D 0

and hˇnC1;LnC1;nC1i D 1. Therefore hˇi ;Ln;j i D ıij for n � N and i � j � n.

The first equality follows from the fact that the ˇ1; : : : ; ˇn act trivially on Rn and
thus also on the normal cone to Rmax

n . The second follows from the definition of 
n
as the minimiser of k�k subject to h
n;LnC1;nC1i D 1, and the fact that gr 
n is given
by ˇnC1.

Claim 4.3.6. For all n � N and all 1 � i ¤ j � n, we have .ˇi ; ˇj / D 0, where .�;�/
denotes the inner product in �Q.Tn/ defined by the norm on cocharacters of Gn.

We prove the claim by induction. Let n < N . By the Linear Recognition The-
orem 2.6.9, a point z 2 .Bn/

ˇnC1;0 belongs to Zn if and only if it is semistable with
respect to the shifted linear form, which in this case is

`n D h�;LBn
i �

1

kˇnC1k2
.ˇnC1;�/;

where LBn
is the relatively ample line bundle on Bn. Since ˇi for i � n all fix z,

we must have `n.ˇi/ � 0 and `n.�ˇi/ � 0, but `n.ˇi/ D
1

kˇnC1k2
.ˇnC1; ˇi/ and

`n.�ˇi/ D �
1

kˇnC1k2
.ˇnC1; ˇi/, so .ˇnC1; ˇi/ D 0. This proves the claim.

Let us denote Vn D A.L_1;n/
� �Xn

� � � �Xn
A.L_n;n/

�, where A.�/� denotes total
space minus zero section. There is a natural quotient presentation Vn D Vn=Gn,
where Vn D A.L_n;1jRn

/� �Rn
� � � �Rn

A.L_n;njRn
/�, which is a Gn

m-torsor over Rn, and
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in particular carries a Gn
m;k

-action. Let T 0n D im.ˇ1; : : : ; ˇn/ � Z.Gn/. Note that this
is well-defined even if the ˇi are rational cocharacters and not necessarily integral.

Claim 4.3.7. The torus T 0n acts on Vn via a homomorphism ınWT
0
n ! Gn

m;k
. Moreover,

ın is an isogeny.

Recall that the torus T 0n acts trivially on Rn. The Gn
m-torsor Vn=T 0n ! Rn=T

0
n D

Rn � BT 0n is given by a map r WRn � BT 0n ! BGn
m;k

, which is in turn given by a map
R0 ! Hom.BT 0n; BGn

m;k
/. We have the equality

Hom.BT 0n; BGn
m;k/ D

G
˛2Hom.T 0

n;G
n
m;k

/

BGn
m

because T 0n is a split torus and by [36, Theorem 1.4.8]. Therefore, since Rn is con-
nected, r corresponds to a pair .R0

o
�! BGn

m;k
; ın/, where o corresponds to the

Gn
m-torsor Vn ! R0 and ın 2 Hom.T 0;Gn

m;k
/. We recover r as the composition

R0 � BT 0
.o;Bın/
����! BGn

m;k
� BGn

m;k
! BGn

m;k
, the last map being multiplication.

The homomorphism ın induces a map D.ın/QW�Q.G
n
m;k
/ ! �Q.T

0
n/. If we take

ˇ1; : : : ; ˇn as a basis of �Q.T
0
n/ and the standard basis of �Q.G

n
m;k
/, then D.ın/Q is

given by the matrix hˇi ;Ln;j i, which we have shown is upper triangular with 1’s in
the diagonal. Therefore D.ın/Q is an isomorphism and ın is an isogeny.

Claim 4.3.8. Let Xn D Rn=.Gn=T
0
n/ and let Dn D ker ın. Then Vn=.Gn=Dn/ Š Xn.

The group .Gn=Dn/=.T
0
n=Dn/ acts on the stack Vn=.T 0n=Dn/ and there is a natural

isomorphism

Vn=.Gn=Dn/ Š
�
Vn=.T

0
n=Dn/

�
=
�
.Gn=Dn/=.T

0
n=Dn/

�
;

by [71, Remark 2.4]. Since T 0n=Dn D Gn
m;k

and Yn ! Rn is a Gn
m-torsor, we have

Vn=.T
0
n=Dn/ D Rn. Noting that .Gn=Dn/=.T

0
n=Dn/ D Gn=T

0
n, we get the desired

isomorphism.
As a consequence of the claim, we see that the goodmoduli space ofVn is Spec k.

Claim 4.3.9. Let fnW Vn ! Xn be the Gn
m-torsor map. Then f �1n .Xmax

n / D Vmax
n and

d.Xn/ D d.Vn/C n.

Let p0n be a k-point of Vn mapping to pn along Vn ! Xn. Necessarily Gnp0n is
the unique closed orbit inside Vn. Let Hn be the stabiliser of p0n. By [7, Theorem
10.4, (5) and (6)] together with the fact that the good moduli space of Vn is Spec k,
there is a locally closed Hn-equivariant subscheme Sn of Vn containing x0n such that
Sn=Hn ! Vn is an isomorphism. The map Sn=.Hn=Dn/ ! Vn=.Gn=Dn/must also be
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an isomorphism. Since Sn has a point fixed byHn, the maximal dimension stabiliser
locus is Vmax

n D S
.Hn/ı
n =Hn, where .Hn/ı is the reduced identity component of Hn

(see [27, Appendix C]). Similarly, .Vn=.Gn=Dn//
max D .Sn/

.Hn=Dn/ı=.Hn=Dn/. Since
Dn acts trivially on Sn, we have .Sn/.Hn=Dn/ı D S

.Hn/ı
n . This proves that, denoting

�nW Vn ! Xn the obvious map, we have Vmax
n D ��1n .X

max
n /. On the other hand, since

Rn has a point fixed by Gn, we have Xmax
n D R

.Gn/ı
n =Gn. Since T 0n acts trivially on Rn,

X
max
n D R

.Gn=T
0
n/ı

n =.Gn=T
0
n/ D R

.Gn/ı
n =.Gn=T

0
n/ so, denoting qnW Xn ! Xn, we have

q�1n

�
X

max
n

�
D Xmax

n . Hence f �1n
�
Xmax
n

�
D q�1n

�
X

max
n

�
D ��1n

�
X

max
n

�
D Vmax

n . For

the last statement, just note that d.Vn/ D d
�
Xn

�
and that d.Xn/ D d

�
Xn

�
C n.

This proves the claim.
Suppose that n < N . Let x0n be a k-point of Vn mapping to xn along Vn ! Xn.

Claim 4.3.10. The balanced filtration of .Vn; x0n/ equals the balanced filtration of
.Xn; xn/ under the injection Q - Filt.Vn; x0n/ ! Q - Filt.Xn; xn/.

We identify the balanced filtration of .Xn; xn/with ˇnC1 2 �Q.Gn/. Since ˇnC1 is
orthogonal to the cocharacters in T 0n, by Claim 4.3.6, and since Xn ! Xn preserves
the substacks of maximal stabiliser dimensions, the image ˇnC1 2 �Q.Gn=T

0
n/ of

ˇnC1 inside Gn=T 0n is the balanced filtration of .Xn; xn/. Since �nW Vn ! Xn is a
gerbe banded by the finite group Dn, Q - Filt.Vn; x0n/ D Q - Filt.Xn; xn/, and this
equality identifies the balanced filtrations of Vn and Xn because ��1n .X

max
n / D Vmax

n .
Therefore ˇnC1 is also the balanced filtration of .Vn; x0n/.

Let Cn D BlVmax
n

Vn D Cn=Gn. Since Vn ! Xn is flat, being a Gn
m-torsor, and

since f �1n .Xmax
n / D Vmax

n , we have that the blow-ups form a cartesian diagram

Cn Vn

Bn Xn:

fn

p

Let Z0n be the centre of the locally closed ‚-stratum of Cn containing the lift of x0n to
Cn.

Claim 4.3.11. There is a natural cartesian square

Z0n Vn

Zn Xn:

fn

p

We denote ˇnC1 D � for simplicity. As mentioned above, the centre Zn is the
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semistable locus inside B�
n WD B�;0n =LGn

.�/ for the shifted linear form

h�;Li �
1

k�k2
.�;�/;

where here L WD LBn
jB�

n
is the standard relatively ample line bundle on Bn, pulled

back to B�
n . Similarly, Z0n is the semistable locus inside C�

n WD C �;0n =LGn
.�/ for the

form
h�;LjC�

n
i �

1

k�k2
.�;�/;

since LjC�
n
is the standard relatively ample line bundle on Cn. First, note that the

natural square
C�
n Cn

B�
n Bn

p

is cartesian. This follows from cartesianity of the two squares

C�
n Cn B�

n Bn

C
�

n Cn B
�

n Bn;

p p
and (4.1)

where Cn D Cn=.Gn=Dn/, C
�

n D C �;0n =LGn=Dn
.�/, Bn D Bn=.Gn=T

0
n/ and B

�

n D

B�;0n =LGn=T
0
n
.�/, together with the isomorphisms Cn Š Bn and C

�

n Š B
�

n. From
the compatibility of the standard relatively ample line bundles on Cn, Bn and Cn D

Bn under pullbacks and from the shape of the shifted linear forms, it follows that
.C

�

n/
ss �Cn

Cn D .C�
n /

ss and B
�

n �Bn
Bn D .B�

n /
ss, and therefore Z0n D .C�

n /
ss D

.B�
n /

ss �Bn
Cn D Zn �Xn

Vn, as desired. This proves the claim.
We now show by induction that .Vn; x0n/ Š .Yn; yn/. For n D 0 there is nothing

to prove. If n < N and .Vn; x0n/ Š .Yn; yn/, then YnC1 is constructed as follows. We
take the standard relatively ample line bundle LCn

on Cn and let M D A.L_
Cn

jZ0
n
/�.

We choose a point ynC1 in M mapping to z WD limt!0 �.t/x
0
n 2 Z0n, and we let

.YnC1; ynC1/ be the fibre of the good moduli space of N containing ynC1. Note that
by the previous claim,

Z0n D A.L_n;1jZn
/� �Zn

� � � �Zn
A.L_n;njZn

/�;

so actually M D A.L_n;1jZn
/� �Zn

� � � �Zn
A.L_n;njZn

/� �Zn
A.L_

Bn
jZn
/�. The stack

XnC1 is the fibre of the good moduli space of Zn containing limt!0 �.t/xn, and from
the definitions we have VnC1 D XnC1 �Zn

M. Since we have seen that VnC1 has for
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moduli space Spec k, it must be the fibre of the good moduli space of M. Therefore
VnC1 Š YnC1. By either choosing the lifts x0nC1 appropriately or applying a torsor
automorphism of Yn, we can arrange that ynC1 D x0nC1.

In particular, from these isomorphisms it follows that yN is closed in YN , so the
torsor chain is bounded. We have seen that the balanced filtration of Vn maps to the
balanced filtration of Xn. Therefore the maps Yn ! Xn give a morphism of chains
(the compatibility of link morphisms YnC1 ! GradQ.Yn/ and XnC1 ! GradQ.Xn/

naturally follows from the construction). Since Y0 D X0, the sequential filtration of
the torsor chain equals the sequential filtration of the balancing chain, as we wanted
to show.



CHAPTER 5

THE ITERATED BALANCED FILTRATION AND
CONVEX GEOMETRY

Despite its seemingly convoluted definition in terms of repeated blow-ups and ‚-
stratifications, we illustrate in this chapter how the iterated balanced filtration can be
explicitly computed in terms of convex geometry and convex optimisation for stacks
of the form V=Gn

m;k
where V is a vector space. Even if we are only interested in

actions by a torus Gn
m;k

, we will need to deal more generally with actions by diago-
nalisable groups, that is, groups of the form G

n0

m;k
� �n1;k � � � ��nl ;k, where �ni ;k is

denotes the group of ni th roots of unity over k. The reason is that these groups will
naturally appear as stabilisers. We recall some facts about diagonalisable groups at
the beginning of Section 5.2.

Suppose one is interested in the iterated balanced filtration of a geometric point
xWSpec k ! X in a normed good moduli stack X. By taking the fibre of the good
moduli space at x, we may assume that X ! Spec k is the good moduli space. If y is
the unique closed k-point of X, andG is the stabiliser of y, then X is of the form X D

SpecA=G by Corollary 2.1.5. Since closed immersions have no effect in the iterated
balanced filtration, we may assume after embedding SpecA in a representation of G
that SpecA D V is a finite dimensional vector space on whichG acts linearly, and the
point x is given by some vector x 2 V . From now, we assume that G is diagonalisable
(for example, G D Gn

m;k
is a split torus). Then the structure of G-representation V

is determined by a direct sum decomposition V D
L

�2�Z.G/
V�, where G acts on

V� by the character �. The state of x (named after [53]) is the finite set „ D f� 2

�Z.G/ j p�.x/ ¤ 0g, where p�WV ! V� denotes the projection. Writing V D V 0˚V0

and considering the closed immersion V 0=G Š .V 0 � fp0.x/g/ =G ! V=G, we may
assume that 0 … „. We may simplify the situation further by considering A„

k
to be the

product of #.„/many copies of A1
k
, endowed with the action of G via the characters

97
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in „. There is a G-equivariant linear closed immersion A„ ! V sending the point
.1; : : : ; 1/ to x, so we may replace V=G and x with A„=G and .1; : : : ; 1/. This is the
pointed stack associated to the state „ (Definition 5.2.1).

We will be able to determine the balanced filtration of x in terms of its state „.
To this aim, we develop a theory of polarised states (where, in addition to the set „,
we have the data of a character ˛WG ! Gm;k) purely in combinatorial terms. We
introduce a notion of filtration (Definition 5.1.3) and Q1-filtration (Definition 5.1.5)
for states, and an analogue of the balancing chain and of the iterated balanced fil-
tration (Definition 5.1.19). We then define a functor (Definition 5.2.1) that associates
a pointed stack to every state, and we prove that the iterated balanced filtration of
the pointed stack coincides with that of the state (Corollary 5.2.18). Computing the
iterated balanced filtration of a state boils down to a simple convex optimisation prob-
lem.

5.1 POLARISED STATES

We develop here a combinatorial analogue of the theory of iterated balanced filtra-
tions. For the rest of this section, we fix a subring A of R with field of fractionsK, and
we assume that A is a principal ideal domain. We endow A and K with the order
induced from R. The two most important cases for us are A D Z and K D Q, and
A D K D R. The first is important for the comparison between stacks and states,
while the second allows to formulate a more general conjecture on asymptotics of
gradient flows (Conjecture 5.3.5)

DEFINITION 5.1.1 (Polarised state). A polarised state „ over A is a triple „ D .M;„; ˛/

where
1. M is a finite type A-module,
2. „ � M n f0g is a finite subset (the state), and
3. ˛ 2 MK (the polarisation).

We denote MK D M ˝A K, M_ D Hom.M;A/ and M_K D M_ ˝A K. A normed po-
larised state is a polarised state „ D .M;„; ˛/ together with aK-rational inner product
onM_K .

For the rest of this section, all polarised states considered will be defined over A.
Let „ D .M;„; ˛/ be a polarised state. We denote h�;�iWM_ �M ! Z the duality
pairing. For � 2 M_K , we let H� D fˇ 2 MK j h�; ˇi � 0g be the half-space defined
by � and @H� D fˇ 2 MK j h�; ˇi D 0g the hyperplane defined by �. We will need a
few basic notions about convex geometry for which a sufficient source is [30]. A cone
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inMK is a subset of the form H�1
\ � � � \H�n

for �1; : : : ; �n 2 M_K or, equivalently, of
the form .K�0/�1 C � � � C .K�0/�k for �1; : : : ; �k 2 MK . We include the degenerate
cases f0g and MK . If C is a cone, a face of C is a subset of the form C \ @H�, where
� 2 M_K is such that C � H�.

DEFINITION 5.1.2 (Semistable and polystable polarised states). We say that the po-
larised state „ is semistable if ˛ is in cone .„/, the convex cone generated by „ inside
MK . We say that „ is polystable if it is semistable and the smallest face of cone .„/
containing ˛ is cone .„/ itself (that is, ˛ is in the relative interior of cone .„/).

We are abusing notation by denoting the image of „ inside MK also by „. By
cone .„/ we will always mean a subset ofMK .

DEFINITION 5.1.3 (Filtrations of a state). Suppose that „ is semistable. The set of
K-rational filtrations (or K-filtrations) of „ is

K - Filt.„/ WD f� 2 M_K j h�;„i � 0 and h�; ˛i D 0g:

We are using the notation h�;„i � 0 to mean that h�; �i � 0 holds for all � 2 „.

DEFINITION 5.1.4 (Associated graded state). Suppose that „ is semistable and let
� 2 K - Filt.„/. The associated graded state Grad�.„/ is the semistable polarised state
Grad�.„/ D .M;„�;0; ˛/, where „�;0 WD „ \ @H�.

Proof thatGrad�.„/ is semistable. Since„ � H�, we have the equality cone.„/\@H� D

cone.„ \ @H�/. Therefore ˛ 2 cone.„�;0/.

DEFINITION 5.1.5 (Sequential filtrations of a state). Let„ D .M;„; ˛/ be a semistable
polarised state. The set K1 - Filt.„/ of sequential filtrations (or K1-filtrations) of „ is the
set of those sequences .�n/n2N inM_K satisfying

1. �n D 0 for n � 0, and
2. �0 2 K - Filt.„/ and, for all n 2 N>0, we have

�n 2 K - Filt .Grad�n�1
.� � �Grad�1

.Grad�0
.„// � � � // :

DEFINITION 5.1.6 (Morphism between states). A morphism 'W „1 D .M1; „1; ˛1/ !

„2 D .M2; „2; ˛2/ between semistable polarised states is a surjective homomorphism
'WM2 ! M1 such that

1. for all � 2 „2, either '.�/ 2 „1 or '.�/ D 0; and
2. ˛2 2 cone .„2 \ ker'/.
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If „1 and „2 are normed, we say that ' is a morphism between normed semistable
polarised states if the inner product on .M1/

_
K is the restriction of that on .M2/

_
K along

the inclusion .M1/
_
K ,! .M2/

_
K defined by '.

With the obvious composition and identity, semistable (normed) polarised states
form a category.

LEMMA 5.1.7. Let 'W „1 D .M1; „1; ˛1/ ! „2 D .M2; „2; ˛2/ be a morphism between
semistable polarised states. Then the injection '_K W .M1/

_
K ! .M2/

_
K induces a mapK -Filt.„1/ !

K -Filt.„2/ between sets of K-rational filtrations.

Proof. If � 2 K - Filt.„1/ and � 2 „2, then h'_K.�/; �i D h�; '.�/i � 0, since either
'.�/ D 0 or '.�/ 2 „1. Likewise, h'_K.�/; ˛2i D h�; '.˛2/i D 0, since '.˛2/ D 0 in
.M1/K . Therefore '_K.�/ 2 K - Filt.„2/.

In the situation of Lemma 5.1.7, we will use the simpler notation '.�/ WD '_K.�/.

PROPOSITION 5.1.8. Let 'W „1 D .M1; „1; ˛1/ ! „2 D .M2; „2; ˛2/ be a morphism
between semistable polarised states and let � 2 K -Filt.„1/. The homomorphism 'WM2 ! M1

induces a map Grad�.'/WGrad�.„1/ ! Grad'.�/.„2/ between associated graded states.

Proof. The first condition to be checked is that for all � 2 .„2/�;0, we have '.�/ D 0 or
'.�/ 2 .„1/�;0. If '.�/ is not 0, then '.�/ 2 „1, and since h�; '.�/i D h'.�/; �i D 0,
we have indeed '.�/ 2 .„1/�;0. For the second condition, we have

˛2 2 cone .„2 \ ker'/ \ @H'.�/ D cone
�
„2 \ ker' \ @H'.�/

�
D cone

�
.„2/'.�/;0 \ ker'

�
;

as desired.

DEFINITION 5.1.9 (Chain of states). A chain of normed semistable polarised states is a se-
quence .„n; �n; un/n2N where

1. for each n 2 N, „n is a normed semistable polarised state;
2. �n 2 K - Filt.„n/ for each n 2 N;
3. unW „nC1 ! Grad�n

.„n/ is a morphism of normed semistable polarised states;
and

4. for all n � 0, �n D 0 and un is an isomorphism (boundedness).

Suppose that .„n; �n; un/n2N is a chain of normed semistable polarised states.
We denote cnW „nC1 ! Grad�n

.� � �Grad�1
.Grad�0

.„0// � � � / the map defined by

cn D un ı Grad�n
.un�1/ ı � � � ı Grad�n

.� � �Grad�1
.Grad�0

.u0// � � � / :
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We are abusively denoting by �n the image of �n along the relevant maps between
sets of filtrations, but note as well that all these maps are injective. The sequence
.cn�1.�n//n2N (where c�1.�0/ WD �0) is a K1-filtration of „0.

DEFINITION 5.1.10 (Associated sequential filtration). The sequential filtration associated
to the chain .„n; �n; un/n2N is .cn�1.�n//n2N 2 K1 - Filt .„0/. We will simply denote it
.�n/n2N .

DEFINITION 5.1.11 (Slice of a state). Let „ D .M;„; ˛/ be a semistable polarised
state. Let F be the smallest face of cone.„/ containing ˛, let R be the submodule of
M generated by F \„, letM 0 D M=R, let qWM ! M 0 be the quotient map, and set
„0 D q.„ nF /. We define the slice of „ to be the state „0 D .M 0; „0; 0/ together with
the morphism qW „0 ! „ given by qWM ! M 0. If „ is normed, we regard „0 as a
normed polarised state, where .M 0/_K inherits an inner product along the inclusion
q_K W .M 0/_K ! M_K .

Note that „0 is semistable, since 0 belongs to any cone. We are again abusing
notation: the expression F \„ denotes the subset of „ consisting of the elements �
whose image inMK is contained in F .

PROPOSITION 5.1.12. Let „ D .M;„; ˛/ be a semistable polarised state and let qW „0 ! „

be its slice. Then the map K -Filt.„0/ ! K -Filt.„/ induced by q is a bijection.

Proof. We use notation from Definition 5.1.11. Let � 2 K - Filt.„/. Then cone.„/\

@H� is a face of cone.„/ containing ˛, soF � cone.„/\@H�. In particular, h�; �i D 0

for all � 2 F \ „. Therefore � has a preimage �0 along q_K W .M 0/_K ,! M_K , and
h�0; q.�/i D h�; �i � 0 for all � 2 „ n F , so �0 2 K - Filt.„0/. Hence the map
K - Filt.„0/ ! K - Filt.„/ is surjective. Since it is also injective, it is a bijection.

DEFINITION 5.1.13 (Complementedness of a filtration). Let „ D .M;„; ˛/ be a
semistable polarised state and let „0 D .M 0; „0; 0/ be its slice. Let � 2 K - Filt.„/ D

K - Filt.„0/. We define the complementedness h�; li 2 K�0 [ f1g of � to be

h�; li D inf
�2„0

h�; �i:

PROPOSITION 5.1.14. Let „ D .M;„; ˛/ be a semistable normed polarised state. There is a
unique element � 2 K -Filt.„/ such that

1. h�; li � 1, and
2. for all 
 2 K -Filt.„/ such that h
; li � 1, we have k�k � k
k.
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Proof. We may assume „ D „0. If „ D ¿, then � D 0 is the unique K-rational
filtration satisfying the conditions. Otherwise, P D f
 2 M_R j h
; �i � 1; 8� 2 „g

is a nonempty closed convex set (actually, an intersection of translated half-spaces)
inside M_R D M_K ˝K R, so there is a unique element � 2 P minimising the norm
k�k. To see that � 2 M_K , note that � lies in the relative interior of a face F of P .
The affine space F generates is of the form VR C v, where V is a vector subspace
of M_K , VR D V ˝K R and v 2 M_K . Since � is also the closest point to the origin
in VR C v, we must have that � D v � p.v/, where p is the orthogonal projection
pWM_R ! VR. Since the inner product onM_K is K-rational, p is defined over K, and
thus � is K-rational.

DEFINITION 5.1.15 (Balanced filtration of a state). Let „ be a semistable normed
polarised state. The balanced filtration �b.„/ of„ is the unique � 2 K - Filt.„/ satisfying
the conditions of Proposition 5.1.14.

Remark 5.1.16. For a normed semistable polarised state „ D .M;„; ˛/, we have„0 D
¿ if and only if „ is polystable, if and only if the balanced filtration �b.„/ D 0.

DEFINITION 5.1.17. Let „ be a normed semistable polarised state, and let � 2

K - Filt.„/ be such that h�; li � 1. We define a normed polarised state ƒ�.„/ as
follows. Let „0 D .M 0; „0; 0/ be the slice of „, let

.„0/�;1 D f� 2 M 0 j h�; �i D 1g � M 0;

and let �_ be the unique element of .M 0/K satisfying h
; �_i D .
; �/ for all 
 2 .M 0/_K ,
where .�;�/ denotes the inner product on .M 0/_K . Finally, we set

ƒ�.„/ D .M 0; .„0/�;1; �
_/:

The following theorem is an analogue for states of Theorem 2.6.9 in the case of
algebraic stacks and [33, Theorem 4.9] in the case of artinian lattices.

THEOREM 5.1.18 (Recognition of the balanced filtration for states). Let „ be a normed
semistable polarised state. Then the balanced filtration of „ is the unique filtration � 2 K -Filt.„/
satisfying

1. h�; li � 1 and
2. the polarised state ƒ�.„/ is semistable.

Proof. We use the notation of the proof of Proposition 5.1.14. By definition, the bal-
anced filtration � is the unique element in P minimising the function 1=2k�k2, whose
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differential at a point 
 2 .M 0/_R is precisely 
_ 2 .M 0/R. By the Karush–Kuhn–
Tucker conditions1 [59], for 
 2 P we have 
 D � if and only if there are numbers
u� � 0 for each � 2 „0 such that 
_ D

P
�2„0 u�� and uw D 0 if h
; �i > 1. But this

precisely means that 
_ 2 cone
�
.„0/
;1

�
, i.e. that ƒ
.„/ is semistable.

If � is the balanced filtration of „, then idM 0 defines a morphism ƒ�.„/ !

Grad�.„0/ (note that .„0/�;0 D ¿), and the quotient map M ! M 0 defines a mor-
phism Grad�.„0/ ! Grad�.„/. Thereforeƒ�.„/ is equipped with a canonical map
ƒ�.„/ ! Grad�.„/.

DEFINITION 5.1.19 (Balancing chain of a state and the iterated balanced filtration).
Let „ be a normed semistable polarised state. The balancing chain of „ is the chain
.„n; �n; un/n2N of normed semistable polarised states defined inductively as follows:

1. „0 WD „0;
2. for every n 2 N, �n is the balanced filtration of „n, „nC1 WD .ƒ�n

.„n//
0, and

unW „nC1 ! Grad�n
.„n/ is the composition of .ƒ�n

.„n//
0
! ƒ�n

.„n/ and the
canonical map ƒ�n

.„n/ ! Grad�n
.„n/.

The iterated balanced filtration of „ is the sequential filtration �ib.„/ 2 K1 - Filt.„/
associated to the balancing chain of „.

Proof that the balancing chain is well-defined. We need to check the boundedness condition
in Definition 5.1.9. We observe that, denoting „ D .M;„; ˛/, if ˛ ¤ 0 and „ is not
polystable, then #.„0/ < #.„/. Therefore, eventually �n D 0, and hence „0n D ¿ by
Remark 5.1.16, from where the chain stabilises.

Remark 5.1.20 (Torsion). The torsion ofM does not affect the iterated balanced filtra-
tion, but we allow for any finite-type A-moduleM in the definition of polarised state
in order to make the correspondence with stacks cleaner. Even if we are only inter-
ested in the case of a torus action, other diagonalisable groups that are not tori will
show up as stabilisers of points, and their group of characters can be any finite-type
abelian group.

1Recall that, whenminimising a convex differentiable function f W Rn ! R on a convex setR � Rn

defined by inequalities gi .x/ � 0, the Karush–Kuhn–Tucker conditions say that for x 2 U to be a
minimum of f , it is necessary and sufficient that the gradient rf .x/ belongs to the span of the rgi .x/

with gi .x/ D 0.
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5.2 FROM STATES TO GOOD MODULI STACKS

We now define a functor from states to pointed stacks, and prove that both theories
of iterated balanced filtrations coincide. We fix a field k for the rest of this section.
All polarised states considered in this section will be defined over Z (i.e. A D Z).

We recall that a diagonalisable group G over k is an algebraic group of the form
G D Spec kŒM� for a finite-type abelian group M , where the multiplication is given
by the map kŒM� ! kŒM� ˝k kŒM�Wm 7! m ˝ m for m 2 M . The group G is
said to be Cartier dual to M , and we write G D D.M/. The group of characters
of G is naturally identified with M , �Z.G/ Š M , and the Cartier duality functor
M 7! D.M/ gives an anti-equivalence of categories between the category of finite-
type abelian groups and the category of diagonalisable groups, with inverse �Z.�/.
We have D.Z/ D Gm;k, D.Z=nZ/ D �n;k (the group of nth roots of unity) and
D.M1 � M2/ D D.M1/ � D.M2/. Hence, by the classification of finite-type abelian
groups, any diagonalisable group is isomorphic to G

n0

m;k
��n1;k � � � � ��nl ;k for some

n0; l 2 N and n1; : : : ; nl 2 Z>1. For detailed account of diagonalisable algebraic
groups, we refer the reader to [64, §12.c,d].

DEFINITION 5.2.1 (Stack associated to a state). Let „ D .M;„; ˛/ be a (normed)
polarised state. We define a k-pointed (normed) good moduli stack .X„; x„/ over k
and a line bundle L„ on X„ as follows.

First, we denote G„ D D.M/ the diagonalisable algebraic group over k Cartier
dual to M . The group of characters �Z.G„/ of G„ is identified with M . Let A„

k
be

the product of #.„/ many copies of A1
k
. Consider the action of G„ on A„

k
through

the characters in „, that is, g � .x�/�2„ D .�.g/x�/�2„ for g in G„ and .x�/�2„ in
A„
k
. Let X„ WD A„

k
=G„ and x„ D .1; � � � ; 1/ 2 A„

k
.k/. We also denote x„ the

composition Spec k
x„
��! A„

k
! X„. We identify MQ D Pic.BG„/ ˝Z Q, and thus

the polarisation ˛ defines a rational line bundle L„ WD OX„
.˛/ D .X„ ! BG„/

�˛

on X„. We denote `„ the linear form on X„ associated to L„. If „ is normed, the
data of the inner product on M_Q is equivalent to that of a norm on cocharacters of
G„. It thus defines a norm on graded points of BG„ and also a norm on X„ by
pullback along X„ ! BG„.

We fix a polarised state „ D .M;„; ˛/, and denote „ı D .M;„; 0/ the associ-
ated “unpolarised” state. We abbreviate .X; x/ D .X„; x„/ and G D G„.

PROPOSITION 5.2.2. There is a canonical bijection

Q -Filt.X; x/ D Q -Filt.„ı/:
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Proof. By Remark 2.2.19, the set Q - Filt.X; x/ of rational filtrations of x in X is
identified with the set of those rational cocharacters � 2 M_Q D �Q.G/ such that
limt!0 �.t/x exists in A„

k
. Since �.t/x D

�
t h�;�i

�
�2„

, the limit exists precisely when
h�; �i � 0 for all � 2 „.

For y D .y�/�2„ 2 A„.k/, we define the state of y to be the set „y D f� 2

„ j y� ¤ 0g. If we let „y D .M;„y; ˛/, then we have a closed immersion f W X„y
!

X given by

f
�
.z�/�2„y

�
�

D

˚
z�y�; � 2 „y

0; else,
and f maps x„y

D .1; � � � ; 1/ to y.

PROPOSITION 5.2.3. Let � 2 Q -Filt.X; x/. Then the state of y D limt!0 �.t/x is „y D

„ \ @H�.

Proof. Again, �.t/x D .t h�;�i/�2„ and thus

y� D

˚
0; h�; �i > 0I

1; h�; �i D 0I

which implies the claim.

The state also determines the stabiliser of x.

PROPOSITION 5.2.4. Let K be the subgroup ofM generated by the elements of „, and let C D

M=K. Let S D D.C/ be the Cartier dual of C , which is equipped with an injection S ! G. Then
S is the stabiliser group of x.

Proof. The group G acts on A„ via the characters �WG ! Gm;k, � 2 „, each of
which can be seen as the Cartier dual of the map Z ! �Z.G/W 1 7! �. If „ D

f�1; : : : ; �ng, then the stabiliser of x is the kernel of .�1; : : : ; �n/WG ! Gn
m, and its

group of characters is, by Cartier duality, the cokernel of the map Zn ! M W ei 7! �i ,
which is C .

PROPOSITION 5.2.5. The point x is semistable in X for the linear form `„ if and only if the
polarised state „ is semistable.

Proof. It follows from Proposition 5.2.2, together with the fact that h�;OX.˛/i D

�h�; ˛i with our sign conventions (Remark 2.4.4), that x is semistable if and only
if for all � 2 M_Q such that h�;„i � 0 (that is, „ � H�) we have h�; ˛i � 0 (that is,
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˛ 2 H�). The result now follows from this and the fact that cone .„/ is the intersec-
tion of those half-spaces H� such that „ � H� (where we are again abusing notation
by identifying „ with its image insideMQ).

PROPOSITION 5.2.6. Suppose that x is semistable (equivalently, „ is semistable) and let � 2

Q -Filt.X; x/. Then the limit y D limt!0 �.t/x is semistable if and only if h�; ˛i D 0.

Proof. We have equalities @H�\cone .„/ D cone .@H� \„/ D cone
�
„y
�
, the second

of which follows from Proposition 5.2.3. The result follows from Proposition 5.2.5
applied to X„y

, which is a closed substack of X containing y.

Note that X admits a good moduli space, and `„ is trivially idX-positive (Def-
inition 2.6.1). Therefore Theorem 2.6.4 implies that the semistable locus Xss D�
A„
k

�ss
=G with respect to `„ has a good moduli space � W Xss ! X .

PROPOSITION 5.2.7. There is a canonical bijection Q -Filt.„/ Š Q -Filt.Xss; x/.

Proof. Q - Filt.Xss; x/ is the subset of those � 2 Q - Filt.X; x/ such that limt!0 �.t/x is
semistable, while Q - Filt.„/ is the subset of those � 2 Q - Filt.„ı/ such that h�; ˛i D

0. Thus the result follows from Propositions 5.2.2 and 5.2.6.

We can also characterise polystability in terms of the state:

PROPOSITION 5.2.8. The point x is polystable inside Xss if and only if the state „ is polystable.

Proof. The point x being polystable is equivalent to it being semistable and, for all
� 2 M_Q such that h�;„i � 0 and y D limt!0 �.t/x is semistable, having x D y. By
Propositions 5.2.3, 5.2.5 and 5.2.6, this condition is equivalent to having that „ is
semistable and, for all � 2 M_Q, having that the conditions „ � H� and h�; ˛i D 0

imply that „ � @H�. This means that the smallest face of cone .„/ containing x is
cone .„/ itself, that is, that „ is polystable.

From now, we do not fix a particular polarised state „, and we stop abbreviating
.X; x/ D .X„; x„/ and G D G„.

DEFINITION 5.2.9. Let 'W „1 D .M1; „1; ˛1/ ! „2 D .M2; „2; ˛2/ be a morphism
between semistable polarised states. We define pointed morphisms f' W .X„1

; x„1
/ !

.X„2
; x„2

/ and f ss
' W .Xss

„1
; x„1

/ ! .Xss
„2
; x„2

/ as follows.
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First, the homomorphism 'WM2 ! M1 defines a Cartier dual group homomor-
phism D.'/WG„1

! G„2
. The k-algebra homomorphism

kŒt�I � 2 „2� ! kŒt I  2 „1�W� 7!

˚
t'.�/; '.�/ 2 „1;

1; '.�/ D 0:

defines, after taking Spec, a D.'/-equivariant map

A
„1

k
! A

„2

k
W .y / 2„1

7!

0@˚y'.�/; '.�/ 2 „1;

1; '.�/ D 0:

1A
�2„2

sending .1; : : : ; 1/ to .1; : : : ; 1/, and thus a pointedmorphism of stacks f' W .X„1
; x„1

/ !

.X„2
; x„2

/. For all geometric points y D .y / 2„1
2 A

„1

k

�
k
�
, the state of f'.y/ con-

tains all elements of „2 \ ker' and thus f'.y/ is semistable. Therefore f' restricts
to a morphism f ss

' W .Xss
„1
; x„1

/ ! .Xss
„2
; x„2

/.

The assignments ' 7! f' and ' 7! f ss
' respect composition. If ' is a morphism

of normed semistable polarised states, then f' and f ss
' are normedmorphisms of stacks.

Therefore, the assignments „ 7! .Xss
„; x„/ and ' 7! f ss

' define a functor from the
category of normed semistable polarised states to the category of k-pointed normed
good moduli stacks with affine diagonal and finitely presented over k.

PROPOSITION 5.2.10. For „ a semistable polarised state and � 2 Q -Filt.„/, there is a natural
pointed isomorphism

�
GradQ.X

ss
„/gr�; gr�

�
Š

�
Xss

Grad�.„/
; xGrad�.„/

�
. Here,GradQ.X

ss
„/gr�

is the connected component of GradQ.X
ss
„/ containing gr�.

Proof. By [36, Theorem 1.4.8], GradQ.X
ss
„/gr� D

�
A„
k

��;0;ss
=G„, where

�
A„
k

��;0 is
the fixed point locus for the (rational) Gm;k action on A„

k
given by � and

�
A„
k

��;0;ss is
the semistable locus. On the other hand, looking at the weights one gets the equality�
A„
k

��;0
D A

„�;0

k
, and both gr� and xGrad�.„/ are the point .1; � � � ; 1/, giving the

desired isomorphism of pointed stacks.

DEFINITION 5.2.11. Let .„n; �n; un/n2N be a chain of normed semistable polarised
states. Applying the functor „ 7! .Xss

„; x„/ gives an associated chain of k-stacks .Xss
„n
;

x„n
; �n; hn/, where each hn is the composition of

f ss
un

W

�
Xss

„nC1
; x„nC1

�
!

�
Xss

Grad�.„n/
; xGrad�.„n/

�
;

the isomorphism
�
Xss

Grad�.„n/
; xGrad�.„n/

�
�
�!

�
GradQ

�
Xss

„n

�
gr� ; gr�

�
from Proposi-

tion 5.2.10, and the open and closed immersion�
GradQ

�
Xss

„n

�
gr� ; gr�

�
!
�
GradQ

�
Xss

„n

�
; gr�

�
:
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PROPOSITION 5.2.12. Let „ be a semistable polarised state. Then there is a canonical bijection
Q1-Filt.„/ Š Q1-Filt.Xss

„; x„/.

Proof. The bijection follows from the description ofQ1- Filt.Xss
„; x„/ in Remark 3.2.14

and an iterated application of Propositions 5.2.7 and 5.2.10.

PROPOSITION 5.2.13. Let „ be a semistable polarised state, and let „0 ! „ be its slice. Then
the associated morphism Xss

„0 D X„0 ! Xss
„ identifies X„0 with the fibre of the good moduli space

Xss
„ ! X ss

„ containing x„.

Proof.
We use the notations of Definition 5.1.11. Let �1; : : : ; �n be the different ele-

ments of „ and assume, after reordering, that f�1; : : : ; �lg D F \ „ (where F is
the smallest face of cone.„/ containing ˛), the equality to be interpreted insideMQ

(that is, modulo torsion). The state of „0 is „0 D q .f�lC1; : : : ; �ng/ � M 0, where
qWM ! M 0 is the quotient map.

We remark that for any � 2 M_Q such that„ � H� and @H�\cone .„/ D F , the
limit y D limt!0 �.t/x is polystable. Note also that y does not depend on the choice
of �. By Proposition 5.2.4 applied to „y , the stabiliser of y is H WD G„0 .

We identify A„
k

D An
k
, the action of G D G„ on An

k
being via the characters

�1; : : : ; �n. The G-equivariant open subscheme Gl
m;k

� An�l
k

�
�
An
k

�ss is saturated
with respect to the good moduli space Xss

„ D
�
An
k

�ss
=G !

�
An
k

�ss
== G D X ss

„, and
thus the fibre of Xss

„ ! X ss
„ containing x„ D .1; : : : ; 1/ equals the fibre of the good

moduli space
�
Gl
m;k

� An�l
k

�
=G !

�
Gl
m;k

� An�l
k

�
==G containing .1; : : : ; 1/. Indeed,

for every k-point .a; b/ in Gl
m;k

�An�l
k

, Gk.a; 0/ is the associated polystable orbit, and
conversely if a semistable k-point z in An

k
has associated polystable orbit of the form

Gk.a; 0/, then it should lie in Gl
m;k

� An�l
k

.
Consider the .H ! G/-equivariant map

hW An�l
k ! Gl

m;k � An�l
k W .z1; : : : ; zn�l/ 7! .1; : : : ; 1; z1; : : : ; zn�l/;

and the associated morphism An�l
k
=H !

�
Gl
m;k

� An�l
k

�
=G, which is the restriction

on the codomain of the map f ss
q W Xss

„0 ! Xss
„. Let I be the image of the homomor-

phism G ! Gl
m;k

given by �1; : : : ; �k. From an explicit computation of the ring of
invariants it follows that

�
Gl
m;k

� An�l
k

�
=G !

�
Gl
m;k

� An�l
k

�
== G D Gl

m;k
=I is the

good moduli space, and its fibre over e 2 Gl
m;k
=I.k/ is

�
I � An�l

k

�
=G. To conclude,

we note the isomorphism�
I � An�l

k

�
=G Š

�
.G=H/ � An�l

k

�
=G Š An�l

k =H

induced by h.
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From Proposition 5.2.13 we get bijections

Q - Filt.„0/ Š Q - Filt.X„0; x„0/ Š Q - Filt.X„; x„/ Š Q - Filt.„/

between sets of filtrations. This is consistent with Proposition 5.1.12.

PROPOSITION 5.2.14. Let „ be a semistable polarised state and let � 2 Q -Filt.X„; x„/.
Then the Kempf number h�;Xmax

„0 i equals the complementedness of �:

h�;Xmax
„0 i D h�; li:

Proof. Write F D X„0 D Am
k
=H and x D .1; : : : ; 1/, using notation from the proof

of Proposition 5.2.13 and where m D n � l . The maximal stabiliser locus is F max D�
Am
k

�Hı
=H D f0g=H , where Hı D .H ı/red is the reduced identity component [27,

Proposition C.5]. Let r D h�;F maxi. There is a cartesian square

Spec .kŒt �=.t r// A1
k

t

f0g Am
k

�
t h�;�i

�
�2„0 :

�.t/x

y

Taking global sections, we get a cocartesian square

kŒt �=.t r/ kŒt � t h�;�i

k kŒt�; � 2 „0� t�:

p

Therefore kŒt �=.t r/ D kŒt �=.t h�;�i; � 2 „0/ and thus r D inffh�; �i j � 2 „0g D

h�; li.

PROPOSITION 5.2.15. Let „ be a normed semistable polarised state. Then the balanced filtration
of .Xss

„; x„/ (Definition 3.1.6) equals, under the bijection Q -Filt.Xss
„; x„/ Š Q -Filt.„/, the

balanced filtration of „ (Definition 5.1.15).

Proof. This follows directly from Propositions 5.2.13 and 5.2.14.

THEOREM 5.2.16. Let „ be a normed semistable polarised state and let .„n; �n; un/n2N be
its balancing chain (Definition 5.1.19). Then the chain of stacks associated to .„n; �n; un/n2N

(Definition 5.2.11) is isomorphic to the torsor chain of .Xss
„; x„/ (Definition 4.3.3).

Proof. Let .Yn; yn; �n; vn/n2N be the torsor chain of .Xss
„; x„/. We will provide, for all

m 2 N, isomorphisms
imW .Xss

„m
; x„m

/ Š .Ym; ym/

such that,
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1. under the identification Q - Filt.„m/ D Q - Filt.Ym; ym/, we have �m D �m; and
2. the square

.Xss
„mC1

; x„mC1
/ .Xss

Grad�m .„m/
; xGrad�m .„m//

.YmC1; ymC1/ .GradQ.Ym/gr�m
; gr �m/

f ss
um

vn

imC1
(5.1)

commutes, where the arrow on the right comes from Proposition 5.2.10.
For n D 0, we have that y0 is the fibre of the good moduli space of Xss

„ containing
x„, and that „0 D „0. Therefore .Y0; y0/ D .Xss

„0
; x„0

/, by Proposition 5.2.13. Let
n 2 N and suppose that isomorphisms im as above have been provided in such a way
that conditions (1) and (2) above hold for all m < n. Since in is an isomorphism,
we have the equality �n D �n by Proposition 5.2.15, so condition (1) also holds for
m D n.

If �n D 0, then „n and .Yn; yn/ are polystable. Therefore „nC1 D „n and
.YnC1; ynC1/ D .Yn; yn/, so there is nothing to prove.

Assume �n ¤ 0. We freely use the notation of Case 2 in Construction 4.3.1. Let
�1; : : : ; �l be the different elements in „n, and let G D G„n

. We denote V D kl

the G-representation given by the characters �1; : : : ; �l , so that A
„0

k
D A.V / (where

A denotes total space). We have Yn D A.V /=G, and Ymax
n D f0g=G. Therefore the

relevant blow-up is B D .Bl0 A.V // =G, the exceptional divisor is E D P .V /=G,
and the Gm-torsor over it is N D .A.V / n f0g/ =G. We denote yn also the unique
lift of yn D .1; : : : ; 1/ to Bl0 A.V /. The rational one-parameter subgroup �n has
the property that h�n; �j i � 1 for all j and that equality holds for at least one j .
Therefore, if we set z D limt!0 �n.t/yn, the limit taken inside Bl0 A.V /, and if we
write z D Œz1; : : : ; zl � in projective coordinates, noting that z lies on the exceptional
divisor P .V /, then we have zj D 0 if h�n; �j i > 1 and zj D 1 if h�n; �j i D 1. We
denote z� D .z1; : : : ; zl/ this lift of z to A.V /.

The limit z lifts to the connected component Z of Grad.B/ containing gr �n. If
we set V1 D

L
h�;�iD1 V�, where V� is the subrepresentation of V where G acts via

the character �, then Z D P .V1/=G. Thus gr �n is identified with z 2 P .V1/.k/, and
the lift z� 2 A.V1/ to A.V1/ can be written in coordinates as z D .1; : : : ; 1/ when seen
inside V1. The centre Z of the locally closed ‚-stratum of B containing yn is the
semistable locus for the shifted linear form `c, by the Linear Recognition Theorem
2.6.9.
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In this case, c D
1

k�nk2
, and the shifted linear form is

`c D ` �
1

k�nk2
h�_n ;�i;

where ` is the linear form associated to the ample line bundle OP.V1/=G.1/. Let x 2

P .V1/.k/ and let x� 2 A.V1/.k/ be a lift of x to A.V1/ with state „x. The point x is
semistable for `c if for all 
 2 �Q.G/ we have

0 � `c.
/ D minh
;„xi �
1

k�xk2
.
; �n/;

which holds if and only if 0 2 conv
�
„x �

�_n
k�nk2

�
. Since all elements of „x are in

the hyperplane h�n;�i D 1, the condition that 0 is in the convex hull of„x�
�_n

k�nk2
is

equivalent to the condition that �_n is in the cone generated by„x, by Lemma 5.2.17
below. This is in turn equivalent to the lift x� of x to A.V1/ being semistable for the
linear form given by �_n , by Proposition 5.2.5. Therefore we have a cartesian square

M D A.V1/
ss.�_

n /=G N D .A.V / n 0/ =G

Z D P .V1/
ss.`c/=G E D P .V /=G;

p

using the notations of Construction 4.3.1. Just from the definitions, we see that M D

Xss
ƒ�n .„n/

. We choose ynC1 D z� as the preimage of z along M ! Z needed for
the construction of the torsor chain. The stack YnC1 is by definition the fibre of
the good moduli space of M, and hence by Proposition 5.2.13 we have the desired
isomorphism inC1W Xss

„nC1
D Xss

ƒ�n .„n/0
Š YnC1, which sends x„nC1

to ynC1 by our
choice of z�. Both Xss

Grad�n .„n/
and GradQ.Yn/gr�n

are naturally identified with BG,
so the square (5.1) commutes form D n. Since the torsor chain is bounded, repeating
this process we eventually reach the case �n D 0, getting the desired isomorphism of
chains.

In the proof of Theorem 5.2.16 we used the following fact in convex geometry.

LEMMA 5.2.17. LetN be a finite dimensional Q-vector space endowed with a rational inner product
.�;�/. Let „ � N be a nonempty finite set and let 
 2 N be an element such that .
; �/ D 1 for

all � 2 „. Then we have 0 2 conv
�
„ �




k
k2

�
if and only if 
 2 cone.„/.

Proof. Each � 2 „ can be written as � D



k
k2
C ˇ� with .
; ˇ�/ D 0. Note that

the condition 0 2 conv
�
„ �




k
k2

�
is equivalent to 0 2 cone

�
„ �




k
k2

�
. If this
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is satisfied, then 0 D
P
� c�ˇ� with c� � 0. After rescaling we may assume thatP

c� D k
k2. Then


 D

�X
c�

� 


k
k2
C
X
�

c�ˇ� D
X

c��;

and thus 
 2 cone.„/.
Conversely, if 
 D

P
� c�� with the c� � 0, then after applying .
;�/ to both

sides we get k
k2 D
P
� c�, so


 D
X
�

c�

�



k
k
C ˇ�

�
D 
 C

X
�

c�ˇ�

and thus 0 D
P
c�ˇ� is in cone

�
„ �




k
k2

�
.

COROLLARY 5.2.18. Let „ be a normed semistable polarised state. Then the iterated balanced
filtration (Definition 5.1.19) of „ equals, under the bijection Q1-Filt.„/ Š Q1-Filt.Xss

„; x„/,
the iterated balanced filtration of .Xss

„; x„/ (Definition 3.5.8).

Proof. By Theorem 5.2.16, the iterated balanced filtration of „ equals the sequential
filtration associated to the torsor chain of .Xss

„; x„/. The results then follows from
Theorem 4.3.4.

Example 5.2.19. Consider the normed polarised state

„ D
�
Z2; f.1; 0/; .1; 1/g ; 0

�
;

where .Z2/_ D Z2 has the standard inner product (.1; 0/; .0; 1/ is an orthonor-
mal base). The associated stack over C is X„ D C2=.C�/2, where .C�/2 acts
by .t1; t2/.v1; v2/ D .t1v1; t1t2v2/. The linearisation L„ is trivial, so every point is
semistable.

Let us compute the iterated balanced filtration of the state „. We have that „ is
its own slice „0 D „, and the balanced filtration �0 D .a; b/ of „ is the minimiser of
a2 C b2 subject to the condition that h�0; .1; 0/i D a � 1 and h�0; .1; 1/i D aC b � 1.
Therefore �0 D .1; 0/. The iterated state is

ƒ�0
.„/ D

�
Z2; f.1; 0/; .1; 1/g ; .1; 0/

�
;

whose slice is „1 D ƒ�0
.„/0 D .Z.0; 1/; f.0; 1/g ; 0/, and the balanced filtration of „1

is �1 D .0; 1/. Since ƒ�1
.„1/ is polystable, the balancing chain of „ terminates here,

and we conclude that the iterated balanced filtration of „ is �0 D .1; 0/; �1 D .0; 1/.
By Corollary 5.2.18, we deduce that the iterated balanced filtration of x„ D .1; 1/ 2

C2=.C�/2 is the sequence .1; 0/; .0; 1/ in Q2 D �Q..C�/2/.
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We now analyse Conjecture 1.7.1 in this case. We endow C2 with the standard
hermitian metric. The associated Kempf–Ness potential for the point .1; 1/ 2 C2 is

f W R2
! RW x 7! ex�.

1
0
/

C ex�.
1
1
/

up to the addition of a constant, where we are identifying R2
i ��
��! Lie..S1/2/

exp. 1
2i
�/

������!
�

.C�/2=.S1/2, the unit circle S1 being the maximal compact subgroup of C�. In this
case, the exponential map is a global isometry between Lie..S1/2/ and .C�/2=.S1/2.
The gradient is

rf .x/ D ex1

 
1

0

!
C ex1Cx2

 
1

1

!
:

The equation for hW .0;1/ ! R2 to be a flow line for �rf is

h0.t/ D �eh1.t/

 
1

0

!
� eh1.t/Ch2.t/

 
1

1

!
:

Wewrite h.t/ D � log.t/
�
1

0

�
�log log.t/

�
0

1

�
Cz.u/, where u D log log.t/. The equation

for z becomes

z0.u/ D

 
eu.1 � ez1.u// � ez1.u/Cz2.u/

1 � ez1.u/Cz2.u/

!
:

For N1 > 0 real, we have that
1. if z2 D N1 and z1 2 .�N1; N1/, then z02 < 0;
2. if z2 D �N1 and z1 2 .�N1; N1/, then z02 > 0.

For N2 > 0 big enough so that �1 � log.1 � e�N2/ and u � 2, we have that
1. if z1 D �N2 and z2 2 .�N2 � 1;N2 C 1/, then z01 > 0;
2. if z1 D N2 and z2 2 .�N2 � 1;N2 C 1/, then z01 < 0.

Therefore, an appropriate choice of N1 and N2 gives a rectangle that z cannot leave,
because z0 points inwards at the boundary. Therefore z is bounded when t � 0. We
have verified Conjecture 1.7.1 in this example.

5.3 THE REFINED HARDER–NARASIMHAN FILTRATION OF A
POLARISED STATE

In Section 5.1 we have defined the iterated balanced filtration of a normed semistable
polarised state „ D .M;„; ˛/. We now explain how to produce, in the case where
„ may be unstable, a canonical sequential filtration of „, its refined Harder–Narasimhan
filtration (Definition 5.3.3). We start by defining its Harder–Narasimhan filtration (Defini-
tion 5.3.2).
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We fix a principal ideal domain A contained in R, and we denote K the field of
fractions of A. Let „ D .M;„; ˛/ be a normed polarised state over A. We denote
„ı D .M;„; 0/ the unpolarised state.

THEOREM 5.3.1 (Existence and uniqueness of Harder-Narasimhan filtrations for
states). For a filtration � 2 K -Filt.„ı/, the following are equivalent:

1. Grad�.„ı/ is semistable for the polarisation ˛ C �_.
2. The filtration � satisfies �h�; ˛i � k�k2 and, for every � 2 K -Filt.„ı/ such that

�h�; ˛i � k�k2, we have k�k2 � k�k2.
3. The filtration � maximises the function �h�; ˛i �

1

2
k�k2 on the set K -Filt.„ı/.

Moreover, there exists a unique filtration � 2 K -Filt.„ı/ satisfying these conditions.

Proof. We have thatK - Filt.„ı/ is a convex polyhedral cone insideM_K , and the func-
tion

f WM_K ! KW� 7! �h�; ˛i �
1

2
k�k

2

onM_K is strictly concave. Therefore, ifK D R then there is a unique � 2 R - Filt.„ı/
maximising this function. The differential of f at a point � 2 M_R is �˛��_. By the
Karush–Kuhn–Tucker conditions, a point � 2 R - Filt.„ı/ maximises f if and only
if there are real numbers u� � 0 such that

˛ C �_ D
X
�2„

u� � � (5.2)

and u� D 0 if h�; �i > 0.
If K is not R, we want to see that the maximiser � of f on R - Filt.„ı/ actually

belongs to K - Filt.„ı/. For this, note that, since only the � 2 „ satisfying h�; �i D 0

are involved in the formula (5.2), � is also the maximiser of f on the vector subspace
VR D V ˝K R ofM_R , where

V D
\

�2„�;0

@H�:

The differential of f jVR at � is�˛jVR �.�;�/WVR ! R, and since � is a maximiser, we
have �˛jVR D .�;�/, so � D p.˛/, where pWM_R ! VR is the orthogonal projection.
Since the inner product is defined overK, the projection p is also defined overK and
thus p.˛/ is inM_K . Therefore, � 2 K - Filt.„ı/ is K-rational.

Now note that (5.2) is equivalent to ˛ C �_ 2 cone
�
„�;0

�
, that is, to Grad�.„ı/

being semistable for the polarisation ˛ C �_. Thus 3 holds if and only if 1 holds.
Take any 0 ¤ � 2 K - Filt.„ı/ and consider the function

hWK�0 ! RW c 7! f .c�/:
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The function h has a unique maximum at c� D �
h�; ˛i

k�2k
, so the maximum of f on

K - Filt.„ı/ has to occur at a filtration � with c� D 1 or at � D 0. For the � satisfying
this condition, we have f .�/ D

1

2
k�k2. On the other hand, for those � ¤ 0 such

that �h�; ˛i � k�k2, replacing � by c�� increases k�k2 while making the condition
�h�; ˛i D k�k2 hold. Therefore 2 is equivalent to 3.

DEFINITION 5.3.2 (Harder–Narasimhan filtration of a state). The Harder–Narasimhan
filtration of the normed polarised state „ is the unique filtration � 2 K - Filt.„ı/ satis-
fying the equivalent conditions of Theorem 5.3.1.

Theorem 5.3.1 allows us to define the refined Harder–Narasimhan filtration of
a normed polarised state.

DEFINITION 5.3.3 (Refined Harder–Narasimhan filtration of a state). The refined
Harder–Narasimhan filtration of the normed polarised state „ is the sequential filtration
.�n/n2N 2 K1 - Filt.„ı/ of „ı defined by the following conditions:

1. �0 is the Harder–Narasimhan filtration of „;
2. .�nC1/n2N is the iterated balanced filtration of the normed semistable polarised

state .M;„�0;0; ˛ C �_/.

It is straightforward to check that the refined Harder–Narasimhan filtration is
indeed an element of K1 - Filt.„ı/.

PROPOSITION 5.3.4. Suppose that A D Z. Then, under the bijection

Q -Filt.„ı/ D Q -Filt.X„; x„/

of Proposition 5.2.2, the Harder–Narasimhan filtration of the normed polarised state „ (Defini-
tion 5.3.2) equals the Harder–Narasimhan filtration of the point x„ in the normed pointed stack X„

equipped with the linear form `„ with the direct convention (Remark 2.5.17). Moreover, under the
bijection

Q1-Filt.„ı/ D Q1-Filt.X„; x„/;

of Proposition 5.2.12, the refined Harder–Narasimhan filtration of the normed polarised state „ (Def-
inition 5.3.3) coincides with the refined Harder–Narasimhan filtration of the point x„ in X„ (Defi-
nition 3.5.10).

Note that Definition 3.5.10 applies to X„ because it has a good moduli space.

Proof. The first statement follows readily from the fact that h�; `„i D �h�; ˛i and
that the bijection between sets of filtrations preserves the norm, by definition.
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Let � 2 Q - Filt.X„; x„/ be the Harder-Narasimhan filtration, and let „1 D

.M;„�0;0; ˛ C �_/. Note that the centre of the Harder-Narasimhan stratum of X„

containing x„ is Xss
„1
. This follows from the recognition theorem Theorem 5.1.18

(but note that we are now working with the direct convention for HN filtrations).
Moreover x„1

corresponds to the associated graded point of �. The agreement of
refined Harder-Narasimhan filtrations thus follows from Corollary 5.2.18.

We finish this chapter with a conjecture on asymptotics of gradient flows that
implies Conjecture 1.7.1 in the case of a torus action. We now assume that A D R.
Let .c�/�2„ be a family of numbers c� 2 R>0. We define the associated Kempf–Ness
potential to be the function

pWM_ ! RW 
 7! �h
; ˛i C
X
�2„

c�e
h
;�i:

CONJECTURE 5.3.5. Let �0; : : : ; �n 2 M_ be the refined Harder-Narasimhan filtration of „.
Let hW .0;1/ ! M_R be a negative gradient flow line for the Kempf–Ness potential p. Then the
function

t 7! h.t/C t�0 C log.t/�1 C log log.t/�2 C � � � logın.t/�n
is bounded when t � 0.

The author has verified this conjecture in several examples.

Remark 5.3.6. We may similarly upgrade Conjecture 1.7.1 to a statement involving
the full refined Harder–Narasimhan filtration in the unstable case, and not just the
iterated balanced filtration in the semistable case.



CHAPTER 6

MODULAR LATTICES

Modular lattices appear naturally when studying moduli of objects in an abelian cat-
egory A. For any object E of A, the partially ordered set LE of subobjects of E is
a modular lattice. For any modular lattice L of finite length endowed with a norm,
Haiden–Katzarkov–Kontsevich–Pandit in [33] define a canonical R-filtration of L,
the HKKP filtration. The construction can be applied iteratively to define a canonical
sequential refinement of the Harder-Narasimhan filtration of a lattice endowed with
the necessary stability data.

In this chapter, we revisit the theory of the HKKP filtration for modular lattices.
Our main result is a new characterisation of the filtration (Theorem 6.6.26). Our
methods naturally imply rationality of theHKKP filtration. These results will be used
in Chapter 7 to compare the iterated HKKP filtration for lattices and the iterated
balanced filtration for stacks.

6.1 GENERALITIES ABOUT LATTICES

We recall from [12] and [33, Section 4] some basic definitions about lattices.
A lattice is a poset .L;�/ such that every two elements a; b 2 L have a greatest

lower bound a ^ b, called the meet of a and b, and a least upper bound a _ b, called
the join of a and b. If L is a lattice, a sublattice is a subset L0 of L closed under taking
meet and join. If L0 is a sublattice of L, then L0 is regarded as a lattice with the
poset structure inherited from L. If a � b are elements of L, then the interval Œa; b�
is the sublattice of L consisting of those x 2 L with a � x � b. When considering a
sublattice L0 of a lattice L and elements a < b in L0, we will use the notation Œa; b� to
denote the interval in the bigger lattice L, and Œa; b�\L0 to denote the interval in L0.
A morphism f WL1 ! L2 of lattices is a map of sets preserving the poset structure, meets

117
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and joins. Sublattices L0 of L are in correspondence with injective lattice morphism
L0 ,! L.

DEFINITION 6.1.1. A lattice L is said to be
1. modular if, for all x; a; b 2 L with a � b, we have

.x _ a/ ^ b D .x ^ b/ _ aI (6.1)

2. bound if it has a minimum, denoted 0, and a maximum, denoted 1;
3. finite length if there exists N 2 N such that, for all chains a0 < a1 < � � � < an of

elements of L, we have n � N ;
4. artinian if it is modular, of finite length, and nonempty;
5. complemented if it is bound and for all a 2 L there is b 2 L such that a _ b D 1

and a ^ b D 0;
6. distributive if, for all a; b; c 2 L, we have a ^ .b _ c/ D .a ^ b/ _ .a ^ c/, or,

equivalently, if for all a; b; c 2 L we have a _ .b ^ c/ D .a _ b/ ^ .a _ c/;
7. complete if every subset of L has a least upper bound and a greatest lower bound;
8. a finite boolean algebra if it is artinian, distributive and complemented.

In an arbitrary lattice L, there are two ways to project L onto an interval Œa; b�,
namely the maps x 7! .x _ a/ ^ b and x 7! .x ^ b/ _ a. The modular law (6.1)
precisely says that these two maps agree, and thus that there is a canonical projection
L ! Œa; b� for every interval in L. The poset of normal subgroups of an abstract
group is a modular lattice, and so is the poset L of subobjects of an object E in
an abelian category. In the latter example, L being complemented is equivalent to
E being semisimple. Distributive lattices and, in particular, finite boolean algebras,
are modular. Any sublattice of the lattice of subsets 2S of a given set S is distributive,
while the lattice of subspaces of a given vector space V is modular but not distributive
if dimV � 2. Finite length lattices are complete and bound, and we use the notations
0 and 1 for the minimum and maximum of the lattice. When considering sublattices
L0 of a finite length lattice L, we reserve 0; 1 to denote the minimum and maximum
of the bigger lattice L. We say that a sublattice L0 of L is total if 0; 1 2 L0.

If L is a modular lattice, we denote � the equivalence relation on intervals gen-
erated by Œa; a _ b� � Œa ^ b; b� for a; b 2 L. The modular law implies that two
equivalent intervals of L are isomorphic as lattices. Indeed, the map Œa; a _ b� !

Œa ^ b; b�W x 7! x ^ b is a poset isomorphism with inverse y 7! y _ a.
Artinian lattices provide a natural common framework for the celebrated Jordan–

Hölder theorem in different settings, like that of finite groups or of finite length
abelian categories.
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THEOREM 6.1.2 (Jordan–Hölder–Dedekind). LetL be an artinian lattice, and let 0 D a0 <

a1 < � � � < an D 1 and 0 D b0 < b1 < � � � < bm D 1 be two maximal chains in L. Then
n D m and there is a permutation � of f1; : : : ng such that Œai�1; ai � � Œb�.i/�1; b�.i/� for
i 2 f1; : : : ng.

For a proof, see [46, Section 8.3]. We define the length of an artinian lattice L to
be the length of any maximal chain in L.

For a bound lattice L and an element x 2 L, we say that x is an atom if 0 < x

and there is no y 2 L with 0 < y < x. If L is a finite boolean algebra, then the set
S of atoms of L is finite, and L is canonically isomorphic to the poset of subsets of S
via the map 2S ! LWU 7!

W
x2U x. Since we can consider the substraction U n V of

subsets of S , we have a well-defined substraction operation x n y for elements x; y of
L.

There is a lattice analogue of the Grothendieck group of an abelian category,
which we recall from [33].

DEFINITION 6.1.3 (Grothendieck group of a modular lattice). Let L be a modular
lattice. The Grothendieck group K.L/ of L is the abelian group generated by symbols
Œa; b� for every interval Œa; b� in L and subject to the relations

1. Œa; b�C Œb; c� D Œa; c� for a � b � c in L, and
2. Œx ^ y; y� D Œx; x _ y� for x; y 2 L.

If L is an artinian lattice and 0 D a0 < a1 < � � � < an D 1 is a maximal chain,
Theorem 6.1.2 implies that K.L/ is generated by the intervals Œai�1; ai �.

6.2 BACKGROUND ON THE HKKP FILTRATION AND STATEMENT
OF MAIN RESULT

We now summarise the results in [33] on canonical filtrations of normed artinian
lattices and introduce the main result of this chapter.

Let L be an artinian lattice. An R-filtration F of L is a chain

0 D a0 < � � � < an D 1 (6.2)

of elements in L together with a sequence

c1 > � � � > cn (6.3)

of real numbers. For c 2 R, we denote F�c D
W
ci�c

ai and F>c D
W
c0>c F�c0 . We

denote R - Filt.L/ the set of all R-filtrations of L.
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Remark 6.2.1. In [33], the authors define anR-filtration to be a chain (6.2) inL labelled
by an increasing sequence b1 < � � � < bn of real numbers. To move between their
convention and our convention, one just needs to set ci D �bi .

Haiden–Katzarkov–Kontsevich–Pandit define an R-filtration F to be paracom-
plemented if, for all c 2 R, the interval ŒF�cC1; F�c� is complemented. Equivalently, if
F is given by chains (6.2) and (6.3), F is paracomplemented if, for all 1 � i < j � n

such that ci � cj < 1, we have that the interval Œai�1; aj � is complemented. The set
of paracomplemented R-filtrations of L is denoted BR.L/.

If F is a paracomplemented R-filtration of L, Haiden–Katzarkov–Kontsevich–
Pandit define a new artinian lattice ƒ.F / by setting

ƒ.F / D

(
.xc/c2R 2

Y
c2R

ŒF>c; F�c�

ˇ̌̌̌
ˇ 8c 2 R; ŒxcC1; xc� is complemented

)
:

It is a nontrivial result that ƒ.F / is a sublattice of
Q
c2RŒF>c; F�c� [33, Proposition

4.5].
An R-valued norm X on the lattice L is a homomorphism X WK.L/ ! R such

that for all a < b in L we haveX.Œa; b�/ > 0. We fix one such norm X . If F 2 BR.L/,
and a D .ac/c2R 2 ƒ.F /, then we define the quantity

F _.Œ0; a�/ D
X
c2R

cX.ŒF>c; ac�/:

Haiden–Katzarkov–Kontsevich–Pandit defineƒ.F / to be semistable with respect to �F _

(or semistable of phase 0 in their terminology) if F _.L/ D 0 and F _.Œ0; a�/ � 0 for all
a 2 ƒ.L/.

The main lattice-theoretic result of [33] is:

THEOREM 6.2.2 (Haiden–Katzarkov–Kontsevich–Pandit). There is a unique paracomple-
mented R-filtration F 2 BR.L/ such that ƒ.F / is semistable with respect to �F _.

This is [33]. The authors call the unique filtration in Theorem 6.2.2 the weight
filtration of .L;X/. We will use the name HKKP filtration instead.

Using the HKKP filtration iteratively (as recalled in Section 6.7), Haiden–Kat-
zarkov–Kontsevich–Pandit construct a canonical R1-filtration of L, and then they
prove in [34] that this R1-filtration describes the asymptotics of the Yang-Mills flow
of a vector bundle on a curve as in Theorem 1.1.1. They prove a similar result for
quiver representations in [33, Theorem 5.11]. These results on asymptotics on gra-
dient flows are the main reason for the authors to pursue Theorem 6.2.2.
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The normX allows us to define the norm squared kF k2 of a filtrationF 2 R - Filt.L/
by

kF k
2

D
X
c2R

c2X.ŒF>c; F�c�/:

The main result of this chapter is then:

THEOREM 6.2.3. The HKKP filtration of .L;X/ is the unique paracomplemented R-filtration
F 2 BR.L/ minimising the norm squared kF k2. Moreover, if X.Œa; b�/ 2 Q for all a < b in L,
then the HKKP filtration is a Q-filtration (meaning that the labels ci in (6.3) are all rational numbers).

Theorem 6.2.3 is a direct consequence of Theorem 6.6.26 below, where we also
give a new, simpler proof of Theorem 6.2.2, from which the rationality statement
is automatic. The main novelty of our approach with respect to that of [33] is the
systematic study of maximal distributive sublattices of L.

6.3 DISTRIBUTIVE ARTINIAN LATTICES AND DIRECTED ACYCLIC
GRAPHS

In this section we will show that every distributive artinian lattice is canonically iso-
morphic to the poset of closed subgraphs of a directed acyclic graph (Theorem 6.3.5).
We start with the following well-known property of distributive lattices.

LEMMA 6.3.1. Let D be a bound distributive lattice and let a 2 D. Then the map f WD !

Œ0; a� � Œa; 1�W x 7! .x ^ a; x _ a/ is a lattice injection.

Proof. Suppose x; y 2 D are such that x ^ a D y ^ a and x _ a D y _ a. Then

x D x ^ .x _ a/ D x ^ .y _ a/ D .x ^ y/ _ .x ^ a/ D x ^ y:

Thus x � y. By symmetry, x D y. The map f preserves meets and joins by dis-
tributivity.

It follows from the lemma that complements in bound distributive lattices are
unique if they exist. Indeed, b 2 D is the complement of a 2 D precisely if f .b/ D

.0; 1/.
A directed acyclic graphQ is a pair .Q0;Q1/ whereQ0 is a finite set, the set of vertices,

andQ1, the set of arrows, is a subset ofQ0 �Q0. The two projectionsQ0 �Q0 ! Q0

define source and target maps s; t WQ1 ! Q0. We require that Q has no oriented
cycles, that is, there is no sequence of arrows ˛1; : : : ; ˛n 2 Q1 with t .˛i/ D s.˛iC1/

for all i D 1; : : : ; n � 1 and t .˛n/ D s.˛1/.
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Finite posets are in correspondence with those directed acyclic graphs Q such
that, for all a; b; c 2 Q0, if there are arrows a ! b and b ! c, then there is also
an arrow a ! c. We will say that directed acyclic graphs satisfying this property are
posetal.

For any directed acyclic graph Q, a subset R � Q0 is a closed subgraph if, for all
˛ 2 Q1, we have the implication s.˛/ 2 R H) t.˛/ 2 R. The lattice of closed
subgraphs of Q, with the order given by inclusion, is a distributive artinian lattice of
length the cardinality of Q0. In fact, all distributive artinian lattices arise in this way.

PROPOSITION 6.3.2. LetD be a distributive artinian lattice and let 0 D a0 < � � � < an D 1 be
a maximal chain in D. We identify the product lattice

Qn
iD1Œai�1; ai � with the lattice 2S of subsets

of S D f1; : : : ; ng. Then the map f WD ! 2S W x 7! ..x _ ai�1/^ ai/i is injective and preserves
meets and joins. Moreover, there is a directed acyclic graph Q with set of vertices Q0 D S such that
f .D/ is the lattice of closed subgraphs ofQ. There is a unique suchQ that is posetal.

Proof. Injectivity of f follows from Lemma 6.3.1 by induction on the length of D.
Now, f .D/ is the collection of open sets of a topology on S . Since S is finite, for each
i 2 S there is a smallest open set Ui containing i . We let

Q1 D f.i; j / j j 2 Ui n figg;

and denote Q the graph with set of vertices S and set of arrows Q1.
Since f .ai/ D f1; : : : ; ig is an open set containing i , we have Ui � f1; : : : ; ig, so

if there is an arrow i ! j then we have j � i . It follows that Q is acyclic. If j 2 Ui ,
then Uj � Ui , so Q is posetal. A subset R � S is a closed subgraph if and only if for
all i 2 R, we have Ui � R. That is, closed subgraphs are the open sets, which are the
elements of f .D/.

Suppose that there is another posetal directed acyclic graph Q0 with set of ver-
tices S such that f .D/ is the set of closed subgraphs of Q0. Any closed subgraph of
Q0 containing i 2 S must also contain any element of Ui , which, Q0 being posetal,
implies the existence of an arrow i ! j for every j 2 Ui . On the other hand, since
Ui is a closed subgraph ofQ0, there are no arrows i ! j with j not in Ui . Therefore
Q0 D Q.

Proposition 6.3.2 gives a complete classification of distributive artinian lattices
as lattices of closed subgraphs of directed acyclic graphs. However, the way Propo-
sition 6.3.2 is formulated, the quiver Q obtained seems to depend on the choice of
maximal chain 0 D a0 < � � � < an D 1. To formulate a choice-free version, we
introduce a definition.
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DEFINITION 6.3.3 (Vertex of a distributive artinian lattice). Let D be a distributive
artinian lattice. An vertex of D is an element v of the Grothendieck group K.D/ of
the form v D Œa; b�, with Œa; b� a length-one interval of D. We denote QD;0 the set of
vertices of D. We define the finite boolean algebra associated to D to be the lattice 2QD;0 of
subsets of QD;0, and we denote TD D 2QD;0 .

Theorem 6.1.2 implies thatQD;0 is finite, of cardinality at most the length ofD,
so TD is a finite boolean algebra.

PROPOSITION 6.3.4. Let D be a distributive artinian lattice. The set QD;0 of vertices of D is
finite and K.D/ is a free abelian group with basisQD;0.

Proof. By Proposition 6.3.2 we may assume that D is the lattice of closed subgraphs
of a directed acyclic graph Q, and thus we regard D as a sublattice D � 2Q0 .

First, note that two intervals Œa; b� and Œa0; b0� in D are equivalent if and only if
bna D b0na0 (in 2Q0 ). Indeed, for x; y 2 D it is clear that .x_y/nx D yn.x^y/. Since
the equivalence relation on intervals is generated by relations of the form Œx; x_y� �

Œx ^ y; y�, this observation gives one direction. Conversely, if Œa; b� and Œa0; b0� are
intervals satisfying b n a D b0 n a0, then b _ .a _ a0/ D b ^ b0 and b ^ .a _ a0/ D a, so
Œa; b� � Œa_a0; b_b0�. By symmetry, Œa0; b0� � Œa_a0; b_b0� too, so that Œa; b� � Œa0; b0�.

From this observation it follows that the map f WK.D/ ! Z˚Q1 given by Œa; b� 7!P
i2bna 1 � i is well-defined. Choose a maximal chain 0 D a0 < a1 < � � � < an D 1,

giving generators Œak�1; ak� of K.D/. For any k 2 f1; : : : ; ng, there is a unique ik 2 Q0

with ak n ak�1 D fikg, and the map f1; : : : ; ng ! Q0W k 7! ik is a bijection. The
map 1 � ik 7! Œak�1; ak� is an inverse of f , so f is an isomorphism. It follows that
Œa0; a1�; : : : ; Œan�1; an� are the different elements of the set of vertices QD;0 of D, and
that they form a basis of K.D/.

Let D be a distributive artinian lattice. The canonical isomorphism K.D/ D

Z˚QD;0 gives K.D/ the structure of a (non-artinian) distributive lattice, as a product
of copies of Z with the standard order. The associated boolean algebra TD embeds
canonically into K.D/ via the map TD ! K.D/WU 7!

P
v2U v, where U is regarded

as a subset of QD;0. We are ready to state a version of Proposition 6.3.2 where the
obtained directed acyclic graph is canonical.

THEOREM 6.3.5. Let D be a distributive artinian lattice. The map D ! K.D/W a 7! Œ0; a�

induces a lattice injection D ,! TD. Moreover, there is a unique posetal directed acyclic graph QD

with set of vertices QD;0 such that D is identified with the lattice of closed subgraphs of QD via the
map D ,! TD D 2QD;0 .
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Proof. It is clear that D ! K.D/ factors through TD. Choose a maximal chain 0 D

a0 < a1 < � � � < an D 1 and let S D f1; : : : ; ng. The map S ! Q0;DW k 7! Œak�1; ak�

is a bijection. The induced isomorphism TD Š 2S identifies the map D ! TD in
the statement with the map f in Proposition 6.3.2. The statements thus follows from
Proposition 6.3.2.

Remark 6.3.6. The canonical inclusion D ,! TD induces an isomorphism K.D/ D

K.TD/ of Grothendieck groups.

Remark 6.3.7. If �WD0 ,! D is a lattice injection, then the assignment Œa; b� 7! Œ�.a/; �.b/�

on intervals gives a homomorphism K.D0/ ! K.D/ of Grothendieck groups that
restricts to a lattice injection TD0 ,! TD between associated boolean algebras. More-
over, if D0 is a total sublattice of D, then TD0 is a total sublattice of TD.

Remark 6.3.8. The associated boolean algebra of D can be characterised categori-
cally as follows. The canonical map D ,! TD is a lattice injection of D into a finite
boolean algebra, and for any other such lattice injection D ,! T , there is a unique
lattice injection TD ,! T such that the composition D ,! TD ,! T equals the given
mapD ,! T . This characterises TD up to unique isomorphism preservingD ,! TD.
Then the set QD;0 of vertices of D can be defined as the set atoms of TD, and Theo-
rem 6.3.5 shows that, under the injection D ,! TD, D is identified with the lattice of
closed subgraphs of a unique posetal directed acyclic graph with set of verticesQD;0.

DEFINITION 6.3.9 (Associated directed acyclic graph). Let D be a distributive ar-
tinian lattice. The associated directed acyclic graph of D is the graph QD from Theo-
rem 6.3.5.

Theorem 6.3.5 can be seen as a reformulation of Birkhoff duality convenient
for our purposes. The usual formulation [12, Theorem III.3.3] uses the notion of
join-irreducible elements. Recall that an element a of a bound lattice L is said to be
join-irreducible if a ¤ 0 and whenever a D b _ c we have a D b or a D c.

COROLLARY 6.3.10 (Birkhoff duality). LetD be a distributive artinian lattice and let J be the
set of join-irreducible elements of D, then the map

gWD ! 2J
W a 7! fb 2 J j b � ag

is a lattice injection with image the set of those subsets U of J such that, for all a; b 2 J, if a � b

and b 2 U then a 2 U . Moreover, the cardinality of J equals the length of D.
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Proof. We use the notation from the proof of Proposition 6.3.2. We identify D with
the sublattice f .D/ of 2S . It is clear that the Ui are the join-irreducible elements of
f .D/. Moreover, the bijection S ! JW i 7! Ui yields a commuting triangle

D 2S

2J

g

f

�

The result follows.

Birkhoff duality thus provides a correspondence between distributive lattices D
of length n and posets J of cardinality n. The set J of join-irreducibles is in bijection
with the set QD;0 of vertices. However, the isomorphism K.D/ Š Z˚J induced by
g does not identify an element a 2 J with the class of the interval Œ0; a�, so from the
point of view of Grothendieck groups it is more natural to express Birkhoff duality in
terms of vertices, rather than join-irreducibles.

6.4 MAXIMAL DISTRIBUTIVE SUBLATTICES OF ARTINIAN
LATTICES

Maximal distributive sublattices of artinian lattices are the lattice analogue of max-
imal tori of reductive algebraic groups. We study here their basic properties. Our
main tool will be the following theorem of Lengvárszky [61, Corollary 5].

THEOREM 6.4.1 (Lengvárszky). Let L be a modular lattice, let D be a distributive sublattice of
L, let a < b in D and let K be a distributive sublattice of Œa; b� containing Œa; b� \ D. Then the
sublattice of L generated by D and K is distributive.

Remark 6.4.2. A useful special case of Theorem 6.4.1 is when Œa; b� \D D fa; bg and
K D fa; x; bg for some x 2 Œa; b� (note that K is distributive in this case). This is
also [60, Lemma 1].

For the rest of the section we fix an artinian lattice L.

PROPOSITION 6.4.3. Every distributive sublattice D of L is contained in a maximal distributive
sublattice.

Proof. This follows from Zorn’s lemma, but we present an alternative argument. By
applying Remark 6.4.2 repeatedly, we may assume that D contains a chain that is
maximal in L, say of length n. Then, by Theorem 6.3.5, there are only finitely many
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distributive lattices of length n, and they are all finite, so any chain of distributive
sublattices of L containing D stabilises.

In the proof of Proposition 6.4.3 we also deduced the following fact, which is [60,
Corollary 2].

PROPOSITION 6.4.4. Let D be a maximal distributive sublattice of L. Then D and L have the
same length.

PROPOSITION 6.4.5. LetD be a maximal distributive sublattice of L and let a � b inD. Then
Œa; b� \D is a maximal distributive sublattice of Œa; b�.

Proof. Let X be a maximal distributive sublattice of Œa; b� containing Œa; b� \ D. By
Theorem 6.4.1, the sublattice D0 of L generated by D and X is distributive. Thus
D D D0 and X D D \ Œa; b�.

PROPOSITION 6.4.6. Let D be a maximal distributive sublattice of L. Then L is complemented
if and only if D is complemented.

Note that in that case D is a finite boolean algebra. For the proof, we will need
the following useful fact [33, Lemma 4.7].

LEMMA 6.4.7. If x 2 L has a complement in L and both Œ0; x� and Œx; 1� are complemented, then
L is complemented.

Proof of Proposition 6.4.6. SupposeD is complemented, and take 0 D a0 < � � � < al D 1

a maximal chain in D. By repeatedly applying Lemma 6.4.7, since each Œai ; aiC1� is
complemented and each ai has a complement inL, it follows thatL is complemented.

Conversely, suppose that L is complemented, and let l be its length. For l D 0; 1

the result is trivial. If l D 2, take 0 < a < 1 in D. If D n f0; a; 1g ¤ ¿, then any
b 2 Dnf0; a; 1g is a complement of a. IfD D f0; a; 1g and b is a complement of a inL,
then f0; a; b; 1g is a distributive sublattice of L strictly containing D, a contradiction.

Suppose that l > 2 and let 0 < a1 < a2 < 1 in D. Any interval in a comple-
mented lattice is also complemented [12, Theorem 1.9.14], so in particular Œ0; a2�
and Œa2; 1� are complemented. By induction on the length, Œ0; a2�\D and Œa2; 1�\D
are complemented. Therefore, by Lemma 6.4.7, D is complemented if and only if
a2 has a complement in D. Let b be the complement of a2 in Œa1; 1� \ D, which is
complemented by induction hypothesis. Let c be the complement of a1 in Œ0; b�\D,
also complemented by induction. Regarding L as a category where there is an arrow
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x ! y if x � y, we have two bicartesian squares
1

b a2

c a1

0

so the concatenation is also bicartesian, that is, c is a complement of a2 in D.

COROLLARY 6.4.8. Let D be a maximal distributive sublattice of L and let a � b in D. Then
Œa; b� \D is complemented if and only if Œa; b� is complemented.

Proof. This follows directly from propositions Propositions 6.4.5 and 6.4.6.

6.5 THE DEGENERATION FAN OF AN ARTINIAN LATTICE

In this section we start by defining the notion of grading of an artinian lattice L by a set
(Definition 6.5.1), and then use it to define the concept of filtration of L by a poset P
(Definition 6.5.8). The set Z - Filt.L/ of filtrations of L by Z is analogous to the set of
Z-filtrations of a point x on a good moduli stack X (or rather, the other way around),
and we show that it also can be given the structure of a formal fanDF.L/�, that we call
the degeneration fan of L, exactly in the same way that the degeneration fan DF.X; x/�
in the case of stacks enhances the set Z - Filt.X; x/ of filtrations (see Section 2.7). We
finish the section by showing that the latticeL can be recovered from the degeneration
fan DF.L/� together with the natural poset structure on Z - Filt.L/. This will be an
important point in our approach to relate the iterated balanced filtration of a point
on a stack with the HKKP filtration of a normed artinian lattice in Chapter 7.

We fix an artinian lattice L for the rest of this section.

6.5.1 GRADINGS

DEFINITION 6.5.1 (Grading of a lattice by a set). Let P be a set. A P -grading of L is
a family f D .xi/i2P of elements of L indexed by P such that

1.
W
i2P xi D 1; and

2. for all i 2 P , we have xi ^ x0i D 0, where x0i D
W
j2Pnfig xj .

We denote �P .L/ the set of P -gradings of L.

LEMMA 6.5.2. LetM � L be a sublattice that is a finite boolean algebra with atoms a1; : : : ; al ,
and let x 2 L n f0g such that for all a 2 M we have a ^ x D 0. Then the sublattice M 0 of L
generated byM and x is a finite boolean algebra with atoms a1; : : : ; al ; x.
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Proof. If a; b 2 M , then

.a _ x/ ^ b � .a _ x/ ^ .a _ b/ D .x ^ .a _ b// _ a D a;

so a ^ b � .a _ x/ ^ b � a ^ b and thus .a _ x/ ^ b D a ^ b. We also have

.a _ x/ ^ .b _ x/ D ..a _ x/ ^ b/ _ x D .a ^ b/ _ x:

Let c 2 M be the maximal element of M . The formulas above show that the map
M � f0; xg ! M 0W .a; z/ 7! a _ z is an isomorphism of lattices with inverse y 7!

.y ^ c; y ^ x/. The result follows.

PROPOSITION 6.5.3. Let P be a set and let g D .xi/i2P be a family of elements of L such that
1 D

W
i2P xi . Then the following are equivalent:

1. The family g is a P -grading of L.
2. The sublatticeM of L generated by the xi is a finite boolean algebra with set of atoms fxi j i 2

P; xi ¤ 0g. In particular, this set is finite.

Proof. It is clear that (2) implies (1). Assume (1), and let a1; : : : ; al be different elements
in fxi j i 2 P; xi ¤ 0g. We prove by induction on l that the sublattice N generated
by a1; : : : ; al is a finite boolean algebra with atoms a1; : : : ; al . This is clear for l D 1.
For l > 1, let N 0 be the sublattice generated by a1; : : : ; al�1. If a 2 N 0, then a ^ al �

a0
l

^ al D 0, where we are using notation from Definition 6.5.1, so a ^ al D 0. The
result then follows from Lemma 6.5.2. In particular, l is at most the length of L, so
the set fxi j i 2 P; xi ¤ 0g is finite and the result is proven by taking a1; : : : ; al to be
all the elements of this set.

PROPOSITION 6.5.4. Let T be a finite boolean algebra, and let A be an abelian group. Then there
is a canonical bijection �A.T / Š K.T /˝Z A. In particular, the set �A.T / of A-gradings of T is
naturally an abelian group. It is an A-module if A is endowed with the structure of a ring.

Proof. If a1; : : : ; an are the atoms of T , then the vi D Œ0; ai � are the vertices of T , and
they are a canonical basis of K.T / by Proposition 6.3.4. Let g D .xc/c2A be an A-
grading of T . For every atom ai , there is a unique ci 2 A such that ai � xci

. We have
xc D

W
ciDc

ai , so the ci determine g. Therefore the map that sends an A-grading g
as before to the element

Pn
iD1 ci � vi of K.T /˝Z A gives the desired bijection.

Remark 6.5.5. If A is an abelian group and � D .�i/i2A and � D .�i/i2A are A-
gradings of a finite boolean algebra T , then the formula

�C � D

 _
aCbDi

�a ^ �b

!
i2A
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holds for the sum on �A.T /. If A is an integral domain and a 2 A n f0g, we also have
the formula a� D .�i=a/i2A for the scalar product.

6.5.2 FILTRATIONS

DEFINITION 6.5.6 (Filtration associated to a grading). Let L be an artinian lattice,
let P be a poset, and let g D .xi/i2P be a P -grading of L. The P -filtration associated to
g is the map F g WP ! L defined by i 7! F

g
�i WD

W
j�i xj .

Note that F g is a non-increasing, meaning that for i � j in P we have F g
�j �

F
g
�i .

DEFINITION 6.5.7 (Admissible grading). Let D be a distributive artinian lattice and
let P be a poset. A P -grading g 2 �P .TD/ is said to be D-admissible if the associated
filtration F g WP ! TD factors through the inclusion D ,! TD.

DEFINITION 6.5.8 (Filtration of a lattice by a poset). Let L be an artinian lattice and
let P be a poset. A P -filtration of L is a map F WP ! LW i 7! F�i such that there is a
total distributive sublattice D of L and a D-admissible P -grading g 2 �P .TD/ such
that F g D F . We denote P - Filt.L/ the set of P -filtrations of L.

Implicitly, we are asking that the composition P F g

��! D ,! L equals F . If
F WP ! LW a 7! F�a is a nonincreasing map, we denote F>c D

W
a>c F�a.

Remark 6.5.9 (Conventions on R-filtrations). In [33], an R-filtration of L is defined to
be a sequence 0 D a0 < a1 < � � � < an D 1 in L together with an increasing sequence
c1 < � � � < cn of real numbers. In this work, however, an R-filtration consists of the
chain 0 D a0 < a1 < � � � < an D 1 in L together with a decreasing sequence d1 >
� � � > dn of real numbers. The corresponding map F W R ! L as in Definition 6.5.8
is given by F�c D

W
di�c

ai .
Our convention is better adapted to the point of view of filtrations on stacks.

Setting di D �ci gives a bijection between sets of R-filtrations in the two conventions.

LEMMA 6.5.10. Let P be a poset and let F be a P -filtration of an artinian lattice L. If D � L

is a total distributive sublattice of L through which F WP ! L factors, then there is a unique grading
g 2 �P .TD/ such that F D F g .

Proof. Let M be a total distributive sublattice of L and let .xc/c2P 2 �P .TM / be a
grading such that F D F g . Let D0 be the total distributive sublattice generated by
F.P /. Recall from Remark 6.3.7 that TD0 is naturally a total sublattice of TM , and
thus �P .TD0/ is naturally a subset of �P .TM /. From the equality xc D F�cnF>c 2 TD0 ,
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we see that g belongs to �P .TD0/ and that g is uniquely determined by F . On the
other hand, D0 is a total sublattice of D, so g is naturally a grading of TD via the
inclusion �P .TD0/ � �P .TD/.

PROPOSITION 6.5.11. Let L be an artinian lattice, let P be a poset and let F WP ! LW a 7!

F�a be a non-increasing map. Suppose further that P is a lattice. Then F is a P -filtration of L if
and only if the following conditions hold:

1. The sublattice of L generated by F.P / is distributive.
2. There exists a 2 P such that F�a D 1.
3. For a; b 2 P , we have

.F�a/ ^ .F�b/ D F�a_b:

4. There are a1; : : : ; am 2 P such that, for all a 2 P , we have

F�a D
_
ai�a

F�ai
:

Alternatively, condition (4) can be replaced by the following:
5. For every x 2 L with x ¤ 0, there is mx 2 P such that F �1.Œx; 1�/ D fa 2 P j a �

mxg.

Proof. Suppose that F is a P -filtration. Let D be a total distributive sublattice of L
and let g D .xc/c2P 2 �P .TD/ be aD-admissible P -grading of TD such that F D F g .
Since F.P / is contained inD, (1) holds. Let c1; : : : ; cn be the elements of P such that
xci

¤ 0. Then F g�c1^���^cn
D 1, so (2) holds. Noting that the xc ¤ 0 are the atoms of

the finite boolean algebra they generate, we have, for all a; b 2 P ,

F
g
�a ^ F

g

�b
D

 _
c�a

xc

!
^

0@_
d�b

xd

1A D
_
c�a
d�b

xc ^ xd D
_
c�a_b

xc D F
g

�a_b
;

so (3) holds. From the definition it follows that F g�c D
W
ci�c

F
g
�ci

, so (4) holds. For
x 2 L and x ¤ 0, let Ix � f1; : : : ; ng be such that

W
i2Ix

xci
is the smallest element in

DF \ Œx; 1�, whereDF is the sublattice ofD generated by F.P /. Since x ¤ 0, the set
Ix must be nonempty. Let mx D

V
i2Ix

ci . Then F �1.Œx; 1�/ D fc 2 P j c � mxg, so
(5) holds.

Conversely, suppose that F WP ! L is a nonincreasing map such that conditions
(1) and (2), (3) hold, and that either (4) or (5) holds. Replacing L by a total distributive
sublattice containing F.P /, which exists by (1) and (2), we may assume that L is
distributive. By further replacing L by TL we may assume that L is a finite boolean
algebra. If (5) holds, then (4) holds with the set of ai ’s taken to be the set of elements
of P of the form mx, with x 2 L.
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For c 2 P , let xc D F�c n F>c 2 TL. We denote suppF WD fc 2 P j xc ¤ 0g the
support of F . Let c; d 2 suppF with F�c D F�d . Then F�c D F�c ^ F�d D F�c_d .
Since c 2 suppF , we must have c _ d D c, so d � c. Likewise, c � d , so c D d .
Since L is finite, this shows that suppF is finite.

We now prove that, for all c 2 P , we have

F�c D
_

d2suppF
d�c

F�d : (6.4)

Let a1; : : : ; am 2 P be as in (4) with m minimal. For every i D 1; : : : ; m, we have
F>ai

D
W
aj>ai

F�aj
, so if we had F�ai

D F>ai
, then for all c 2 P we would have

F�c D
_
aj�c
j¤i

F�aj
;

contradicting minimality of m. Therefore every ai is in suppF . Conversely, if c 2

suppF , then fai j ai � cg ¤ fai j ai > cg, so c must be one of the ai . Therefore
suppF D fa1; : : : ; amg and (6.4) holds for all c 2 P by (4).

Consider the family g D .xc/c2P . By (2) and the previous paragraph, we haveW
c2P xc D 1. For c; d 2 suppF different, we have

xc ^ xd D .F�c n F>c/ ^ .F�d n F>d / D .F�c ^ F�d / n .F>c _ F>d /

D .F�c_d / n .F>c _ F>d / D 0;

by (3) and because we have the inequality F�c_d � F>c_F>d from the fact that either
c _ d > c or c _ d > d . By distributivity of L, this implies that the xc are the atoms
of the finite boolean algebra they generate. Therefore g is a grading, and we have
F D F g by (6.4), so F is indeed a filtration.

Example 6.5.12. Let L D f0; 1g, and consider Q with the standard order. Then the
map F W Q ! L given by

c 7!

˚
0; c >

p
2;

1; c <
p
2:

is not a Q-filtration of L, even though it is nonincreasing and it satisfies (1), (2) and
(3). For another non-example, consider R2 with the standard product order. Then
the map GW R2 ! L given by

.c1; c2/ 7!

˚
0; c1 > 0;

1; c1 � 0:

is not an R2-filtration.
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Remark 6.5.13. If P is a poset, F is a P -filtration of an artinian lattice L, and a 2 L,
then we say that a is a jump of F if F>a < F�a. The set of jumps of F is denoted
suppF and called the support of F . If F D F g for g D .xc/c2P 2 �P .TD/, with D a
total distributive sublattice of L, then suppF D fc 2 P j xc ¤ 0g. If a1; : : : ; am 2 P

satisfy condition (4) in Proposition 6.5.11 with m minimal, then we have seen in the
proof of Proposition 6.5.11 that suppF D fa1; : : : ; amg.

DEFINITION 6.5.14 (Pushforward of filtrations along a map of posets). Let L be an
artinian lattice, let P;P 0 be posets, let hWP ! P 0 be an order-preserving map and let
F be a P -filtration of L. The map h�F WP 0 ! L defined by

.h�F /�b D
_

h.a/�b

F�a

is a P 0-filtration of L, called the pushforward of F along h.

Proof that h�F is a P 0-filtration. Let D be a total distributive sublattice of L and let
g D .xc/c2P 2 �P .TD/ be a D-admissible P -grading such that F g D F . Let h�g D

.yc0/c02P 0 be the P 0-grading of TD given by yc0 D
W

c2P
h.c/Dc0

xc. We have, for b 2 P 0,

.h�F /�b D
_
a2P
h.a/�b

F�a D
_
a2P
h.a/�b

_
c2P
c�a

xc D
_
c02P 0

c0�b

_
c2P

h.c/Dc0

xc D
_
c02P 0

c0�b

yc0 D .F h�g/�b:

Therefore h�F D F h�g , so h�F is a P 0-filtration.

6.5.3 THE DEGENERATION FAN OF AN ARTINIAN LATTICE

In this section we show how for an artinian lattice L, the sets Zn - Filt.L/ of Zn-
filtrations for different n can be arranged into a formal fan DF.L/�, that we call the
degeneration fan of L in analogy with the degeneration fan of a point in an algebraic
stack (see Section 2.7). We will see in Proposition 7.1.3 that if L is the lattice of
subrepresentations of a finite dimensional representation E of a quiverQ over a field
k, then the degeneration fan of L is canonically isomorphic to the degeneration fan
DF.Rep.Q/;E/� of the stack Rep.Q/ of representations of Q at the point E.

The degeneration fan of L has similar convexity properties to the degeneration
fan of a point in a good moduli stack. We can see DF.L/� as a structure similar to
that of spherical building, and in fact we will see that DF.L/� is determined by the
set Z - Filt.L/ of filtrations together with the sum of filtrations and the data of the
appartments of Z - Filt.L/.

For the discussion of degeneration fans of lattices, we do not need to restrict
ourselves to Zn-filtrations. We will more generally consider An-filtrations, where A
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is a subring of R that we fix for the rest of the section, endowed with the inherited
order. We also fix an artinian lattice L.

DEFINITION 6.5.15 (Pullback of An-filtrations). Let F be a An-filtration of L and let
hWAl ! An be an A-linear order-preserving map. Let h_WAn ! Al be the dual map
of h. We define the pullback of F along h to be the Al -filtration h�F WD .h_/�F of L.

Remark 6.5.16. For a linear map hWAl ! An, we have that h is order-preserving if and
only if h

�
Al�0

�
� An�0.

Recall from Section 2.7 that the category ConeA has objects the A-modules An

for some n 2 N and morphisms the A-linear order-preserving maps between them.
The category of A-linear formal fans (Definition 2.7.2) is the category of presheaves
of sets on ConeA.

DEFINITION 6.5.17 (Degeneration fan of a lattice). TheA-linear degeneration fanDFA.L/�
of L is the A-linear formal fan defined as follows:

• For n 2 N, we set DFA.L/n WD An - Filt.L/.
• If hWAl ! An is a morphism in ConeA, then the associated map DFA.L/n !

DFA.L/l is given by F 7! h�F .
We abbreviate DF.L/� WD DFZ

.L/� and simply call it the degeneration fan of L.

The elements of DF.L/1 are called integral filtrations of L, and the elements of
DFQ

.L/1 are called rational filtrations of L. The reader can convince themselves that
DFQ

.L/� is actually the rational formal fan associated to DF.L/� as in section Sec-
tion 2.7.

DEFINITION 6.5.18. Let F
1
; : : : ; Fn 2 DFA.L/1. We say that F1; : : : ; Fn commute if the

sublattice of L they generate is distributive. In that case, we define the box sum by the
formula

.F1 � � � � � Fn/�d D .F1/�d1
^ � � � ^ .Fn/�dn

;

for d 2 An.

LEMMA 6.5.19. For commutingA-filtrationsF1; : : : ; Fn 2 DFA.L/1, the box sumF1�� � ��Fn
is an An-filtration

Proof. Let D be a total distributive sublattice of L through which F1; : : : ; Fn factor
and, for i 2 f1; : : : ; ng, let gi D .xic/c2A 2 �A.TD/ be a grading with Fi D F gi

(Lemma 6.5.10). Let g1 � � � � � gn D .x1c1
^ � � � ^ xncn

/.c1;:::;cn/2An 2 �A
n

.TD/, which is
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readily checked to be an An-grading of TD. We have F g1�����gn D F1 � � � � � Fn, so
the box sum is indeed an An-filtration.

Remark 6.5.20. The sublattice generated by two A-filtrations F1 and F2 is always dis-
tributive [12, Theorem III.7.9]. In other words, any two A-filtrations commute and,
in particular, their box sum can be considered. This can be seen as a convexity prop-
erty of DF.L/�, and it is the lattice analogue of the fact that in a reductive algebraic
group G the intersection of any two parabolic subgroups contains a maximal torus
of G [20, Theorem 10.3.6].

DEFINITION 6.5.21. Let F1; F2 2 DFA.L/1. We define the sum of F1 and F2 as F1 C

F2 WD
�
1

1

��
.F1 � F2/. Here,

�
1

1

�
denotes the linear map A ! A2 with matrix

�
1

1

�
.

The following computation readily follows from the definitions.

PROPOSITION 6.5.22. Let F;G 2 DFA.L/1. Then the sum F CG is given by the formula

.F CG/�c D
_

aCb�c

F�a ^G�b D
_

aCbDc

F�a ^G�b; c 2 A:

If a 2 A�0, multiplication by a defines an order-preserving map hWAn ! An.
We define the scalar multiplication aF WD h�F . By definition, if a ¤ 0 then we have
.aF /�b D

W
ac�b F�c D F�b=a, while 0F D 0 WD F 0, the zero filtration, given by

0�c D

˚
0; c > 0;

1; c � 0:

Remark 6.5.23. Our definition of the sum of two R-filtrations agrees with the one in-
troduced in [22, 2.2.3].

Recall (Proposition 6.5.4) that for a distributive sublatticeD of L, the set of grad-
ings �A.TD/ is bijective to K.D/˝Z A, so it is naturally an A-module.

PROPOSITION 6.5.24. Let F and G be A-filtrations of L and let a; b � 0 be elements of A. Let
D be a total distributive sublattice of L through which F and G factor and let f; g 2 �A.TD/ be
gradings with F D F f and G D F g . Then aF C bG D F afCbg .

Proof. SinceQD;0 is a basis of the Grothendieck group K.D/˝ZA (Proposition 6.3.4),
we can identify f with a map f WQD;0 ! A (Proposition 6.5.4), and similarly with g.
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With this notation, F�c D
W
v2QD;0

f .v/�c

v, and the analogue formula holds for G. Then

.F CG/�c D
_

c1Cc2�c

F�c1
^G�c2

D
_

c1Cc2�c

� _
v2QD;0

f .v/�c1

v

˘

^

� _
v2QD;0

g.v/�c2

v

˘

D
_

v2QD;0

f .v/Cg.v/�c

v D

�
F fCg

�
�c

for all c 2 A. If a 2 A n f0g, then

.aF /�c D F�c=a D
_

v2QD;0

f .v/�c=a

v D
_

v2QD;0

af .v/�c

v D

�
F af

�
�c

for all c 2 A; while clearly 0F D 0 D F 0 D F 0f . The result follows.

Remark 6.5.25. Addition ofA-filtrations is in general not associative (seeRemark 6.5.33).
However, if F1; : : : ; Fn 2 A - Filt.L/ commute, and a1; : : : ; an 2 A�0, then by Propo-
sition 6.5.24 the expression a1F1C � � � CanFn 2 A - Filt.L/ is defined unambiguously.

DEFINITION 6.5.26. Let D� be an A-linear formal fan, and F 2 Dn. The components
v1F; : : : ; vnF 2 D1 of F are the pullbacks of F along the maps A ! An given by the
standard basis of An.

The degeneration fan of L has similar formal properties to that of a point in a
good moduli stack. Compare the following result with Propositions 2.7.6 and 2.7.11.

PROPOSITION 6.5.27. For all n 2 N, the assignment F 7! .v1F; : : : ; vnF / defines a bijection

DFA.L/n
�

��!
˚
.F1; : : : ; Fn/ 2 .A -Filt.L//n j F1; : : : ; Fn commute

	
with inverse .F1; : : : ; Fn/ 7! F1� � � ��Fn. Under this bijection, the pullback along a nondecreasing
linear map hWAm ! An with matrix .aij / is given by the formula

h�.F1; : : : ; Fn/ D

 X
i

ai1Fi ; : : : ;
X
i

aimFi

!
:

Proof. Injectivity follows from the formula F D v1F � � � � � vnF , for F 2 DFA.L/n.
Clearly, the viF commute. Moreover, if F1; : : : ; Fn commute, then it follows from the
definitions that vi .F1 � � � � � Fn/ D Fi for i D 1; : : : n. Also, for h as in the statement,

vj .h
�.F1 � : : :� Fn//�c D

_
.c1;:::;cm/2A

m

cj�c

_
.d1;:::;dn/2A

n

h_.d1;:::;dn/�.c1;:::;cm/

.F1/�d1
^ � � � ^ .Fn/�dn

D
_

.d1;:::;dn/2A
nP

i aijdi�c

.F1/�d1
^ � � � ^ .Fn/�dn

D

 X
i

aijFi

!
�c

:
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The last equality above can be seen inductively: _
.d1;:::;dn/2A

nP
i aijdi�c

.F1/�d1
^ � � � ^ .Fn/�dn

D
_

c1Cc2�c

˙ _
.d1;:::;dn�1/2A

n�1Pn�1
iD1 aijdi�c1

.F1/�d1
^ � � � ^ .Fn�1/�dn�1

�

^

� _
dn2A

anjdn�c2

.Fn/�dn

˘

D

_
c1Cc2�c

�
a1jF1 C � � � a.n�1/jFn�1

�
�c1

^ .anjFn/�c2
D

 X
i

aijFi

!
�c

:

From Proposition 6.5.27 we see that the degeneration fan DFA.L/� determines
and is completely determined by:

1. the set DFA.L/1 of A-filtrations of L;
2. the sum of A-filtrations and the multiplication by scalars in A�0; and
3. the data of which finite sequences F1; : : : ; Fn of A-filtrations of L commute.
The last piece of data leads to the concept of appartment.

DEFINITION 6.5.28 (Appartment). An appartment ofDFA.L/� is a subset S � DFA.L/1
such that any finite sequence F1; : : : ; Fn of A-filtrations in S commutes and such that
S is maximal with this property.

PROPOSITION 6.5.29. For every maximal distributive sublattice D � L, the set of A-filtrations
of D is an appartment DFA.D/1 � DFA.L/. Moreover every appartment of DFA.L/� is of this
form.

Proof. In a distributive lattice, any finite sequence of filtrations commutes, so the first
statement is clear. If S � DFA.L/1 is an appartment, then the lattice D generated
by the elements F�c for F 2 S and c 2 A is distributive, and S � DFA.D/1. By
maximality of S , we have S D DFA.D/1, and again by maximality we must have
that D is a maximal distributive sublattice of L.

Remark 6.5.30. In [22, 2.2.6], the set of R-filtrations R - Filt.L/ of an artinian lattice
L is studied and it is given a spherical building like structure where the appartments
are defined to be subsets of the form R - Filt.D/ with D � L a maximal distributive
sublattice. Cornut also defines a notion of chamber [22, 2.2.2], but we note that the
degeneration fan does not contain enough information to recover the chambers.
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The degeneration fan of L contains information about L. For example,DF.L/�
can detect whether L is complemented (Proposition 6.5.34). To prove this, we intro-
duce a couple of definitions.

DEFINITION 6.5.31 (Connected formal fan). We say that a formal fanD� is connected if
D0 has a single element, that we denote 0. If f W Œn� ! Œ0� is the unique map between
Œn� and Œ0�, we also denote 0 D f �0 2 Dn.

Note that DFA.L/� is connected. The zero n-filtration is given by, for c 2 An,

0�c D

˚
1; c � 0n

0; else.

DEFINITION 6.5.32. If F 2 DFA.L/1 is a filtration, an opposite of F is an element
G 2 DFA.L/1 such that F CG D 0.

Remark 6.5.33. A filtration may have several opposites, as the following example
shows. Suppose that L is the lattice of vector subspaces of C2. Let F be the fil-
tration given by Ch.1; 0/i � C2 and weights 1; 0. Let v 2 C2 n Ch.1; 0/i and let Gv
be the filtration given by Chvi � C2 and weights 0;�1. Then F C Gv D 0. In fact
every opposite of F is of the form Gv for some v 2 C2 n Ch.1; 0/i. This also shows
that the sum filtrations is in general not associative, since associativity would imply
uniqueness of the opposite filtration.

We can now state the following proposition, which is the lattice analogue of
Proposition 2.7.14.

PROPOSITION 6.5.34. The artinian lattice L is complemented if and only if every element of
DFA.L/1 has an opposite.

Proof. If L is complemented and F is an A-filtration of L, we can find a maximal
distributive sublatticeD � L such that F 2 DFA.D/1. Note thatD is complemented
by Proposition 6.4.6 and thus a boolean algebra. If x1; : : : ; xn are the atoms of D,
an A-grading g on D is a map gW fx1; : : : ; xng ! A, so the set of A-gradings of D is
An. The map An ! DFA.D/1Wg 7! F g is a bijection by Lemma 6.5.10, and we have
F g1Cg2 D F g1 C F g2 by Proposition 6.5.24. Thus every element of DFA.D/1 has a
(unique) opposite in DFA.D/1, and in particular F has an opposite in DFA.L/1.

Conversely, suppose that every filtration of L has an opposite, and let x 2 L.
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Consider the filtration F of L given by

F�c D

„
0; c > 1

x; 0 < c � 1

1; c � 0:

Let G 2 DFA.L/1 be an opposite of F . It follows from Proposition 6.5.22 that
x ^G�0 D 0 and x _G�0 D 1. Thus x has a complement in L.

6.5.4 RECOVERING A LATTICE FROM ITS FILTRATIONS

We now show that an artinian lattice L is canonically determined by its degeneration
fanDF.L/� and the natural poset structure on the set of its Z-filtrations, even though
the degeneration fan DF.L/� alone does not have enough information to recover L.
This observation will be important in our approach to compare the iterated balanced
filtration for stacks and the HKKP filtration for lattices in Chapter 7.

DEFINITION 6.5.35. Let F;G 2 DF.L/1. We say F � G if for all c 2 Z we have
F�c � G�c.

This defines a poset structure on DF.L/1.

DEFINITION 6.5.36. A formal fan with relation is a pair .D�;�/ whereD� is a connected
formal fan and � is a relation on D1.

If .D�;�/ is a formal fan with relation, we define the set

LD D fF 2 D1 j F � 0 and 8G 2 D1; 0 � 2G � F H) G D 0g;

endowed with the relation � inherited from D1.

Definition 6.5.35 gives a formal fan with relation .DF.L/�;�/.

PROPOSITION 6.5.37. Let .D�;�/ be a formal fan with relation. Suppose that there is an ar-
tinian lattice M and an isomorphism 'W .D�;�/ ! .DF.M/�;�/ of formal fans with relation.
Then .LD;�/ is an artinian lattice isomorphic to M . Moreover, there is canonical isomorphism
.DF.LD/�;�/ ! .D�;�/ of formal fans with relation, independent ofM and '.

Proof. For every a 2 M , we denote f .a/ 2 DF.M/1 the Z-filtration ofM given by

f .a/�c D

„
0; c > 1;

a; 0 < c � 1;

1; c � 0:
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If a � b, then f .a/ � f .b/, so the map f WM ! DF.M/1W a 7! f .a/ is an injection
of posets.

Claim 6.5.38. The image of f is LDF.M/.

Indeed, let f 2 LDF.M/ with jumps c0 < : : : < cn (in Z). Since F � 0, we have
ci � 0 for all i . Let a D F�cn

> 0. Then rf .a/ � F for all r D 1; : : : ; cn, so cn is 0
or 1. If cn D 0, then n D 0 and F D 0 D f .0/. If cn D 1, then F D f .a/. Thus
LDF.M/ � f .M/.

Let a 2 M and suppose there is G 2 DF.M/1 with 0 � G and 2G � f .a/ but
G ¤ 0. If c0 < � � � < cn are the jumps of G, then cn > 0, since G ¤ 0. Thus 2cn is a
jump of 2G, but

0 � .2G/�2cn
� F�2cn

D 0;

since 2cn > 1. Therefore .2G/�2cn
D 0, contradicting that 2cn is a jump of 2G. It

follows that f .a/ 2 LDF.M/, and thus the claim is established.
Therefore f gives an isomorphism M Š LDF.M/. Since ' induces an isomor-

phism LDF.M/ Š LD, we have an isomorphism M Š LD of sets with relation, and
thus LD is an artinian lattice.

LetF 2 DF.M/1 be given by jumps c0 < � � � < cn inZ and a chain 1 > a1 > � � � >

an > 0 inM . Then F D c0f .1/C.c1�c0/f .a1/C� � �C.cn�cn�1/f .an/ and the sum is
associative because f .1/; f .a1/; : : : ; f .an/ live inside a common distributive sublattice
of M . We can use this observation to define an isomorphism ˛WDF.LD/� ! D�

independently of '.
Note that the map v.n/WDn ! .D1/

n that maps an element F 2 Dn to its com-
ponents .v1F; : : : ; vnF / 2 .D1/

n is injective for all n 2 N and bijective for n D 2 by
Proposition 6.5.27 and Remark 6.5.20. Therefore we can define sums and box sums
of elements of D1 as follows. We say that F1; : : : ; Fn 2 D1 commute if .F1; : : : ; Fn/ is
in the image of v.n/. In that case we denote F1 � � � � � Fn the unique preimage. We
define the sum of F;G 2 D1 as F CG WD

�
1

1

��
.F �G/.

If F 2 DF.LD/1 is given by jumps c0 < � � � < cn in Z and a chain 1 > b1 >

� � � > bn > 0 in LD, we define ˛1.F / D c01 C .c1 � c0/b1 C � � � C .cn � cn�1/bn.
The sum is associative because it is so in the case D� D DF.M/�, and the map
˛1WDF.LD/1 ! D1 is an isomorphism since it is so in the case D� D DF.M/�.
We define ˛n.F1 � � � � � Fn/ D ˛1.F1/ � � � � � ˛1.Fn/. This is well defined and a
bijection between DF.LD/n and Dn since it is so in the case D� D DF.M/�. Thus
˛W .DF.LD/�;�/ ! .D�;�/ is an isomorphism of formal fans with relation and it is
defined solely in terms of .D�;�/.
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Remark 6.5.39. It is clear from the definitions and from Proposition 6.5.37 that the
poset Z - Filt.L/ of an artinian lattice L, endowed with the multiplication of scalars
in Z�0, is enough to recover L, and that the full structure of formal fan of DF.L/�
is not needed for this. However, for our applications to Chapter 7, the formulation
using formal fans is more convenient.

6.6 NORMED LATTICES AND THE HKKP FILTRATION

In this section, we prove the main result of this chapter, which is a new charac-
terisation of the weight filtration of Haiden–Katzarkov–Kontsevich–Pandit (called the
HKKP filtration here) [33] as the unique minimiser of a certain norm function (Defi-
nition 6.6.13) on the set of so-called paracomplemented filtrations (Theorems 6.6.15
and 6.6.26). We fix an artinian lattice L and a subring A of R, endowed with the
induced order.

DEFINITION 6.6.1 (Complementedness). Let F 2 DFA.L/1 be an A-filtration of L.
We define the complementedness hF; li of F to be

hF; li WD sup fb 2 A�0 j 8c 2 A; ŒF�cCb; F�c� is complementedg 2 R�0 [ f1g:

The filtration F is said to be paracomplemented if hF; li � 1. We denote BA.L/ the set
of all paracomplemented A-filtrations of L

The notion of complementedness for lattices is an analogue of that for states
(Definition 5.1.13).

Remark 6.6.2. The notion of paracomplementedness for R-filtrations coincides with
the original definition [33, Section 4.3].

LEMMA 6.6.3. Let D be a maximal distributive sublattice of L and let F 2 DFA.L/1 be a
filtration that factors through D. If hF; lDi denotes the complementedness of F seen as a filtration of
D, then hF; lDi D hF; li.

Proof. This follows directly from Corollary 6.4.8.

As the lemma suggests, in order to understand complementedness for L it will
be key to study first the distributive case.

DEFINITION 6.6.4. LetM be a finite boolean algebra. We define the module �A.M/

of A-linear characters ofM to be the dual of the A-module �A.M/ of A-gradings ofM .
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Let D be a distributive artinian lattice. The family .v/v2QD;0
of vertices of D

is a canonical basis of �A.TD/. We denote .v_/v2QD;0
the basis of �A.TD/ dual to

.v/v2QD;0
.

DEFINITION 6.6.5. LetD be a distributive artinian lattice. The state ofD is the finite
subset

„D D
˚
v_2 � v_1

ˇ̌
v1; v2 2 QD;0 and there is an arrow v1 ! v2 in QD;1

	
of �Z.TD/.

Remark 6.6.6. There is a canonical injection �Z.TD/ � �A.TD/, and thus we can see
the state „D as a subset of �A.TD/ as well.

Every filtration of D can be seen as a filtration of TD. Thus there is an injection
DFA.D/1 ! DFA.TD/1 D �A.TD/ through which we see DFA.D/1 as a subset of
�A.TD/.

PROPOSITION 6.6.7. Let D be a distributive artinian lattice. We have the equality

DFA.D/1 D f� 2 �A.TD/ j 8w 2 „D; h�;wi � 0g

via the canonical injection DFA.D/1 ! �A.TD/.

Proof. We see D as the lattice of closed subgraphs of QD via the injection D ,! TD

(Theorem 6.3.5). If � 2 �A.TD/ is a grading and c 2 A we have

F ��c D
_

v2QD;0

h�;v_i�c

v:

This is an element of D precisely if for each arrow v1 ! v2 in QD we have

h�; v_1 i � c H) h�; v_2 i � c

This condition holds for all c 2 A if and only if h�; v_1 i � h�; v_2 i. Thus F � is a
filtration of D precisely when h�; v_2 � v_1 i � 0 for all arrows v1 ! v2.

Remark 6.6.8. Proposition 6.6.7 precisely says that the filtrations of D coincide with
the filtrations of the trivially polarised state .�A.TD/;„D; 0/ in the sense of Defini-
tion 5.1.3, while Proposition 6.6.9 states that the complementedness of a filtration
of D in the sense of lattices agrees with the complementedness in the sense of states
(Definition 5.1.13).
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PROPOSITION 6.6.9. LetD be a distributive lattice and F � 2 DFA.D/1 a filtration ofD, with
� 2 �A.TD/. We have the following formula for the complementedness of F �:

hF �; li D inffh�;wi j w 2 „Dg:

In particular, F � is paracomplemented if and only if for all w 2 „D we have h�;wi � 1.

Proof. Again we see D as the lattice of closed subgraphs of QD. For b; c 2 A with
b � 0, the interval ŒF�cCb; F�c� is isomorphic to the full subgraph of Q with set of
vertices fv 2 QD;0 j c � h�; v_i < c C bg. Thus ŒF�cCb; F�c� is complemented if
and only if there are no arrows v1 ! v2 with c � h�; v_1 i; h�; v_2 i < c C b. It follows
that ŒF�cCb; F�c� is complemented for all c 2 A if and only if h�; v_2 � v_1 i � b for all
arrows v1 ! v2. This is seen by setting c D h�; v_1 i. We thus have

b � hF �; li ” b � inffh�;wi j w 2 „Dg:

Since this holds for all b � 0 in A, we have the desired equality.

COROLLARY 6.6.10. The set BA.L/ of paracomplemented A-filtrations is convex, in the sense
that for all F;G 2 BA.L/ and t 2 Œ0; 1� \ A, we have .1 � t /F C tG 2 BA.L/.

Proof. Take a maximal distributive sublatticeD of L containing F and G. By Propo-
sition 6.6.9, the complementedness h�; li is a convex function on DFA.D/1. The
result follows.

We recall the definition of norm on a lattice used in [33].

DEFINITION 6.6.11 (Norm on a lattice). An A-valued norm X on L is the data of a
nonnegative number X.Œa; b�/ 2 A�0 for every interval Œa; b� of L such that

1. X.Œa; b�/ D 0 if and only if a D b;
2. X.Œa; b�/ D X.Œa; c�/CX.Œc; b�/ if a � c � b; and
3. X.Œa; b�/ D X.Œa0; b0�/ if Œa; b� � Œa0; b0�.

An A-normed artinian lattice is a pair .L;X/ where L is an artinian lattice and X is an
A-valued norm on L.

From now on, we fix an A-valued norm X on L.

Remark 6.6.12. The conditions in Definition 6.6.11 amount to X being defined by a
homomorphism X WK.L/ ! A such that X

�
Œa; b�

�
> 0 for a < b.

DEFINITION 6.6.13 (Norm of a filtration). For every filtration F 2 DFA.L/1, we
define its norm squared kF k2 to be

kF k
2

D
X
c2A

c2X.ŒF>c; F�c�/:
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Remark 6.6.14. For any distributive sublattice, X induces a norm on D by restriction
and on TD because K.D/ D K.TD/. Since K.D/ has for basis the set of vertices ofD,
the restriction of X to D is determined by the values X.v/ for v 2 QD;0. The norm
on TD gives an inner product .�;�/ on �A.TD/ that, in the basis of verticesQD;0, has
diagonal matrix .ıvwX.v//v;w2QD;0

. If � 2 �A.TD/ is a D-admissible grading, then
we have k�k2 D kF �k2.

THEOREM 6.6.15. Suppose A is a field. Then there is a unique paracomplemented filtration F 2

BA.L/ minimising k�k2 on the set BA.L/ of paracomplemented A-filtrations of L.

Proof. Let D be a maximal distributive sublattice of L. We first study the problem of
minimising k�k2 inDFA.D/1. By Proposition 6.6.9 and Remark 6.6.14, we are look-
ing to minimise k�k2 for � 2 RA, where RA D f� 2 �A.TD/ j infh�;„Di � 1g is the
set of thoseD-admissibleA-gradings � 2 �A.TD/ such that F � is paracomplemented.
A unique minimiser of k�k2 on RA exists by the case of states (Proposition 5.1.14).

From Proposition 6.3.2 we see that there are only finitely many isomorphism
types of normed distributive lattices that appear as maximal distributive sublattices
of L. Indeed, once we fix a maximal chain 0 D a0 < � � � < an D 1 of L, distribu-
tive sublattices D of L containing the ai are determined by the set of arrows of the
corresponding directed acyclic graph with vertices f1; : : : ; ng. The norm on D is de-
termined by attaching the number ci D X.Œai�1; ai �/ 2 A>0 to each vertex i . If we
choose a different maximal chain 0 D b0 < � � � < bn D 1, by the theorem of Jordan–
Hölder–Dedekind, we have X.Œai�1; ai �/ D X.Œb�.i/�1; b�.i/�/ for a permutation � of
f1; : : : ; ng. Therefore all maximal distributive sublattices D of L are isomorphic, as
normed lattices, to the lattice of closed subgraphs of some directed acyclic graph with
set of vertices f1; : : : ; ng and norm given by the numbers c1; : : : ; cn. We conclude that
the minimum of k�k2 on BA.L/ is attained at some F 2 BA.L/.

Suppose that there are two paracomplemented filtrations F;G 2 BA.L/ min-
imising k�k2. By [12, Theorem III.7.9], the lattice generated by the F�c and the
G�c is distributive. Therefore there is a maximal distributive sublattice D of L such
that both F and G factor through D. We must have F D G from uniqueness of the
minimiser in the distributive case.

We now study the notion of linear form on a lattice.

DEFINITION 6.6.16 (Linear form on a lattice). An A-valued linear form ` on L is the
data of a number `.Œa; b�/ 2 A for each interval Œa; b� of L such that:

1. `.Œa; b�/ D `.Œa; c�/C `.Œc; b�/ if a � c � b; and
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2. `.Œa; b�/ D `.Œa0; b0�/ if Œa; b� � Œa0; b0�.
If ` is an A-valued linear form on ` and F 2 DFA.L/1 is a filtration, we define

the pairing
hF; `i WD

X
c2A

c `.ŒF>c; F�c�/:

Remark 6.6.17. Equivalently, an A-valued linear form on L is an A-module homo-
morphism `WK.L/ ! A.

The word linear in the definition is justified by the following property.

LEMMA 6.6.18. Let ` be an A-valued linear form on L. For a; b 2 A�0 and F;G 2 DFA.L/1
we have

haF C bG; `i D ahF; `i C bhG; `i:

Proof. By taking a distributive sublattice D of L through which both F and G factor,
and subsequently taking the associated boolean algebra TD, we may assume that
L D M is a finite boolean algebra. Then ` is given by an element ˛ 2 �A.M/, and
for � 2 �A.M/ we have the equality hF �; `i D h�; ˛i. In this context, linearity is
clear.

DEFINITION 6.6.19 (Semistable lattice). Let ` be a linear form on L. We say that L
is semistable with respect to ` if for all F 2 DFA.L/1 we have hF; `i � 0.

The following proposition relates the notion of semistability above with what
in [33] is called semistable of phase 0.

PROPOSITION 6.6.20. Let ` be a linear form on L. Then L is semistable with respect to ` if and
only if `.L/ D 0 and for all x 2 L we have `.Œ0; x�/ � 0.

Proof. Suppose first that L is semistable with respect to L. Let a 2 A and consider
the filtration F of L characterised by the fact that F>a D 0, F�a D 1. We have
hF; `i D a`.L/. Thus a`.L/ � 0 for all a 2 A, which forces `.L/ D 0.

Now let x 2 L and consider the filtrationF with jumps 0 and 1 such thatF�1 D x

and F�0 D 1. We have `.Œ0; x�/ D hF; `i � 0, as desired.
Conversely, suppose that `.L/ D 0 and for all x 2 L we have `.Œ0; x�/ � 0. Let

F 2 DFA.L/1 be any filtration with jumps c1 < : : : < cn. We have

hF; `i D

nX
iD1

ci`.ŒF>ci
; F�ci

�/ D

n�1X
iD1

ci
�
`.Œ0; F�ci

�/ � `.Œ0; F�ciC1
�/
�

C cn`.Œ0; F�cn
�/ D

D

nX
iD2

.ci � ci�1/`.Œ0; F�ci
�/C c1`.Œ0; F�c1

�/ � 0;
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since all ci � ci�1 > 0 and `.Œ0; F�c1
�/ D `.L/ D 0.

If L0 � L is a sublattice and ` is a linear form on L, there is an induced linear
form `jL0 on L0 given by `jL0.Œa; b�/ D `.Œa; b�/ for a � b in L0.

Remark 6.6.21. IfD � L is a distributive sublattice, since �A.TD/ D K.D/, we identify
`jD with an element of �A.TD/. Therefore we have a polarised state .�A.TD/;„D;
�`jD/ over A, which is semistable precisely whenD is semistable with respect to `jD.
If L is endowed with an A-valued norm X , then .�A.TD/;„D;�`jD/ is a normed
polarised state.

DEFINITION 6.6.22 (Lattice of semistable elements). Let ` be a linear form on L and
suppose that L is semistable with respect to L. We denote Lss.`/ (or just Lss if ` is clear
from the context) the sublattice of L consisting of those elements x 2 L such that
Œ0; x� is semistable with respect to `jŒ0;x�.

Since in the definition L itself is assumed to be semistable, x 2 L is in Lss if and
only if `.Œ0; x�/ D 0. If x; y 2 Lss, then

`.Œ0; x _ y�/ D `.Œx; x _ y�/ D `.Œx ^ y; y�/ D �`.Œ0; x ^ y�/;

therefore `.Œ0; x _ y�/ D `.Œ0; x ^ y�/ D 0, since both are � 0. Thus Lss is indeed a
sublattice of L, and it contains 0 and 1.

DEFINITION 6.6.23 (Associated graded lattice). Let F 2 DFA.L/1 be an A-filtration
of L. We define the associated graded lattice GradF .L/ to be the product lattice

GradF .L/ WD
Y
c2A

ŒF>c; F�c�:

The associated graded lattice is normed by setting

X .Œ.xc/c2A; .yc/c2A�/ D
X
c2A

X.Œxc; yc�/:

We still denote by X the norm on GradF .L/. The lattice GradF .L/ carries naturally
a linear form F _, defined by

F _.Œ.xc/c2A; .yc/c2A�/ D
X
c2A

cX.Œxc; yc�/:

Suppose that D is a maximal distributive sublattice of L containing F . Then
each ŒF>c; F�c� \ D is a maximal distributive sublattice of ŒF>c; F�c� by Proposi-
tion 6.4.5, and thus Dgr D

Q
c2AŒF>c; F�c� \ D is a maximal distributive sublattice

of GradF .L/. Note that D and Dgr have the same associated boolean algebra TD.
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Suppose that G is an A-filtration of GradF .L/ contained in Dgr. Then we have the
formula

hG;F _i D .G; F /; (6.5)

where in the right hand side, G and F are seen as elements in �A.TD/ and .�;�/ is
the inner product on �A.TD/ given by X .

In [33], the local structure of BA.L/ around a paracomplemented filtration F is
described in terms of another lattice ƒ.F /, whose definition we recall now.

DEFINITION 6.6.24. Suppose that F 2 BA.L/ is a paracomplemented A-filtration.
We define the sublatticeƒ.F / of GradF .L/ to be the set of those .xc/c2A 2 GradF .L/
such that for each c 2 A the interval ŒxcC1; xc� of L is complemented.

It is not obvious that ƒ.F / is actually a sublattice of GradF .L/. This fact is [33,
Proposition 4.5], although it can also be deduced from the proof of the following
lemma by reducing to the distributive case.

LEMMA 6.6.25. LetF 2 BA.L/ be a paracomplementedA-filtration ofL, and letD be a maximal
distributive sublattice of L through which F factors. Then Dƒ.F / WD Dgr \ ƒ.F / is a maximal
distributive sublattice ofƒ.F /with associated boolean algebra canonically isomorphic to TD. Moreover,
its state is

„Dƒ.F /
D fw 2 „D j h�;wi D 1g � �A.TD/;

where � 2 �A.TD/ is such that F � D F

Proof. LetD0 be amaximal distributive sublattice ofƒ.F / containingDƒ.F /. The pro-
jections pcWD0 ! ŒF>c; F�c� are maps of lattices whose image containsD\ŒF>c; F�c�.
Indeed, we have a section scWD \ ŒF>c; F�c� ! Dƒ.F / � D0 defined by

sc.x/d D

„
F�d ; d > c;

x; d D c;

F>d ; d < c:

Since D \ ŒF>c; F�c� is a maximal distributive sublattice of ŒF>c; F�c� and pc.D0/ is
distributive, we must have pc.D0/ D D \ ŒF>c; F�c�. Therefore D0 D Dƒ.F /.

Denote FD the filtration F seen as a filtration of D. From Corollary 6.4.8 it
follows that Dƒ.F / D ƒ.FD/, that is, Dƒ.F / consists of the elements .yc/c2A 2 Dgr

such that ŒycC1; yc�\D is complemented for all c 2 A. We can regardD canonically
as the lattice of closed subgraphs of the directed acyclic graph QD. The filtration
FD is of the form F � for an element � 2 �A.TD/. Given .yc/c2A 2 Dgr and c 2

A, the interval ŒycC1; yc� \ D is complemented if and only if there are no arrows
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˛Wu ! v with u; v 2 yc n ycC1. Note that, since FD is paracomplemented, for
any such arrow we have h�; ui D c and h�; vi D c C 1, and thus we must have
u 2 yc n F>c and v 2 F�cC1 n ycC1. Therefore .yc/c2A is in Dƒ.F / if and only if
for every arrow ˛Wu ! v with h�; v_ � u_i D 1 and u 2 yc, for some c 2 A,
we have v 2 ycC1. Let Q0 be the subgraph of QD with vertices QD;0 and arrows
˛Wu ! v such that h�; v_�u_i D 1. The condition above is precisely that the subsetS
c2A yc n F>c of QD;0 (which corresponds to the element .yc/c2A 2 Dgr itself via the

identification TD D TDgr ) is a closed subgraph of Q0. Therefore Dƒ.F / is identified
with the lattice of closed subgraphs of Q0. On the other hand, the state of Q0 is by
definition fw 2 „D j h�;wi D 1g.

The linear form F _ on GradF .L/ induces a linear form on ƒ.L/ that we still
denote by F _.

THEOREM 6.6.26 (Existence and characterisation of the HKKP filtration). Let A be a
field, and let L be an A-normed artinian lattice. Let F 2 BA.L/ be a paracomplemented A-filtration
of L. Then the following are equivalent:

1. The filtration F minimises the function k�k2 on BA.L/.
2. The lattice ƒ.F / is semistable with respect to the linear form �F _.

Moreover, there is a unique F 2 BA.L/ satisfying these conditions.

DEFINITION 6.6.27 (HKKP filtration of a normed lattice). In the context of Theo-
rem 6.6.26, the unique F 2 BA.L/ satisfying the two equivalent conditions is called
the HKKP filtration of the A-normed lattice .L;X/.

Remark 6.6.28. The proof of Theorem 6.2.2 in [33] uses completeness of R in an
essential way. Our methods however allow us to prove that the weight filtration is
defined over the field A if the norm takes values in A. The characterisation of the
HKKP filtration as the unique minimiser of k�k2 on BA.L/ is new and will be impor-
tant in our approach to relate the iterated HKKP filtration with the iterated balanced
filtration in Chapter 7.

Proof. The existence and uniqueness statement follows from Theorem 6.6.15. We
now prove the equivalence of the two conditions. The first one is equivalent to, for
every G 2 BA.L/, the function

f .t/ D
1

2
k.1 � t /F C tGk

2; t 2 Œ0; 1� \ A;

having a local minimum at t D 0. This follows by convexity of BA.L/ and strict
convexity of k�k2, which can be seen by taking a maximal distributive sublattice D
of L such that both F and G factor through D.
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Claim 6.6.29. There is H 2 DFA.ƒ.L//1 such that f 0.0/ D hH;F _i.

Indeed, take �;� 2 �A.TD/ such that F D F � and G D G�. Then f .t/ D

1
2
k.1 � t/� C t�k2, where now the norm is associated to the inner product .�;�/

in �A.TD/. Therefore f 0.0/ D .� � �; �/ D hH;F _i, where H is the filtration of
TD D Dgr � GradF .L/ associated to � � �. Using the description of „Dƒ.F /

from
Lemma 6.6.25, we see that for all w 2 „Dƒ.F /

we have h� � �;wi D h�;wi � 1 � 0,
since � is a filtration ofD. HenceH is a filtration ofƒ.F / by Proposition 6.6.7. This
proves the claim.

If ƒ.F / is semistable with respect to �F _, we have that f 0.0/ � 0, so 0 is a local
minimum of f . Since this holds for all G 2 BA.L/, we have that F minimises k�k2

on BA.L/.
Conversely, suppose that F maximises k�k2 on BA.L/, and let H be an A-

filtration of ƒ.F /. Take a maximal distributive sublattice D of L containing F such
that H factors through Dƒ.F /, and let �; � 2 �A.TD/ correspond to H and F .
Since h�;wi � 0 for all w 2 „D such that h�;wi D 1, we have, for small enough
t 2 A \ .0; 1� that h� C t�;„Di � 1. Thus � C t� corresponds to a filtration G of
D � L. Defining f as above, we see that f 0.0/ D htH; F _i. Since f has a local
minimum at 0, it must be f 0.0/ � 0 and thus hH;F _i � 0. This proves that ƒ.F / is
semistable with respect to �F _.

We can get more intuition about why Theorem 6.6.26 is true by interpreting
ƒ.F / as describing BA.L/ locally around F , as we now explain.

Keep assuming A is a field. For F 2 BA.L/ and " > 0 a real number, we define
the set B.F; "/ as

B.F; "/ D fH 2 BA.L/ j 8c 2 A; d.suppF; c/ � " H) H�c D F�cg:

Recall that suppF denotes the support of F , which is defined as the set of its jumps.
Suppose now that

" <
1

2
inf
˚ˇ̌
c � c0

ˇ̌
j c; c0 2 suppF; c ¤ c0

	
:

If G is an A-filtration of ƒ.F / with support inside .�"; "/ we define a filtration F CG

of L as follows. Let c1 < : : : < cn be the jumps of F . For t 2 A with jt j < " and
i 2 f1; : : : ; ng we set

.F CG/�ciCt D .G�t/ci
;

and for c 2 A with d.suppF; c/ � " we set .F C G/�c D F�c. This yields a well-
defined element F CG 2 DFA.L/1.
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The following result is [33, Proposition 4.8] for the case A D R, but the same
proof is valid for all subfields A of R.

PROPOSITION 6.6.30. Suppose A is a field and let F 2 BA.L/ be a paracomplemented A-
filtration. For small enough " > 0, the map G 7! F C G establishes a bijection between the set of
A-filtrations of ƒ.F / with support contained in .�"; "/ and B.F; "/.

Intuitively the proof of Theorem 6.6.26 goes as follows. By convexity, F min-
imises k�k2 on BA.L/ if and only if F is a local minimum of k�k2 on BA.L/. Since
locally around F elements of BA.L/ are of the form F CH , with H 2 DFA.ƒ.F //1,
this is equivalent to the function

f .t/ D
1

2
kF C tHk

2; t 2 Œ0; 1� \ A

having a local minimum at 0, that is f 0.0/ � 0. Computing the derivative we get
f 0.0/ D hH;F _i, from which the result follows. A concrete way to establish the
computation of f 0.0/ is by working with maximal distributive sublattices, which is
what we do in the proof of Theorem 6.6.26.

6.7 THE HKKP CHAIN

In analogy with the notion of chain for stacks (Definition 4.1.1), we define the concept
of chain of lattices. The operation of taking theHKKP filtration of a normed artinian
lattice L can be iterated, and the result is best expressed as a chain of lattices. As a
shadow of this procedure, we obtain a Q1-filtration of the original lattice L.

DEFINITION 6.7.1. A chain of lattices is data .Ln; Fn; cn/n2N where
1. for every n 2 N, Ln is an artinian lattice endowed with a rational norm;
2. Fn 2 DFQ

.Ln/1 is a Q-filtration of Ln;
3. cnWLnC1 ,! GradFn

.Ln/ is a sublattice of GradFn
.Ln/ in such a way that the

norm on LnC1 is the restriction along cn of the norm on GradFn
.Ln/, which is

itself inherited from Ln.

DEFINITION 6.7.2. Let L be an artinian lattice endowed with a rational norm. The
HKKP chain of L is the chain .Ln; Fn; cn/n2N defined inductively as follows:

1. L0 D L as normed lattices;
2. if n 2 N and Ln is defined, we let Fn 2 DFQ

.Ln/1 be its HKKP filtration (Def-
inition 6.6.27). We let LnC1 D ƒ.Fn/

ss.�F _
n / (see Definitions 6.6.22 and 6.6.24)

and cn to be the inclusion

cnWLnC1 ,! ƒ.Fn/ ,! GradFn
.Ln/:
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We endow LnC1 with the norm induced from GradFn
.Ln/.

For every n 2 N, there is an inclusion

�nWLnC1 ,! GradnC1Fn;:::;F0
.L/ WD GradFn

.GradFn�1
.� � � .GradF0

.L// � � � /;

which allows us to see FnC1 as a Q-filtration of GradnC1Fn;:::;F0
. The �n are constructed

inductively by letting �0 D c0 and �nC1 to be the composition

LnC2
cnC1

���! GradFnC1
.LnC1/

GradFnC1
.�nC1/

����������! GradFnC1

�
GradnC1Fn;:::;F0

.L/
�
;

noting that GradFnC1

�
GradnC1Fn;:::;F0

.L/
�

D GradnC2FnC1;:::;F0
.L/.

The data of the Fn, seen as Q-filtrations of GradnC1Fn;:::;F0
.L/, is the same as the

data of a Q1-filtration of L in the sense of Definition 6.5.8. Here Q1 D Q˚N with
lexicographic order. Since Q1 is a totally ordered set, a Q1-filtration of L can be
described in more concrete terms as a chain

0 < a1 < a2 < � � � < an D 1

of elements of L together with a chain

c1 > c2 > � � � > cn

of elements of Q1.

DEFINITION 6.7.3. The iterated HKKP filtration of L is the Q1-filtration of L deter-
mined by the Fn as above.

Remark 6.7.4 (Refined Harder–Narasimhan filtrations for lattices). For artinian lat-
tice L, a rational norm X and a rational linear form ` give rise to a polarisation
ZWK.L/ ! C in the sense of [33] by setting Z .Œa; b�/ D �`.Œa; b�/ C iX.Œa; b�/.
The Harder–Narasimhan filtration F of .L;Z/ is then defined, and it is characterised
by the fact that GradF .L/ is semistable with respect to the linear form ` � F _.
We can define the refined Harder–Narasimhan chain .Ln; Fn; cn/n2N by letting L0 D L,
L1 D GradF .L/ss.`�F

_/, F0 D F , c0WL1 ! GradF .L/ D GradF0
.L0/ the natu-

ral inclusion and .LnC1; FnC1; cnC1/n2N to be the HKKP chain of L1. The associ-
ated Q1-filtration of this chain is by definition the refined Harder–Narasimhan filtration of
.L;Z/.

We note however that for manymoduli problems of objects in abelian categories,
like that of vector bundles on a smooth projective curve, the Harder–Narasimhan
filtration does not arise in this way because the relevant lattice of subobjects is not ar-
tinian. Artinian lattices are still suitable for defining refinements of Harder–Narasimhan
filtrations in these cases though.



CHAPTER 7

COMPARISON WITH THE ITERATED HKKP
FILTRATION

This chapter is devoted to establishing a correspondence between the iterated bal-
anced filtration for stacks and the iterated HKKP filtration for lattices. We intro-
duce a class of stacks X endowed with some extra structure, called linearly lit good
moduli stacks (Definition 7.3.7), for which every point x has an associated artinian
lattice Lx. Morally, linearly lit stacks parametrise objects in some linear category.
We give many examples of linearly lit stacks and provide a general method to es-
tablish linear litness in Section 7.4. We prove that the sets of sequential filtrations
Q1- Filt.Lx/ D Q1- Filt.X; x/ are canonically isomorphic and that, in the presence
of a norm, the iterated HKKP filtration of Lx agrees with the iterated balanced fil-
tration of .X; x/ (Theorem 7.5.9 and Corollary 7.5.11).

7.1 AGREEMENT OF DEGENERATION FANS

In this section, we will exhibit how the degeneration fan of the lattice of subrepresen-
tations of a quiver representation can be read off from the moduli stack of represen-
tations. The simplest case is that of subspaces of a given vector space.

PROPOSITION 7.1.1. Let k be a field, let d 2 N, and let ptWSpec k ! BGL.d/k be the
standard point, corresponding to the vector space kd . Let L be the lattice of vector subspaces of kd .
Then there is a canonical isomorphism

DF.BGL.d/k;pt/� Š DF.L/�

of formal fans.

151
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Proof. We write DF.GL.d/k/� D DF.BGL.d/k;pt/�. The formal fan DF.GL.d/k/�
can be explicitly described as

DF.GL.d/k/n D Hom.Gn
m;k;GL.d/k/= �

where for �; 
 2 Hom.Gn
m;k
;GL.d/k/, we have � � 
 if there is g 2 P.�/.k/ such

that 
 D �g . This follows from Example 2.2.13.
A homomorphism �W Gn

m;k
! GL.d/k is the same data as grading V WD kd DL

�2�Z.G
n
m;k

/ V
�
� of V by �Z.G

n
m;k
/, where each V �� � V . We identify �Z.G

n
m;k
/ D Zn

canonically, and see it as a poset with product order. Thus there is a canonical
bijection between the set of homomorphisms �W Gn

m;k
! GL.d/k and the set of

Zn-gradings of L. For such a �, we have the associated filtration given by F ��c DL
�2Zn V �� , for c 2 Zn. It is a Zn-filtration by Definition 6.5.6.

Claim 7.1.2. For all g 2 GL.d/.k/, we have that g 2 P.�/.k/ if and only if for all
c 2 Zn, g.F ��c/ � F ��c.

Indeed, g 2 P.�/.k/ if and only if limt!0 �.t/g�.t/
�1 exists. Write g D .g�;�0/�;�02Zn ,

where g�;�0 WV ��0 ! V �� . Then .�.t/g�.t/�1/�;�0 D .� � �0/.t/g�;�0 . Thus g 2 P.�/.k/

if and only if for all �; �0 2 Zn, if g�;�0 ¤ 0 then � � �0. This condition is equivalent
to

8� 2 Zn; gV �� � F ���;

which is in turn equivalent to

8� 2 Zn; gF ��� � F ���:

This proves the claim. Note the equalities V �g

� D gV �� and F �g

�� D gF ��� for any
g 2 GL.d/.k/. If g 2 P.�/.k/, then F �g

D F �. Thus the assignment � 7! F � gives
a well-defined map fnWDF.GL.d/k/n ! DF.L/n.

Suppose �1; �2W Gn
m;k

! GL.d/k are such that F WD F �1 D F �2 . Let C be the
set of jumps of F , and let �1; : : : ; �l be a labelling of the elements of C in such a way
that Xi � Xj implies i � j . Note that C D f� 2 Zn j V �i

� ¤ 0g for i D 1; 2. Let
Ui D

P
j�i F��j

. We have Ul ¤ Ul�1 ¤ � � � ¤ U1 D V .
We define inductively an automorphism gi WUi ! Ui such that gi.V �1

�i
/ D V �2

�i

and gi jUiC1
D giC1. We set gl D idU1

. Suppose gi is defined, i � 2. We have
two direct sum decompositions, Ui D Ui�1 ˚ V �1

�i
D Ui�1 ˚ V �2

�i
, so there is an

isomorphism oWV �1
�i

! V �2
�i
. We set gi�1 D gi ˚ o. Now let g D g1. We have

g.F�c/ D g
�P

��c V
�1
�

�
D
P
��c g

�
V �1
�

�
D
P
��c V

�2
� D F�c. Thus g 2 P.�1/ and

�2 D �
g
1 , since V �2

� D gV �1
� for all � 2 Zn. This proves fnWDF.GL.d/k/n ! DF.L/n

is injective.
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Let F 2 DF.L/n, and letM be a maximal distributive sublattice of L containing
each F�c for c 2 Zn. By Proposition 6.4.6, M is complemented. By Lemma 6.5.10,
there is a grading � of M , which is also a grading of L, such that F D F �. The
grading � can be seen as a map �W Gn

m;k
! GL.d/k, and thus F D fn.�/. The map

fn is therefore surjective.
It is only left to check naturality of the maps fn. Let hW Zl ! Zn be an order-

preserving linear map and �W Gn
m;k

! GL.d/k. We denote h�.�/ WD � ı D.h_/,
where D denotes the Cartier dual map. This descends to give the pullback map
h�WDF.GL.d/k/n ! DF.GL.d/k/l . By Cartier duality, for � 2 Zn, the torus Gl

m;k

acts on V �� as h_.�/, so V h��
˛ D

L
h_.�/D˛ V

�
� for all ˛ 2 Zl . Therefore for all c 2 Zl

we have
F h

��
�c D

M
�2Zn

h_.�/�c

V �� D
X
�2Zn

h_.�/�c

F ��� D .h�F �/�c;

as desired.

With the aim of generalising Proposition 7.1.1 to the quiver setting, we recall
certain basic definitions and set notations. We fix a field k.

A quiver Q is a finite directed graph. It consists of a finite setQ0 of vertices, a finite
setQ1 of arrows and source and target maps s; t WQ1 ! Q0. If ˛ 2 Q1, we write ˛W i ! j

if i D s.˛/ and j D t .˛/. A representation E of Q over the field k consists of a vector
space Ei for every vertex i 2 Q0 and a linear map x˛WEi ! Ej for every arrow
˛W i ! j of Q. We will sometimes denote E D ..Ei/i2Q0

; .x˛/˛2Q1
/. We say that

E is finite dimensional if every Ei is. A morphism of representations E ! E 0, where
E 0 D ..E 0i/i ; .x

0
˛/˛/, is a family .fi/i2Q0

of maps fi WEi ! E 0i such that x0˛ıfi D fj ıx˛

for every arrow ˛W i ! j .
A dimension vector d for Q is the data of a number di 2 N for every vertex i of Q.

The representation space for the dimension vector d is

Rep.Q; d/ D
M
˛Wi!j

Hom.kdi ; kdj /:

The group G.d/ D
Q
i2Q0

GLdi ;k acts on Rep.Q; d/ by

.gi/ � .x˛/˛ D .gjx˛g
�1
i /˛Wi!j :

The quotient stack Rep.Q; d/ WD Rep.Q; d/=G.d/ is referred to as the moduli
stack of representations ofQ of dimension vector d .

We now fix a quiver Q, a dimension vector d and we denote G D G.d/, V D

Rep.Q; d/ and X D Rep.Q; d/. We fix a k-point x of V , and, by slight abuse of
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notation, we denote the image of x under V ! X also by x. The point x gives a
representation E D ..kdi /i ; .x˛/˛/, and we will denote L D LE the lattice of subrep-
resentations of E, which is an artinian lattice (Definition 6.1.1).

PROPOSITION 7.1.3. There is a canonical isomorphism

DF.X; x/� Š DF.L/�

of formal fans.

Proof. By Proposition 2.7.5, there is a injectionDF.X; x/� ! DF.BG;pt/� that iden-
tifies DF.X; x/� with a subfan of DF.BG;pt/� by

DF.X; x/n D f
 2 DF.BG;pt/n j lim 
x existsg;

and where
DF.BG;pt/n D Hom.Gn

m;k; G/= �;

with 
 � 
g if g 2 P.
/.k/.
Let Qı be the quiver with Qı0 D Q0 and Qı1 D ¿. Then E defines a represen-

tation Eı ofQı which is just the vector space
L

i2Q0
Ei endowed with its grading by

the set Q0. The lattice LEı of subrepresentations of Eı is the product

LEı D
Y
i2Q0

LEi

of the lattices of vector subspaces of each Ei . Proposition 7.1.1 gives a canonical
isomorphism

DF.BG;pt/� D
Y
i2Q0

DF.BGLdi ;k;pt/� Š
Y
i2Q0

DF.LEi
/� Š DF.Lı/�W 
 7! F 
 :

The injection of latticesL ! Lı gives an injection of formal fansDF.L/� ! DF.Lı/�.
Now if 
 2 DF.BG;pt/n is represented by a group homomorphism Gn

m;k
! G (that

we also denote 
 ), then the associated filtration F 
 2 DF.Lı/n is given by

.F


�c/i D

M
�2Zn

��c

.Ei/


�; c 2 Zn;

where .Ei/
� is the eigenspace of Ei where Gn
m;k

acts, via 
 , through the character
� 2 �Z.G

n
m;k
/ Š Zn. The direct sum decomposition of the Ei allows us to write x in

coordinates x D .x˛;�;�0/˛2Q1;�;�02Zn where, if ˛W i ! j , then x˛;�;�0 W .Ei/


�0 ! .Ej /



�

is the corresponding component of x˛. For F 
 to be a filtration of E we need that

x˛

�
.Ei/



�0

�
�
M
�2Zn

���0

.Ej /


�
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for all ˛W i ! j and all �0 2 Zn. This is equivalent to x˛;�;�0 being 0 whenever � < �0,
for all ˛ 2 Q1. On the other hand,


.t/x D ..� � �0/.t/x˛;�;�0/˛;�;�0;

so lim 
x exists if and only if x˛;�;�0 D 0 whenever � < �0. Therefore DF.X; x/� and
DF.L/� are the same subfan under the isomorphismDF.BG;pt/� Š DF.Lı/�, so we
get an isomorphism between DF.X; x/� and DF.L/�, as desired.

We denote DF.X; x/n ! DF.L/nW 
 7! F 
 the isomorphism above.

7.2 THE CASE OF NILPOTENT QUIVER REPRESENTATIONS

Wewill now relate, in a particular quiver setting, the complementedness of a filtration
in the sense of lattices (Definition 6.6.1) with the Kempf number of a filtration in the
sense of stacks (Definition 3.1.1). We fix a base algebraically closed field k, a quiver
Q, and a dimension vector d such that the stack Rep.Q; d/ of representations (over
k) has a good moduli space. If k is of characteristic 0, this last condition is automatic,
while if k has positive characteristic then we are imposing that d is a vector of 0s and
1s, so that GL.d/ is a torus.

DEFINITION 7.2.1 (Null representation). We say that a representationM D ..Mi/i2Q0
;

.y˛/˛2Q1
/ of Q is null if y˛ D 0 for all ˛ 2 Q1.

PROPOSITION AND DEFINITION 7.2.2. Let M D ..Mi/i2Q0
; .y˛/˛2Q1

/ be a finite
dimensional representation ofQ of dimension vector d , corresponding to the k-point
y of Rep.Q; d/. The following are equivalent:

1. There is a Z-filtration ofM whose associated graded is null.
2. We have 0 2 fyg inside Rep.Q; d/.
3. There exists n 2 N such that for every sequence of composable arrows ˛1; : : : ; ˛n

in Q we have y˛n
ı � � � ı y˛1

D 0.
If these conditions hold we say thatM is a nilpotent representation of Q.

Proof. Since Rep.Q; d/ has a good moduli space, 0 2 fyg if and only if there is � 2

DF.Rep.Q; d/; y/1 with ev0 � D 0 by [8, Lemma 3.24]. This gives a filtration F � of
M whose associated graded representation is null, and conversely any such filtration
gives a suitable �. This shows that the first two conditions are equivalent.

For the third one, letM 0 be the subrepresentation ofM consisting of the vectors
v 2 Mi such that y˛.v/ D 0 for all arrows ˛ in Q with s.˛/ D i . By definition, M 0 is
null. LetM1 D M 0 and letMn � M be defined byMn=M.n�1/ D .M=M.n�1//

0. Then
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M satisfies the third condition if and only if Mn D M for some n 2 N. In that case,
0 � M1 � � � � � Mn D M is a filtration with null associated graded. On the other
hand, if 0 � N1 � N2 � � � � � Nm D M is a filtration with null associated graded,
then Ni � Mi for all i , soMm D M and the third condition holds.

PROPOSITION 7.2.3. LetM be a nilpotent representation ofQ of dimension vector d . Then:
1. Any subquotient ofM is also nilpotent.
2. The representationM is semisimple if and only ifM is null.

Proof. A Jordan–Hölder filtration of a subquotient N of M can be extended to a
Jordan–Hölder filtration of M , whose associated graded must be null by hypothe-
sis. Thus the associated graded of a Jordan–Hölder filtration of N is also null.

The representationM is semisimple if it is isomorphic to the associated graded
representation of a Jordan–Hölder filtration, which is the null representation by hy-
pothesis.

We now denote X WD Rep.Q; d/ and let x be a k-point of X. We denote E D

..kdi /i ; .x˛/˛/ the representation of Q corresponding to x and L D LE the lattice of
subrepresentations of E.

PROPOSITION 7.2.4. Suppose that E is nilpotent and let � 2 DFQ
.X; x/1. Then

h�;Xmax
i D hF �; li;

where h�;Xmaxi denotes Kempf ’s intersection number (Definition 3.1.1), F � is the Q-filtration of L
corresponding to � under Proposition 7.1.3, and hF �; li is the complementedness of F � as a filtration
of the lattice L (Definition 6.6.1).

Proof. It is enough to assume that � 2 DF.X; x/1. We choose a cocharacter Gm;k !

G representing � that we still denote by �. Then � induces a direct sum decomposi-
tion Rep.Q; d/ D V D

L
l2Z Vl . Let pl WV ! Vl be the induced projections and let

„x;� D fl 2 Z j pl.x/ ¤ 0g. Note that „x;� � N since lim�x exists.

Claim 7.2.5. h�;Xmaxi D inf„x;�.

Note thatXmax D V G=G. SinceG is linearly reductive, there is a unique splitting
V D V G ˚V 0, with V 0 a G-subrepresentation of V . Choose a basis v1; : : : ; vm of V of
eigenvectors for � and 0 � r � r 0 � m such that v1; : : : ; vr is a basis of V G , v1; : : : ; vr 0

is a basis of V0 and the vi with i > r are in V 0. Let ni 2 Z such that vi 2 Vni
. Taking
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Spec of the cartesian square

R V G

A1
k

V
t 7!�.t/x

p

we get
kŒt �=I kŒv_1 ; : : : ; v

_
r �

kŒt � kŒv_1 ; : : : ; v
_
m�;xi t

ni [v_
i

p

where I is the ideal generated by the tni with xi ¤ 0 and i > r . Since 0 2 Gx, we
have xi D 0 for i � r . Therefore I D .ta j a 2 „x;�/ D

�
t inf„x;�

�
and the claim

follows.

Claim 7.2.6. For any a 2 N, we have that F ��c=F ��cCa is semisimple for all c 2 Z if and
only if inf„x;� � a.

The cocharacter �W Gm;k ! GL.d/ induces a direct sum decomposition Ei DL
l2Z.Ei/l of every Ei , i 2 Q0. The subquotient F ��c=F ��cCa can be written in co-

ordinates as .x˛;nm/˛;c�n;m<cCa where, if ˛W i ! j , then x˛;nmW .Ei/m ! .Ej /n is the
corresponding component of x˛WEi ! Ej . Since it is nilpotent, the representation
F ��c=F

�
�cCa is semisimple if and only if x˛;nm D 0 for all ˛ 2 Q1 and c � n;m < cCa.

This holds for all c 2 Z if and only if x˛;nm D 0 whenever jn �mj < a. Note that
�.t/x D .tn�mx˛;nm/˛2Q1; n;m2Z. Therefore „x;� D fn � m j 9˛ 2 Q1; x˛;nm ¤ 0g.
The claim follows.

The complementedness of F � is the supremum of the set of those a 2 N such
that F�c=F�cCa is semisimple for all c 2 Z. Thus inf„x;� D hF �; li by the second
claim, and the result follows from the first claim.

7.3 LAMPS AND LINEARLY LIT GOOD MODULI STACKS

In this section we define a kind of algebraic stacks X, that we call linearly lit good moduli
stacks, for which there is an artinian lattice Lx associated to every geometric point
x, and a canonical isomorphism between the set of Q-filtrations of Lx and the set
Q - Filt.X; x/ of Q-filtrations of x, the latter defined in the stacky sense. For the lattice
Lx to be canonical, we need to introduce a piece of extra structure on stacks, what
we call a lamp. Morally, a lamp contains the information of what graded points have
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nonnegative weights only. In Section 7.4 wewill see that stacks parameterising objects
in an abelian category and admitting a good moduli space are naturally linearly lit.

DEFINITION 7.3.1 (Lamp). Let X be an algebraic stack satisfying Assumption 2.2.3.
A lamp on X is a closed and open substack GradQ.X/�0 of GradQ.X/. A lit stack X

over an algebraic space B is a stack X over B satisfying Assumption 2.2.3 endowed
with a lamp.

If f W X ! Y is a morphism between stacks satisfying Assumption 2.2.3 and
GradQ.Y/�0 is a lamp on Y, then f � .GradQ.Y/�0/ WD Grad.f /�1.GradQ.Y/�0/ �

GradQ.X/�0 is a lamp onX, called the pullback lamp. IfX is lit with lampGradQ.X/�0,
then we say that the morphism f is lit if GradQ.X/�0 D f � .GradQ.Y/�0/.

Example 7.3.2. Let G be a linear algebraic group over a field k. One source of lamps
on BG are partial compactifications G of G. By this we mean an affine algebraic
monoid .G; e/ over k such that the unit group G�, which is an open subscheme of G,
is dense in G, together with an isomorphism G Š G

� of algebraic groups (compare
with [48, Definition 2.1]).

Given such a partial compactification, we can define the associated lamp to be
the closed and open substack GradQ.BG/�0 of GradQ.BG/whose components form
the image of the map

Q - Filt
�
G=G; e

�
! �0

�
GradQ.G=G/

�
! �0.GradQ.BG//

induced by taking associated graded points.

Example 7.3.3. Let k be a field. A particularly important example of the above is the
partial compactification GLn;k � Matn�n;k of GLn;k given by the algebraic monoid
of n�nmatrices. More generally, we consider the partial compactification GL.d/ DQ
i2Q0

GLdi ;k � Mat.d/ WD
Q
i2Q0

Matdi�di ;k of GL.d/, where d is a dimension
vector of some quiver Q. This gives a lamp GradQ.BGL.d//�0 that we refer to as
the standard lamp on BGL.d/.

A point p of GradQ.BGLn;k/ represented by a rational cocharacter

�.t/ D diag.ta1; : : : ; tan/

of GLn;k is in GradQ.BGLn;k/�0 precisely when ai � 0 for all i .

Example 7.3.4. We can use the example above to define a canonical lamp on stacks
of quiver representations over a field k. Let Q be a quiver and let d be a dimension
vector for Q. We have a canonical map

Rep.Q; d/ ! BGL.d/
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and we define the standard lamp on Rep.Q; d/ to be the pullback of the standard lamp
on BGL.d/ along this map.

Remark 7.3.5. In all the examples above and all other examples that we will consider,
the lamp on the lit stack X satisfies the following convexity property: if k is a field and
f 2 GradnQ.X/.k/ is a k-point such that for the maps ei W Q ! Qn corresponding to
the standard basis of Qn we have that e�i f is in GradQ.X/�0, then for every order-
preserving map hW Q ! Qn we have that h�f is in GradQ.X/�0.

We will consider the following assumption on algebraic stacks X defined over an
algebraically closed field k.

Assumption 7.3.6. The stack X is of finite presentation over k, it has affine diagonal
and a good moduli space � W X ! X .

DEFINITION 7.3.7. Let X be an algebraic stack over an algebraically closed field
k satisfying Assumption 7.3.6, endowed with a lamp GradQ.X/�0. Let us denote
� W X ! X the good moduli space of X. We say that X is linearly lit if for every closed
k-point y of X, there is a quiverQ, a dimension vector d ofQ and a lit pointed closed
immersion

i W .F ; y/ ! .Rep.Q; d/; 0/ ;

where F D ��1�.y/ is the fibre of � containing y.
By linearly lit good moduli stack over k we will mean an algebraic stack X over k

satisfying Assumption 7.3.6 and endowed with a lamp that makes it linearly lit.

Remark 7.3.8. Since every point x of F above specialises to y, i.x/ specialises to 0,
that is, it corresponds to a nilpotent representation of Q.

DEFINITION 7.3.9. Let X be a linearly lit good moduli stack over k, and let x 2

X.k/. We define a relation � on DF.X; x/1 as follows. For �;� 2 DF.X; x/1, let

 2 DF.X; x/2 be the unique element such that v1
 D � and v2
 D �. Consider the
graded point g given by the composition

BGm;k BG2
m;k

‚2
k

X:
B.�1

1 / 0 


Then we say � � � if g lies in Grad�0.X/. Here we denote
�
�1

1

�
W Gm;k ! G2

m;k
W t 7!

.t�1; t /.
This gives .DF.X; x/�;�/ the structure of a formal fan with relation (Defini-

tion 6.5.36). We denote Lx D LDF.X;x/, endowed with the relation �.

Unravelling the definitions, we observe the following fact.
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LEMMA 7.3.10. LetQ be a quiver and d a dimension vector forQ. Let x be a point of Rep.Q; d/

corresponding to a representation E with lattice of subrepresentations L. Then the isomorphism

DF.Rep.Q; d/; x/�
�
�! DF.L/�

of Proposition 7.1.3 is indeed an isomorphism of formal fans with relation, where Rep.Q; d/ is
equipped with the standard lamp.

PROPOSITION 7.3.11. Let X be a linearly lit good moduli stack over k, and let x 2 X.k/. Then
Lx is an artinian lattice and there is a canonical isomorphism .DF.Lx/�;�/ ! .DF.X; x/�;�/
of formal fans with relation.

Proof. By Definition 7.3.7, there is a quiver Q, a dimension vector d and a point
z 2 Rep.Q; d/.k/ corresponding to a nilpotent representation E of Q such that
.DF.X; x/�;�/ is isomorphic to .DF.Rep.Q; d/; z/�;�/ as formal fans with relation.
By Proposition 7.1.3 and Lemma 7.3.10, .DF.Rep.Q; d/; z/�;�/ is isomorphic to
.DF.M/�;�/, whereM is the lattice of subrepresentations of E, which is an artinian
lattice. Therefore, by Proposition 6.5.37, .Lx;�/ is isomorphic to .M;�/ and there
is a canonical isomorphism .DF.Lx/�;�/ Š .DF.X; x/�;�/ of formal fans with rela-
tion, independent of the choice of Q;d;E or of the isomorphism .DF.X; x/�;�/ Š

.DF.Rep.Q; d/; z/�;�/.

If � 2 DFQ
.X; x/1, we will denote F � the Q-filtration of Lx associated to �

under the isomorphism above.
If GradQ.X/�0 � GradQ.X/ is a lamp on the algebraic stack X, we endow

GradQ.X/ with the pullback lamp along the canonical map GradQ.X/ ! X.

PROPOSITION 7.3.12. Let X be a linearly lit good moduli stack over k. Then every quasi-compact
component of GradQ.X/ is linearly lit. Moreover, if x 2 X.k/ and � 2 DFQ

.X; x/1, then there
is a canonical isomorphism (defined in the proof) of lattices Lgr� Š GradF �.Lx/.

Remark 7.3.13. If X has a norm on graded points, which we assume for the main
constructions in this work, then every component of GradQ.X/ is quasi-compact
by [36, Proposition 3.8.2].

Proof. A quasi-compact component Z of GradQ.X/ satisfies Assumption 7.3.6, by
Lemma 2.6.11. Let � W X ! X be the good moduli space of X, and let �W Z ! Z be
that of Z. A point g 2 Z.k/ lies over a k-point x D u.g/ of X. Let F D ��1�.x/.
Then GradQ.F / ! GradQ.X/ is a closed immersion (for example by the same
argument as in Proposition 2.2.16). LetY be the component of GradQ.F / containing
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g. The good moduli space of F is Spec.k/ D pt. Let Y D pt��.x/;XZ and form a
cube

Y Z

Y Z

pt X

F X
�

�p

p

p

where the marked faces are cartesian. Thus the face Y;Z;Y;Z is also cartesian and
therefore Y ! Y is a good moduli space. It is thus enough to prove the statement
for the linearly lit stack F . By embedding F ,! Rep.Q; d/, we may assume X D

Rep.Q; d/, which is linearly lit by Theorem 7.4.12.
The connected component of GradQ.Rep.Q; d// containing g is isomorphic to

Rep.Q; d/�;0=L.�/ for some rational one-parameter subgroup � of G.d/ [36, The-
orem 1.4.8]. Now � induces a direct sum decomposition kdi D

L
c2Q k

di
c for each

vertex i 2 Q0. Define a quiver Q0 with set of vertices

Q00 D f.i; c/ 2 Q0 � Q j kdi
c ¤ 0g:

An arrow ˛W .i; c/ ! .j; c/ in Q0 is just an arrow ˛W i ! j in Q, and there are no
arrows .i; c/ ! .j; c0/ for c ¤ c0.

We have a dimension vector d 0 on Q0 given by d 0i;c D dim kdi
c . The fixed points

of � in Hom.kdi ; kdj / are
L

c2Q Hom.kdi
c ; k

dj

c /, and the centraliserL.�/ of � inG.d/
is identified with G.d 0/. Therefore we have an isomorphism Rep.Q; d/�;0=L.�/ Š

Rep.Q0; d 0/.
If ˇW Gm;k ! L.�/ is a cocharacter, ˇ defines a grading kdi

c D
L

c02Z.k
di
c /

ˇ
c0 . If

ˇ0W Gm;k ! L.�/ ! G.d/ denotes the composition of ˇ and the inclusion L.�/ !

G.d/, then ˇ0 defines a grading kdi D
L

c02Z.k
di /

ˇ 0

c0 andwe have .kdi /
ˇ 0

c0 D
L

c2Q.k
di
c /

ˇ
c0 .

We have ˇ � 0 if and only if .kdi
c /

ˇ
c0 D 0 whenever c0 < 0, while ˇ0 � 0 if and only if

.kdi /
ˇ 0

c0 D 0 whenever c0 < 0. Thus ˇ � 0 if and only if ˇ0 � 0 and hence the isomor-
phism Rep.Q; d/�;0=L.�/ Š Rep.Q0; d 0/ is compatible with lamps. This proves the
first part of the proposition.

Now let � 2 DFQ
.X; x/1. We define a map

oWDFQ
.X; x/1 ! DFQ

.GradQ.X/; gr�/1

as follows. If � 2 DFQ
.X; x/1, let 
 2 DFQ

.X; x/2 be the unique element such that
v1
 D � and v2
 D � (Proposition 2.7.6). Noting that 
 can be seen as an element
ofDFQ

.FiltQ.X/; �/1, we define o.�/ 2 DFQ
.GradQ.X/; gr�/1 to be the image of 
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under the associated graded map FiltQ.X/ ! GradQ.X/. The definition of o does
not depend on any choices.

If X D Rep.Q; d/, then the point x corresponds to a representation E ofQ and
Lx Š LE . One then sees easily by hand that there is an identification vWLgr�

�
�!

GradF �.Lx/ which a priori depends on the choices made. The map o is then identi-
fied with

o0WLx ! GradF �.Lx/W a 7! ..a ^ F ��c/ _ F �>c/c2Q:

This proves that o is injective, that o.Lx/ � Lgr� and that the induced map oWLx !

Lgr� is a map of lattices.
In general, a choice of embedding F ,! Rep.Q; d/ gives a commuting triangle

Lgr�

Lx

GradF �.Lx/:

v

�

o

o0

For each c 2 Q, o.F �>c/ has a unique complement o.F �>c/ı, since this is true for
o0. We define a map

uWGradF �.Lx/ ! Lgr�

.ac/c2Q 7!
_
c2Q

o.ac/ ^ o.F �>c/
ı:

This map is an isomorphism, since the analogous map for o0 is. Now u does not
depend on choices, and it is the desired canonical isomorphism. In fact, u D v�1.

Using Proposition 7.3.12 iteratively, we get a canonical isomorphism between
sets of sequential filtrations.

COROLLARY 7.3.14. Let X be a linearly lit good moduli stack over k endowed with a norm on
graded points, and let x 2 X.k/. Then there is a canonical isomorphism Q1-Filt.X; x/ Š

Q1-Filt.Lx/ between the set of sequential filtrations of x and that of sequential filtrations of the
lattice Lx.

Note that wemake the assumption thatX has a norm on graded points in Corol-
lary 7.3.14 to guarantee that the connected components of GradnQ.X/ are quasi-
compact.
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7.4 EXAMPLES OF LINEARLY LIT STACKS

We show here thatmany algebraic stacks parametrising objects in an abelian category
and admitting a good moduli space are naturally linearly lit. Our main tool for that
purpose is Theorem 7.4.4, that we hope can be applied to essentially all good moduli
stacks of linear origin. We apply the theorem to moduli stacks of objects in an abelian
category in the sense of Artin–Zhang and to moduli stacks of quiver representations.

7.4.1 A CRITERION FOR LINEAR LITNESS

Let k be an algebraically closed field and let X be a quasi-separated algebraic stack
locally of finite type over k. If x 2 X.k/ is a closed point, then there is a unique
reduced closed substack Z of X whose topological space is just fxg. In fact, Z Š BGx

is the residual gerbe at x. Let I be the ideal sheaf defining Z and let �WBGx ! X

denote the closed immersion. Then ��I D I=I2 is a coherent sheaf on BGx, that
is, a finite dimension representation of Gx. Its dual Nx D .��I/_ is called the normal
space of X at x. If Gx is smooth, then Nx is also the tangent space of X at x. We may
also consider the quotient stack Nx WD Nx=Gx, which equals the relative spectrum
Nx D SpecBGx

Sym ��I, and call it the normal stack of X at x. We have representable
morphisms Nx ! BGx and BGx ! X, so if X is lit, then BGx and Nx inherit lamps
from X by pullback along these maps.

PROPOSITION 7.4.1. Let k be an algebraically closed field, and letX be a quasi-separated algebraic
stack locally of finite type over k. Suppose X has a good moduli space � W X ! X with affine diagonal.
Let x 2 X.k/ be a closed point and denote F D ��1�.x/ the fibre of � containing x. Let Nx be
the normal stack of X at x.

Then there is a pointed closed immersion �W .F ; x/ ! .Nx; 0/ and a commuting triangle

BGx

F Nx
�

(7.1)

where the arrows BGx ! F and BGx ! Nx are the natural identifications of BGx with the
residual gerbes of F and Nx at x and 0.

Moreover, if X is lit, then � is a lit closed immersion, where F and Nx are endowed with the
induced lamps.

Proof. Since x is closed and X has a good moduli space, the stabiliser Gx is linearly
reductive and thus Nx has a good moduli space �W Nx ! W . Call R D ��1�.0/ the
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fibre. By [6, Theorem 4.16, (3)], there are cartesian diagrams

bXx X bN x Nx

SpecbOX;�.x/ X SpecbOW;�.0/ W

�� 0
p

��0
p

and

where bXx is the completion of X at x (that is, the completion of the adic sequence of
thickenings of x, see [7, Definition 1.9]) and bN x is the completion of Nx at 0. Thus
F and R are the special fibres of � 0 and �0.

In [6, Proof of Theorem 1.1, p.688-689] it is shown that there is a closed im-
mersion bXx ! bN x. We now recall the argument, with some modifications, for the
convenience of the reader.

For n 2 N, let us denote XŒn� the nth infinitesimal thickening of X at x, that is,
if I is the ideal sheaf of the closed substack BGx of X, then XŒn� D SpecX OX=I

nC1.
Similarly, let N Œn� be the nth infinitesimal thickening of Nx at 0. We have natural
identificationsXŒ0� Š BGx andN Œ0� Š BGx. We denote gij W XŒj � ! XŒi� the relevant
closed immersions for j � i . We have a diagram of solid arrows

XŒ0�

XŒ1� BGx
f

�g10

Since g10 is a square zero extension of ideal sheaf I=I2, by [67, Theorem 8.5] the ob-
struction to the existence of the dotted arrow f lives in Ext1BGx

.LBGx=k; I=I
2/, which

is 0 because BGx is smooth, and hence the cotangent complex LBGx=k is concen-
trated in degrees Œ0; 1�, and Gx is linearly reductive. Since XŒ0� ! BGx is affine and
XŒ1� is a square zero extension of XŒ0�, by dévissage and Serre’s criterion for algebraic
spaces, we have that f is affine too. We have a short exact sequence

0 I=I2 OXŒ1� OXŒ0� 0

in QCoh.BGx/, of which f provides the dotted splitting. Thus OXŒ1� Š OBGx
˚

".I=I2/, where "2 D 0, and hence XŒ1� Š N Œ1� under BGx.
We now produce compatible morphisms gnW XŒn� ! Nx. For i D 0; 1, we let gi

be the compositionXŒi� Š N Œi� ! Nx. If gn has been constructed, the obstruction for
gn to lift to a map XŒnC1� ! Nx is an element of Ext1XŒn�.g

�
nLNx=k; .gn0/�I

nC1=InC2/.
By adjunction, we have

Ext1XŒn�.g
�
nLNx=k; .gn0/�I

nC1=InC2/ D Ext1BGx
.g�0LNx=k; I

nC1=InC2/:
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This group is 0 because Nx is smooth, and so LNx=k has Tor-amplitude Œ0; 1�, and
BGx is linearly reductive. Hence the gn have been constructed for all n. By [6,
Proposition A.8, (1)] applied to each gn, we see that gn is a closed immersion for
all n. Each of the gn factors through the closed immersion N Œn� ! Nx, and after
passing to the completion the closed immersions XŒn� ! N Œn� induce, by Tannaka
duality [6, Theorem 2.7], a closed immersion bXx ! bN x.

The map bXx ! bN x yields a closed immersion F ! R, and thus the desired
result, since R is a closed substack of Nx. By construction, there is a triangle

BGx

bXx
bN x

identifying BGx with the 0th infinitesimal thickenings XŒ0� and N Œ0�. After taking
special fibres of the good moduli spaces, we get the triangle (7.1).

The map BGx ! F induces a bijection �0.GradQ.BGx// ! �0.GradQ.F //

by Proposition 3.1.7, and the same holds for the maps BGx ! Nx and Nx ! BGx.
This implies, together with the commutativity of (7.1), that �W F ! Nx is lit.

Now let R be a finite-dimensional associative k-algebra. We can give the groups
of units R� a structure of algebraic group R� over k by setting R�.A/ D .R ˝k A/

�

for a commutative k-algebra A. Actually, we can enhance R to an algebraic monoid
R by setting R.A/ D R ˝k A with the multiplication. Note that R is isomorphic to
AdimR
k

. There is a map l WR ! Endk.R/, sending an element a of R ˝k A to the
endomorphism of R˝k A given by left multiplication by a. Then R� D l�1.GL.R//.
Therefore R� is an affine open subscheme of R, and it is therefore an affine smooth
connected algebraic group over k.

LEMMA 7.4.2. Let R be a finite dimensional associative algebra over k. Then R is semisimple if
and only if R� is reductive. Moreover, in that case R� Š

Qn
iD1GLni ;k, for some ni 2 Z>0.

Proof. By definition, R is semisimple if its Jacobson radical Jac.R/ is trivial. The Ja-
cobson radical is a nilpotent two-sided ideal, so 1 C Jac.R/ is a smooth connected
unipotent normal subgroup of R�. Therefore if R� is reductive, Jac.R/ has to be
trivial and hence R is semisimple.

Conversely, if R is semisimple, by the Artin–Wedderburn Theorem [47, Struc-
ture theorem for semi-primitive artinian rings, §4.4], together with the fact that
there are no nontrivial finite-dimensional division algebras over the algebraically
closed field k, there is a k-algebra isomorphism R Š

Q
i Matni�ni ;k, and thus R� ŠQ

i GLni ;k, which is reductive.
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LEMMA 7.4.3. Let R be a semisimple finite dimensional associative algebra over k and letM be a
finite-dimensional R-R-bimodule. Then the quotient stackM=R�, where R� acts onM by g �m D

gmg�1, is isomorphic as a lit stack to Rep.Q; d/ for some quiverQ and some dimension vector d .

Note that above, since R� is the group of units of an algebraic monoid R, there
is a natural lamp on BR� from Example 7.3.2 and thus a lamp onM=R� by pulling
back alongM=R� ! BR�.

Proof. Again, by the Artin–Wedderburn theorem there are finite-dimensional vec-
tor spaces V1; : : : ; Vn and a k-algebra isomorphism R Š End.V1/ � � � � � End.Vn/.
Let us call ei D .0; � � � ; idVi

; � � � ; 0/. The ei are orthogonal central idempotents and
1 D

Pn
iD1 ei . Therefore each eiMej is an R-R-bimodule and there is a splitting

M D
L

i;j eiMej as bimodules. The R-R-bimodule structure on eiMej is induced
by restriction of scalars from the obvious End.Vi/-End.Vj /-bimodule structure, which
is the same as a left End.Vi ˝ V _j /-module structure, since End.Vi/˝k End.Vj /op D

End.Vi/ ˝k End.V _j / D End.Vi ˝ V _j /. The End.Vi ˝ V _j /-k-bimodule Vi ˝ V _j

gives a Morita equivalence between k and End.Vi ˝ V _j /, so there is nij 2 N and an
isomorphism eiMej Š .Vi ˝ V _j /

˚nij of left End.Vi ˝ V _j /-modules, or equivalently
of End.Vi/-End.Vj /-bimodules. ThusM is isomorphic to

L
i;j Hom.Vj ; Vi/nij as an

R-R-bimodule, and thus also as R� D
Q
i GL.Vi/-representations, where the action

is as in the statement of the lemma. LetQ be the quiver with set of vertices f1; : : : ; ng

and with nij arrows from j to i , and take the dimension vector d with di D dimVi .
Then

M=R� Š
M
i;j

Hom.Vj ; Vi/˚nij =
Y
i

GL.Vi/ Š Rep.Q; d/;

as desired. The isomorphism is lit because the standard lamp on B
Q
i GL.Vi/ comes

from the partial compactification
Q
i End.Vi/ of

Q
i GL.Vi/, exactly as the lamp in

BR�.

The following theorem is our main tool for proving that a lit stack is linearly lit.

THEOREM 7.4.4. Let X be an algebraic stack over k satisfying Assumption 7.3.6, endowed with
a lamp and having a good moduli space � W X ! X . Suppose that for every closed k-point x of X

there exists a finite-dimensional associative k-algebra R and an isomorphism Gx Š R� such that
the lamp on BGx inherited from X agrees with the one coming from the partial compactification R of
Gx as in Example 7.3.2. Suppose further that the Gx-action on the normal space Nx comes from an
R-R-bimodule structure on Nx. Then X is linearly lit.

Proof. This follows readily from Proposition 7.4.1 and Lemmas 7.4.2 and 7.4.3.
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Remark 7.4.5. In positive characteristic, for the condition in Theorem 7.4.4 to hold,
the stabiliser Gx of X at x should be linearly reductive, and hence a torus.

7.4.2 THE MODULI STACK OF ARTIN AND ZHANG

We fix an algebraically closed field k and consider a k-linear locally noetherian
Grothendieck abelian category A. This means that A is a k-linear abelian category
that is cocomplete, where filtered colimits are exact, and that has a set of noetherian
generators (we recall the notion of noetherian object below). An object E in A is said
to be

1. of finite type, if for every filtered diagram .Fi/i2I in A where all maps Fi ! Fj

in the diagram are monomorphisms, we have a canonical isomorphism
Hom.E; colimi2I Fi/ Š colimi2I Hom.E; Fi/I

2. of finite presentation, if for every filtered diagram .Fi/i2I in A, we have a canonical
isomorphism

Hom.E; colimi2I Fi/ Š colimi2I Hom.E; Fi/I
3. noetherian, if every subobject of E is of finite type.
For every commutative k-algebraR, there is a notion of base change categoryAR

which is an R-linear abelian category. An object of AR is a pair .E; �/ where E is an
object of A and �WR ! End.E/ is a k-algebra homomorphism. Amap from .E; �/ to
.E 0; �0/ is a map f WE ! E 0 in A such that for all r 2 R we have f ı �.r/ D �0.r/ ıf .
It turns out that AR is an R-linear Grothendieck abelian category [9, Proposition
B2.2] and that it is noetherian if R is essentially of finite type [9, Corollary B6.3].

If R is a commutative k-algebra, N is an R-module, and M is an object of AR,
there is a notion of tensor product N ˝R M . One can describe it by taking a free
presentation

R˚J R˚I N 0

of N . Then N ˝RM can be defined by exactness of the sequence
M˚J M˚I N ˝RM 0:

In fact, .�/ ˝R M WR -Mod ! AR is characterised by being the left adjoint to
Hom.M;�/W AR ! R -Mod.

The tensor product can be used to give an alternative description of the base
change categories AR. An object of AR is given by an object E of A and a map
R˝k E ! E such that the usual diagrams commute.

If R0 is a commutative R-algebra, we have the base-change functor R0 ˝R .�/W

AR ! AR0 , left adjoint to the restriction of scalars functor AR0 ! AR.
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DEFINITION 7.4.6. An objectM 2 AR is said to be flat (over R), if the functor .�/˝R

M WR -Mod ! AR is exact.

The properties of being flat or finitely presented are preserved under base-
change. The following is [8, Definition 7.8].

DEFINITION 7.4.7. The moduli stack MA of objects of A is the prestack over k defined
by setting, for a commutative k-algebra R, the groupoid MA.R/ to be that of finitely
presented flat objects in AR.

The prestack MA is actually a stack for the fppf topology [9, Theorem C8.6].
Suppose now thatMA is algebraic and locally of finite type over k. By [8, Lemma

7.20], MA has affine diagonal, and thus it satisfies Assumption 2.2.3. We can define
a lamp GradQ.MA/�0 � Grad.MA/ on MA as follows. A graded point SpecR !

Grad.MA/ is a Z-graded object
L

n2ZEn in AR with En D 0 for all but finitely many
n and such that each En is flat and finitely presented [8, Proposition 7.12]. Suppose
that R is a finite type k-algebra. Then the condition that En D 0 for n < 0 is open
on SpecR by Nakayama’s lemma [9, Theorem C4.3] and thus it defines an open
substack Grad.MA/�0 of Grad.MA/.

Denoting E D
L

n2ZEn the underlying object of the grading, we may define
End.E/ as a functor from R-algebras to sets by End.E/.R0/ D EndR0.R0˝R E/. It is
proven in [8, Proof of Lemma 7.19] that End.E/ is represented by an affine scheme
of finite type over R. In fact, End.E/ is an algebraic monoid with unit group Aut.E/
The grading E D

L
n2ZEn corresponds to a one-parameter subgroup �W Gm;R !

Aut.E/. The multiplicative group acts on E diagonally with respect to the direct sum
decomposition, and it acts in En with weight n. Therefore, the condition that En D 0

for n < 0 is equivalent to the existence of limt!0 �.t/ in End.E/. This is in turn
equivalent to the identity section idE 2 End.E/.R/ factoring through the attractor
End.E/C (where the Gm-action is given by �). Since End.E/ is affine, End.E/C is
a closed subscheme of End.E/. Therefore the open substack Grad.MA/�0 is also
closed. Since Grad.MA/�0 is equivariant for the N>0-action on Grad.X/, it defines
a closed and open substack GradQ.MA/�0 of GradQ.MA/.

DEFINITION 7.4.8. Suppose MA is an algebraic stack locally of finite type over k.
The standard lamp on MA is the lamp GradQ.MA/�0 defined above.

Remark 7.4.9. By the description in terms of End.E/, we can regard the lamp on M

as a shadow of the enhancement of MA to a stack in categories, where we remember
all morphisms between objects and not just isomorphisms. See [16, Section 4] for a
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precise definition of this notion.

THEOREM 7.4.10. Suppose that MA is an algebraic stack, locally of finite type over k, and let X

be a quasi-compact open substack of MA, endowed with the lamp inherited from the standard lamp on
MA. Suppose that X has a good moduli space � W X ! X . Then X has affine diagonal and is
linearly lit.

Proof. By [8, Lemma 7.20], the algebraic stack MA has affine diagonal over k, and
thus the same holds for X. Therefore X satisfies Assumption 7.3.6.

Let x 2 X.k/ be a point with linearly reductive stabiliser, corresponding to an
object E 2 A. By [9, Proposition B3.21], we have End.E/.R/ D End.E/ ˝k R D

End.E/.R/ for any k-algebra R, and thus the stabiliser group Gx is the group of
units of the associative k-algebra End.E/, which has to be finite-dimensional because
End.E/ is an affine scheme of finite type over k. In particular, Gx is smooth, and
thus the normal space Nx coincides with the tangent space Tx of MA at x. By [9,
Proposition E1.1], the tangent space Tx is canonically identified with Ext1.E;E/,
which is thus finite dimensional, since MA is locally of finite type over the field k.

An element of Tx is a pair .E 0; ˛/ where E 0 2 MA.kŒ"�/, with "2 D 0, and
˛W k˝kŒ"�E

0 ! E is an isomorphism. An element g 2 Gx.k/ acts on Tx by g.E 0; ˛/ D

.E 0; g˛/. One gets an element u of Ext1.E;E/ by tensoring the short exact sequence

0 k kŒ"� k 0

of kŒ"�-modules with E 0, obtaining a self-extension

0 E E 0 E 0:

The End.E/ - End.E/-bimodule structure on Ext1.E;E/ can be described as follows.
If a 2 End.E/, then au corresponds to the pulled back short exact sequence

0 E E 00 E 0

0 E E 0 E 0;

a
pp

while ua corresponds to the pushed forward sequence
0 E E 0 E 0

0 E E 00 E 0:

a pp

From these descriptions we see that the Gx-action on Tx is the one coming from the
End.E/ - End.E/-bimodule structure on Ext1.E;E/. Note that it is indeed enough
to check the previous statement on k-points of Gx, since it is smooth.

We conclude by Theorem 7.4.4.
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Remark 7.4.11. There are other constructions of moduli stacks of objects in linear cat-
egories, notably Lieblich’s stack of universally gluable perfect complexes [62] and
Toën and Vaquié’s stack of objects in a DG-category [75]. We expect that Theo-
rem 7.4.4 can be applied in these cases without difficulties to show that good moduli
stacks arising as (classical truncations) of open substacks of these moduli stacks are
naturally linearly lit when we work over a base algebraically closed field. We have
not pursued proofs of these statements here.

7.4.3 MODULI OF SEMISTABLE QUIVER REPRESENTATION

We fix an algebraically closed field k. Let Q be a quiver and let d be a dimension
vector for Q. The stack of finite dimensional representations of Q does not coincide
with Artin–Zhang’s stack of objects in the abelian category of representations of Q
unless Q is aclyclic. Nevertheless, Rep.Q; d/ is still linearly lit.

THEOREM 7.4.12. Let X be an open substack of Rep.Q; d/ that admits a good moduli space.
Then X is linearly lit with the lamp inherited from Rep.Q; d/.

Proof. It is clear that X satisfy Assumption 7.3.6 because Rep.Q; d/ does. Let x 2

X.k/ be a point with linearly reductive stabiliser. The point x corresponds to a rep-
resentation E of Q. The automorphism group Gx is identified with the group of
units of End.E/, so it is in particular smooth and thus the normal space at x co-
incides with the tangent space. The normal stack is then Nx D Ext1.E;E/=Gx by
deformation theory, where the action on Gx on Ext1.E;E/ comes from the natural
End.E/-End.E/-bimodule structure of Ext1.E;E/ by the same argument as in the
proof of Theorem 7.4.10. We conclude by Theorem 7.4.4.

Remark 7.4.13. The prototypical example of open substack X as in the Theorem is
the semistable locus for a line bundle on Rep.Q; d/.

7.5 MAIN COMPARISON RESULT

While living in seemingly very different worlds, the iterated balanced filtration for
stacks and the iterated HKKP filtration for lattices agree when both make sense.
This section is devoted to the proof of such comparison result (Corollary 7.5.11).

7.5.1 LINEAR NORMS

We now study a class of norms on linearly lit stacks that interact well with the lamp.
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We fix an algebraically closed field k, and we let Q be a quiver, d a dimension
vector for Q, and we fix a family .mi/i2Q0

of positive rational numbers mi 2 Q>0.
We assume as usual that G.d/ is a torus if k is of positive characteristic. Let x be
a k-point of Rep.Q; d/, corresponding to a quiver representation E, and let � be a
Q-grading of x (i.e. a rational one-parameter subgroup of Aut.x/), corresponding to
direct sum decompositions

Ei D
M
c2Q

Ei;c

for each i 2 Q0. We set

k�k
2

D
X
i2Q0

X
c2Q

mic
2 dim.Ei;c/:

It is not hard to see that this formula defines a norm on graded points of Rep.Q; d/.

DEFINITION 7.5.1. A norm on graded points of Rep.Q; d/ is said to be standard if it
is induced by a family .mi/i2Q0

2 .Q>0/
Q0 as above.

Now let X be a linearly lit good moduli stack over k endowed with a norm on
graded points q. For any k-point of X, recall that we have a canonical isomorphism
DF.X; x/� Š DF.Lx/� of formal fans and an inclusion Lx ,! DF.X; x/1, so we see
elements a of the lattice Lx as filtrations of x and in particular we can consider their
norm kak2 D q.a/.

DEFINITION 7.5.2 (Linear norm). We say that the norm q on X is linear if the follow-
ing holds: for every k-point x of X and for every Q-grading � of x, corresponding to
a Q-grading .ac/c2Q of Lx (Definition 6.5.1) we have

k�k
2

D
X
c2Q

c2kack
2: (7.2)

PROPOSITION 7.5.3. A norm q on graded points of Rep.Q; d/ is linear if and only if it is
standard.

Proof. If q is standard, then it clearly is linear. To prove the converse, we can assume
that Q has no arrows, and thus that we are working with BG.d/. Indeed, since
Gradn.Rep.Q; d// and Gradn.BG.d// have the same connected components for all
n, norms on graded points of Rep.Q; r/ are the same as norms on BG.d/. We can
also assume that di � 1 for all i 2 Q0.

Fix a k-point x corresponding to a representation E. Let V.i/ be the skyscraper
representation at vertex i . For any embedding ˛WV.i/ ,! E, consider the corre-
sponding filtration with weights 1; 0 and set mi D kFik

2. This number does not
depend on the choice of ˛, since any two different ˛’s give conjugate Fi ’s.
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LetE1; E2; E3 be subrepresentations ofE withE D E1˚E2˚E3. Recall we are
regarding subrepresentations ofE as filtrations, and thus we can consider their norm.
Let F1 (resp. F2) be the grading E1; E2; E3 with weights 1; 0; 0 (resp. 0; 1; 0). We have
q.F1/ D q.E1/, q.F2/ D q.E2/, q.F1 CF2/ D q.E1 ˚E2/ and q.F1 �F2/ D q.E1/C

q.E2/ by linearity of q. From the equality q.F1CF2/Cq.F1�F2/ D 2q.F1/C2q.F2/,
it follows that q.E1 ˚E2/ D q.E1/C q.E2/. By applying this formula repeatedly, we
get that

q.E 0/ D
X
i2Q0

mi dim.E 0i/

for any subrepresentation E 0 of E. Combining this with (7.2), it follows that q is
standard.

PROPOSITION 7.5.4. Let � W X ! X be the good moduli space of X. The norm q on X is linear
if and only for all closed k-points y of X the lit embedding

�W .��1�.y/; y/ ,! .Rep.Q; d/; 0/

in Definition 7.3.7 can be chosen to preserve norms for some (uniquely determined) standard norm on
Rep.Q; d/. Equivalently, all such embeddings have this property.

Proof. Call F D ��1�.x/. Given a lit embedding � as above, the stacks Gradn.F / and
Gradn.Rep.Q; d// have the same components for all n. Thus giving a norm on F is
equivalent to giving a norm on Rep.Q; d/. If the norm on X is linear, then so will be
the induced norm onRep.Q; d/, and thus it will be standard by Proposition 7.5.3.

DEFINITION 7.5.5. A linearly lit normed good moduli stack is a linearly lit goodmoduli stack
endowed with a linear norm on graded points.

DEFINITION 7.5.6 (Induced norm on lattice). Let X be a linearly lit normed good
moduli stack and let x be a k-point of X. For a � b in Lx, we let Xx.Œa; b�/ D

kbk2�kak2. Then Xx is a norm on the lattice Lx, and we will regard Lx as a normed
lattice endowed with Xx.

That Xx defines a norm on Lx is immediate in the case X D Rep.Q; d/, and the
general case follows from this by the embedding in Definition 7.3.7.

LEMMA 7.5.7. Let .X; x/ be a pointed linearly lit normed good moduli stack with norm on graded
points q, and let � 2 DFQ

.X; x/1. Let `q be the canonical linear form on graded points of
GradQ.X/ (Definition 2.4.7), and let .F �/_ be the linear form on GradF �.Lx/ induced by the
norm on Lx (see discussion after Definition 6.6.23). Then for all � 2 DF.GradQ.X/; gr�/1,
we have the equality

h�; `qi D hF �; .F �/_i:
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Proof. We may assume X D Rep.Q; d/ with standard norm given by .mi/i2Q0
. The

point x corresponds to a representation E D ..Ei/i2Q0
; .f˛/˛2Q1

/, and the filtration
� of x is represented by a rational one-parameter subgroup ˇ of G.d/ that induces a
grading Ei D

L
c2QEi;c for each i 2 Q0. With respect to this decomposition, each

f˛ is written in coordinates as .f˛;c;c0/c;c02Q.
The component of GradQ.X/ containing gr� is of the form Rep.Q0; d 0/, with

Q0; d 0 as in the proof of Proposition 7.3.12. The point gr� has coordinates .f˛;c;c/c2Q.
If a rational cocharacter� ofL.ˇ/ defines a filtration of gr�, then h�; `qi D h�; ˇ_i D

.�; ˇ/. A grading Ei;c D
L

c2QEi;c;c0 for each Ei;c is determined by �. From the
definitions, we have the formula

.�; ˇ/ D
X
i;c;c0

cc0 dim.Ei;c;c0/mi :

Also from the definitions, we have

hF �; .F �/_i D
X
c02Q

c0.F �/_.ŒF
�
>c0; F

�
�c0�/ D

X
c02Q

c0
X
i2Q0

.F �/_.Ei;�;c0/

D
X
c02Q

c0
X
i2Q0

X
c2Q

cmi dim.Ei;c;c0/;

as desired.

7.5.2 A LEMMA ABOUT SEMISTABILITY

We briefly turn our attention to a lemma in Geometric Invariant Theory that we will
need later.

Let k be an algebraically closed field. Let G be a linearly reductive algebraic
group over k, endowed with a norm q on cocharacters, and let V be a finite dimen-
sional representation of G. Let � 2 �Q.G/ be a rational cocharacter of G, inducing
a direct sum decomposition V D

L
s2Q Vs. The commutator subgroup L.�/ acts

on V1. We endow V1=L.�/ with the linear form `1 D ��_ on graded points, where
h
; �_i D .
; �/ for any 
 2 �Q.L.�//, and .�;�/ is the inner product that q in-
duces in some split subtorus of L.�/ containing 
 and �. Let ` be the linear form on
P .V1/=L.�/ determined by O.1/, and we consider semistability on P .V1/=L.�/ with
respect to the linear form `2 D ` � �_=k�k2.

LEMMA 7.5.8. In the situation above, we have a cartesian square

.V1=L.�//
ss.`1/ .V1 n f0g/ =L.�/

.P .V1/=L.�//
ss.`2/ P .V1/=L.�/:

p
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Proof. Let V1 n f0g ! P .V1/W x 7! Œx� be the projection and let vWSpec.k/ ! V1 n f0g

be a geometric point. We wish to show that v is semistable for `1 if and only if Œv� is
semistable for `2.

If T is a maximal torus of L.�/, then v (resp. Œv�) is semistable for L.�/ if and
only if gv (resp. gŒv�) is semistable for T for all g 2 L.�/.k/. It is thus enough to
assume that L.�/ D T is a torus.

We write „ � �Q.T / for the state of v. That is, if V1 D
L

�2�Q.T /
.V1/� is the

grading induced by the T -action on V1 and p�WV1 ! .V1/� are the projections, then
„ D f� 2 �Q.T /Wp�.v/ ¤ 0g. Now we have

1. v 2 V
ss.`1/
1 .k/ if and only if �_ 2 cone.„/, and

2. Œv� 2 P .V1/
ss.`2/.k/ if and only if �_=k�k2 2 conv.„/ or, equivalently, if 0 2

conv
�
„ � �_=k�k2

�
.

Here, cone.„/ is the convex cone in �Q.T / generated by „, while conv.„/ is the
convex hull of „. The result follows from Lemma 5.2.17.

7.5.3 THE TORSOR CHAIN AND THE HKKP CHAIN

We get to the main result of this chapter.

THEOREM 7.5.9. Let .X; x/ be a pointed linearly lit normed good moduli stack over k, and let
.Yn; yn; �n; vn/ be its torsor chain (Definition 4.3.3). Then:

1. Each Yn is, with the lamp inherited from X, a linearly lit normed good moduli stack.
2. Under the canonical identification DFQ

.Yn; yn/1 Š DFQ
.Lyn

/1W� 7! F �, the balanced
filtration �n of .Yn; yn/ (Definition 4.2.2) coincides with the HKKP filtration of the normed
lattice Lyn

(Definition 6.6.27).
3. Each map vnW .YnC1; ynC1/ ! .GradQ.Yn/; gr �n/ induces a norm-preserving injection of

lattices
cnWLynC1

,! GradF �n .Lyn
/;

thus giving a chain of lattices .Lyn
; F �n; cn/n2N .

4. The chain .Lyn
; F �n; cn/n2N is the HKKP chain of the normed artinian lattice Lx.

Proof. We may assume that the good moduli space of X is a point after replacing
X with the fibre of its good moduli space containing x, since this does not change
the .Yn; yn/ for n � 1. By embedding X in quiver moduli, we can assume that
X D Rep.Q; d/ for some quiver Q and dimension vector d , endowed with the stan-
dard lamp and a standard norm on graded points given by positive rational numbers
.mi/i2Q0

, and that x corresponds to a nilpotent representation E of Q.
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If x is a closed point, then 1 holds trivially. In fact, x is a closed point if and only
if Lx is complemented, by Propositions 2.7.14, 6.5.34 and 7.3.11. In this case both
the balanced filtration and the HKKP filtration are zero, so 2 holds, and 3 and 4 hold
trivially. We now assume that x is not closed.

We now prove 2 for n D 0. We identify Lx Š LE , the lattice of subrepresen-
tations of E. We have k�k2 D kF �k2, where k�k2 is the norm-squared of � with
respect to the norm on graded points on X, and kF �k2 is the norm-squared of F �

with respect to the induced norm on the lattice Lx.
On the other hand, Kempf ’s intersection number of � and Xmax agrees with the

complementedness of F �, h�;Xmaxi D hF �; li, by Proposition 7.2.4. The balanced
filtration of .X; x/ is the element � of DFQ

.X; x/1 with h�;Xmaxi � 1 and smallest
norm. The HKKP filtration of Lx is the element F of DFQ

.Lx/1 with hF; li � 1

and smallest norm. Thus � is the balanced filtration of .X; x/ if and only if F � is the
HKKP filtration of Lx. This proves 2 for n D 0.

Wewrite Rep.Q; d/ D V ,G D G.d/ and V D W˚V G , whereW is the Reynolds
operator ofG applied to V , that is, the sum of all simple nontrivial subrepresentations
of V .

Let � W X D V=G ! .W == G/ � V G be the good moduli space. Since E is
nilpotent, x lies in W , and the fibre F D ��1�.x/ D ��1.0/ is also the fibre of
W=G ! W == G at 0, and so a closed substack of W=G containing 0. We may re-
place F by W=G since this will only change Y1 by a stack of which it is a closed
substack. To construct Y1, we blow-up W=G at .W=G/max D f0g=G and consider
the centre Z of the weak ‚-stratum of Bl0W=G containing x. By Lemma 4.3.2, Z is
an open substack of GradQ.P .W /=G/, since P .W /=G is the exceptional divisor. In
fact, Z is the centre of the weak ‚-stratum of P .W /=G containing u.gr �0/. Here,
the linear form ` on graded points considered is given by the line bundle OP.W /=G.1/.
The balanced filtration �0 is given by a rational cocharacter ˇ of G which induces
a direct sum decomposition W D

L
c2QWc. Since h�0; `i D 1, the component of

GradQ.P .W /=G/ containing u.gr �0/ is P .W1/=L.ˇ/. We also denote ` the linear
form on P .W1/=L.ˇ/ given by OP.W1/=L.ˇ/.1/, and we consider also the linear form
ˇ_ given by h�; ˇ_i D .�; ˇ/, where .�;�/ is the inner product induced by the norm
on graded points.

By [55, Remark 12.21], Z is the open substack Z D P .W1/
ss.`�ˇ_=kˇk2/=L.ˇ/,

and Y1 is the Gm;k-torsor over Z determined by O.1/. Thus Y1 D W
ss.�ˇ_/
1 =L.ˇ/ by

Lemma 7.5.8.

Claim 7.5.10. There is a quiverQ0, a dimension vector d 0 and an isomorphismW1=L.ˇ/
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Š Rep.Q0; d 0/ as lit stacks such that the induced norm on Rep.Q0; d 0/ is linear.

Proof of Claim. Let V D
L

c2Q Vc be the grading that ˇ induces on V . Note that
W1 D V1.

The rational cocharacterˇ also induces a direct sumdecompositionEi D
L

c2QEi;c

for each i 2 Q0. We define a quiver Q0 as follows. Its set of vertices is

Q00 D f.i; c/ 2 Q0 � Q j Ei;c ¤ 0g:

The set of arrows from .i; c/ to .j; c0/ is empty if c0 ¤ cC 1 and otherwise it is the set
of arrows from i to j in Q. We set a dimension vector d 0 of Q0 by d 0

.i;c/
D dimEi;c.

In this way we have identifications V1 D Rep.Q0; d 0/ and L.ˇ/ D G.d 0/, so we
get an isomorphism V1=L.ˇ/ Š Rep.Q0; d 0/. The induced lamp on V1=L.ˇ/ is the
standard one on Rep.Q0; d 0/: if �W Gm;k ! L.ˇ/ is a cocharacter, then the induced
grading on Ei;c has only nonnegative weights for all i and c if and only if the grading
on Ei has only nonnegative weights for all i . The induced norm is standard with
m.i;c/ D mi .

By the claim, Y1 is an open substack of Rep.Q0; d 0/ admitting a good moduli
space, so it is linearly lit by Theorem 7.4.12. This proves 1 for n D 1 and, by induc-
tion, for all n. Since we knew 2 for n D 0, now we know it for all n.

It is left to show that the map .Y1; y1/ ! .GradQ.X/; gr �0/ induces a map
Ly1

,! GradF �0 .Lx/ of lattices that identifies Ly1
with ƒ.F �0/ss.�.F

�0 /_/ (Defini-
tions 6.6.22 and 6.6.24). By induction, this is enough to prove 3 and 4 for all n.

Recall that V1 D W1, so Y1 D V ss
1 =L.ˇ/, where semistability is with respect to

ˇ_. Let U D V1=L.ˇ/ D Rep.Q0; d 0/, and let u 2 U.k/ be the point y1 seen as a
point of U. The map .Y1; y1/ ! .GradQ.X/; gr �0/ factors as

.Y1; y1/ ! .U; u/ ! .BL.ˇ/; 0/ ! .V0=L.ˇ/; 0/ ! .GradQ.X/; gr �0/:

By Proposition 7.3.12, the lattice L.V0=L.ˇ/;0/ D L.BL.ˇ/;0/ is canonically identi-
fied with GradF �0 .Lx/. First we show that the map .U; u/ ! .BL.ˇ/; 0/ induces an
injection of lattices Lu ,! GradF �0 .Lx/ that identifies Lu with ƒ.F �0/.

The representation E of Q, corresponding to the point x, can be written in
coordinates as E D ..Ei/i2Q0

; .f˛/˛2Q1
/, where f˛ 2 Hom.Es.˛/; Et.˛//. Since ˇ

induces a direct sum decomposition Ei D
L

c2QEi;c for each i 2 Q0, each f˛ can
be written in coordinates as f˛ D .f˛;c0;c/c;c02Q, with f˛;c0;c 2 Hom.Es.˛/;c; Et.˛/;c0/.

The point y1 is then .f˛;cC1;c/˛2Q1;c2Q in coordinates, corresponding to a repre-
sentationE 0 ofQ0. From these descriptions it is clear thatDF.U; u/1 ! DF.BL.ˇ/; 0/1
induces an injection of lattices Lu D LE 0 ,! GradF �0 .Lx/.
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An element of GradF �0 .Lx/ is the data of a subspaceMi;c of each Ei;c. TheMi;c

define a subrepresentationM of E 0 if and only if f˛;cC1;c.Ms.˛/;c/ � Mt.˛/;cC1 for all
˛ 2 Q1 and c 2 Q.

LetMi;�c D
�L

c0>c Ei;c0

�
˚Mi;c andEi;�c D

L
c0�c Ei;c0 . TheEi;�c define a sub-

representation E�c of E just because ˇ defines a filtration of x. Moreover, E�c=E>c
is semisimple, and actually null (Definition 7.2.1) because E is nilpotent. Therefore
theMi;�c define a subrepresentationM�c of E.

The condition for the Mi;c to define an element of ƒ.F �0/ is that M�c=M�cC1
is semisimple (or equivalently, since M�c is nilpotent, null) for all c 2 Q. Choose a
splitting Ei;c D Mi;c ˚M 0i;c as vector spaces. Then we can write

Mi;�c=Mi;�cC1 D M 0i;cC1 ˚

 M
c<c0<cC1

Ei;c0

!
˚Mi;c:

Because F �0 is paracomplemented, we have that f˛;c2;c1
D 0 for c1 � c2 < c1 C 1.

Therefore M�c=M�cC1 has coordinates
�
fi;cC1;cj

M 0
i;cC1

Mi

�
. These are all 0 if and only

if fi;cC1;c.Mi;c/ � Mi;cC1 for all c and i . Therefore Lu D LE 0 D ƒ.F �0/, as desired.
Now by [36, Lemma 5.5.11 and Lemma 5.5.12], we have

DF.Y1; y1/1 D f� 2 DF.U; u/1 j ˇ_.�/ D 0g:

Therefore

Ly1
D f� 2 DF.U; u/1 j � � 0; ˇ_.�/ D 0; and if � 2 DF.U; u/1

satisfies 0 � 2� � � and ˇ_.�/ D 0; then � D 0g:

Note that if � 2 DF.U; u/1 and 0 � 2� � �, then 0 � 2ˇ_.�/ � ˇ_.�/, so ˇ_.�/ D 0

implies ˇ_.�/ D 0. Therefore the map DF.Y1; y1/1 ! DF.U; u/1 sends Ly1
injec-

tively into Lu, and Ly1
D f� 2 Lu j ˇ_.�/ D 0g. Note that ˇ_.�/ D .F �0/_.�/ by

Lemma 7.5.7, so we get Ly1
D ƒ.F �0/ss, as desired.

COROLLARY 7.5.11. In the setting of Theorem 7.5.9 we have that, under the canonical bijection
Q1-Filt.X; x/ D Q1-Filt.Lx/, the iterated balanced filtration of x equals the iterated HKKP
filtration of Lx.

Proof. This follows directly from the definition of the iterated HKKP filtration (Defi-
nition 6.7.3), from Theorem 7.5.9 and from Theorem 4.3.4.
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