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In - class exercises ' solutions :

1. let A- = [
"¥ E) . You're given that A. (b) = - ( j) and A = { (Ly) .

-18 5

Compute A
"°

, rounding to 3 decimal places .

We change A to the basis B : vi. =/b) and v. = (Fy) .

So set 5- (} , ) .

Then 5--1 ; I;) .

and by last lecture, A-- ( ; :;) / E) 151,1 .

Now A
"

:( 's , ) /%'T;%°) /"s I

i. Hill : :X: :)
to 3 dec

.

places

= 15:11: = liz :) .

2
. If A~B , then there exists so invertible s.-1

. A = So-1B£

pi pink "Brc " "

S
,

" H
.

B = SikSa
¥ ¥

So A = So
-'SIE Saso

.

Now observe that (Fso) -1--55'S, ? So Anc .

Crucial Recap :

• Given a basis B of R
"

with vectors v1 . . . . .vn
,

the B-coordinates of v EIR
"

are [is = (
n
) , where v= c. Vit . . _ + Cnvn

.

• The canonical basis is e- = (¥;) , . . . , en=/É) , and we denote it e.

• There exist change of basis matrices Sz→e = . - -Y) , Se→ = So →É
.

s . -1 . [Be = Sz→e [its and [v38 = Seis [Be .

• Given a linear transformation T.IR
"
→ Bi with matrix A

,
and a basis B as above

,

"

A Sz→e
.

(Then [Tv]z=5AS [%)the matrix of T with respect to B is Sz→e
5- Same

• If there exists an invertible matrix Ss.
-1
.
A = s

-' BS
,
then A-B

.

• If AND , where D is diagonal, then A is diagonalizable .



Definition 1- : To diagonalize an nxn matrix is to find an invertible matrix Ss
.

-1
.
JAS is diagonal .

Discussion: In - class exercise revisited
.

Recall that the exercise gave us two vectors vi. = (b) and v. = (¥,
)

.

These had the

property that Avi -Va and Avi tvz .
This allowed us to compute A

"° by hand !
.

Problem : in real life we 're rarely handed such vectors
. We have to find them .

Definition 2 : let T.IR
"
-Ri be a linear transformation with matrix A

. Then a non-zero vector v EIR
"

is an eigenvector of A with eigenvalue HEIR if Av = iv. Note :
"

eigen
"

means
"
own

"

in German .

Example 1 : (f) and (I,) are eigenvectors of A = / -¥ É) , with eigenvalues -1 and £ respectively .
-18 5

Discussion : how to find these in the first place? Brilliant idea : if Av=Xv then

(A- tin)r = 0
✗
Zero vector)

.

"

This is saying A- XIN has a nonzero vector in its kernel !

Therefore , A- tin is not invertible
,
so Det CA - ✗ In) = 0 !

So if we want to find t , a good starting point is solving the equation find) :

det CA - tin) = 0
.

Definition 3 : let T.IR
"
→Bi be a linear transformation with matrix A

. Then the characteristic

polynomial of T (or of A) is Det CA - t In)
.

this is a polynomial in b)

Example 1 Cold ' ) : Suppose we don't know the eigenvalues -1 and { of A .

The equation det(A- +In)=O says : det ( f- ¥ É
- ios ) - % ? )) = o

⇔

del- ( (⇒→ ± )) = 0

- 18 S-t

⇔

f-% - t) . (s - t) + -23.18=0
⇔

✗
2
- 5×+11-24 - ¥ +27 = 0 2.2s = 1.52

⇔

I + It -1-2=0 → + = -k±Fl÷4 =/ * ±\ ✗ = - I
-



Great ! We found the eigenvalues .

What about the eigenvectors (b) and (¥) ?

These are linear systems !
• 1=12 : Av = {v ⇔ v E Kerl A-{ In) .

We know how to compute these !

A-{In = (
- ¥ - § 3-2
-18 s- ±) = f- 6 §

-18 § )
(A- Itn) v4:) : f-8¥19 ) ( ; :¥ / 9) " ( ; - ¥ / 8) ⇒kerlA-t.int/lE-4:teiRsI-.I-gI
⇒ (¥) is an eigenvector of A with eigenvalue E. Basis : (F)

Notice : we can scale the basis

toes . -4-141=11,1
• ✗ = -1 :

but we don't need to.

A- + In = f- ¥+1 E) = (:&, } )- 18 5+1

Ker (A-tin) : f-&, %) ÉÉ ( 1 - ¥ ) " ( t - É )I→¥gI 1 - § O O

Ker CA - tin) = { (¥ ) :-( ER 4 = Span/( É)) → Basis : µ .

⇒ (&) is an eigenvector for A with eigenvalue -1 .

bpsh
"

Algorithm
" to diagonalize a matrix :

1. Solve the polynomial equation Det CA -tin)=O
.

→ Get eigenvalues % , . . . .tn
.

2
.

Find nonzero vectors in Ker (A-4-In), . . _ ,
Ker (A -tr

.
In) forming a basis D= Va, . . _ .vn .

"

an eigenbasis
"

l ! Warning : Step 2 may fail ! )

3. let S=Sz→e = (Y _ . -
v1;) .

Then D= S
"

AS is diagonal with entries ta, -→ In

(some eigenvalues may be repeated).



ExploringwhereourH-lgorithnicanfailpefin.fion 3 : Let + c-R
,
T :B

"

→ IR
"

a linear transformation with matrix A. Then the d- eigenspace of T

is E) = Ker CA - t In) . Equivalently , Ex is the subspace of all the vectors VER
"
such that Av=tv

.

^
To)Example 2 : consider the matrix ( %) .

This represents a 90° rotation :

<

yg,

Intuitively , this has no eigenvectors .

Let's perform the
"

algorithm
"

.

1
.

Char poly : det (¥ = I-11
.

This has no real roots
.

Thus A has no eigenvalues
⇒ There are no eigenvectors .

⇒ (%) is not diagonala-able .

Example 3 : consider the matrix (8^-1) .

This represents a shear :

>

Tk)

Intuitively, the only eigenvectors lie on the x-axis
.
Let's perform the

"

algorithm
"

.

1
.
Char poly : det (1- " 1

◦ ⇔
) = (1- Ñ

.

The only root is 1=1 .

2
.

Let us find bases for the Ex's .

Our only Ex is Ee = Ker (A-1.In) = Ker (8 f) .

Now Kerl: f) = { (g) c- R2 : 185141--1811
= / (g) c-R2 : (f) = (8) I

= / (g) c-R2 : y = of

= Spank:)) .

Unfortunately , this is a 1 - dimensional subspace of 1122
,

hence any basis for it will only have

1 vector .

Since E, is the only eigenspace , this means we will not be able to find an eigenbasis .

⇒ (f E) is not diagonal itable .

Remark : Examples 2 and 3 are the two kinds of things that can go wrong .

Example 4 : { %) . 1) Char poly : det % "

! ¥
, ,
) = (1-1512-1) ⇒ Eigenvalues : 1=1,1--2 .O Z -X O

2) E, = Ker /% ! !/ = Span / (É )) . → dim = a

\ Cannot get an
Ez = Ker (-4%4) = Span ( ( %)) → dim = a

'

eigenbasis

⇒ (% ) is not diagonalizable



The following theorem should not be surprising at this point :

Theorem 1 : let T.IR
"

→ IR
"

be a linear transformation with matrix A. Then the following statements

are equivalent :

1) A is diagonal-table .

2) There exists a basis of R
"

consisting of eigenvectors for A .

3) The dimensions of the eigenspaces add up to n .

You may worry that the bases for E, and E
, are linearly dependent.

The following theorem says this cannot happen .

Theorem 1 : If A is an nxn matrix
, v. WEIR

"

and G.GEIR with its satisfy Avey and Aw -_ can

then v and w are linearly independent .

Prof : Suppose Xv+µw=0 (*) Then Aivttew) = A-0 ⇒ tar +Maw = 0

} Subtracting theseget
Multiplying 1*7 by ca , we get Gtv + crew = 0 146, -a)w =0

Since c. - C≥ -1-0, few = 0 ⇒ pe
= 0

. Similarly, 4=0 .
Thus v and w are 1. i. ☐

.

In- class exercises :

1. Determine whether the following matrices are. diagonalruble and diagonalize them if possible :

1) 1%88: : : :|
" l: : :|0 2 0

3) l÷¥
.

-

÷;)


