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Abstract. We consider the stochastic six-vertex (S6V) model and asymmetric simple exclusion

process (ASEP) under general initial conditions which are bounded below lines of arbitrary slope

at ±∞. We show under Kardar-Parisi-Zhang (KPZ) scaling of time, space, and fluctuations that

the height functions of these models converge to the KPZ fixed point. Previously, our results were

known in the case of ASEP (for a particular direction in the rarefaction fan) via a comparison

approach [QS22].
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1. Introduction

Many models in the Kardar-Parisi-Zhang (KPZ) universality class can be thought of as dynamical
systems driven by variants of space-time white noise. These include last passage percolation, polymer
models, and the KPZ equation itself, as well as interacting particle systems and stochastic vertex
models. The dynamical system perspective is intrinsically interesting but also produces several
systems via projection procedures, such as “colored” models. A natural question in this area is to
determine the scaling limit of the entire random dynamical system, i.e., of the joint scaling limit
of the evolution across space, time, and initial conditions under the KPZ scaling exponents; more
precisely, for a scaling parameter ε > 0, on scaling time as ε−1, space as ε−2/3, and the solutions’
fluctuations as ε−1/3.

For the models of last passage percolation, polymers, and the KPZ equation, the dynamical
system is of a variational or Feynman-Kac form, in that it can be defined by maximizing or summing
weights of paths through the space-time white noise environment. As a result, the evolution jointly
at general times and under (multiple) general initial conditions is determined by the joint scaling
limits of the solutions for delta initial condition (i.e., point to point passage times or partition
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functions), as the location of the delta varies. Since these solutions determine the general solutions
(even in the prelimit), they can be regarded as fundamental solutions. Their putative universal
scaling limit is the directed landscape L : {(x, s; y, t) : x, y, s, t ∈ R, s < t} → R, where L(x, s; y, t) is
the scaling limit of the delta solution started at renormalized time s from position x and viewed at
renormalized time t at position y, and was identified and constructed for particular solvable models
in [DOV22] and subsequent work such as [DV21, Wu23]. Given the directed landscape, the scaling
limit of the random dynamical system for such exactly solvable variational or Feynman-Kac type
models is

(h0, s, x, t) 7→ sup
y∈R

(
h0(y) + L(y, s;x, t)

)
, (1.1)

where h0 : R → R ∪ {−∞} is a renormalized initial condition, s ∈ R represents the time from which
the system evolves the initial condition, and x ∈ R and t > s are the location and time at which the
evolution is observed. The mapping that outputs the process (x, t) 7→ supy∈R(h0(y) + L(y, s;x, t))
for a given initial state h0 : R → R∪{−∞} is known as the KPZ fixed point. It was first constructed
in [MQR21] by using exact determinantal formulas for the totally asymmetric simple exclusion
process (TASEP), and it was later shown to be equivalent to the present definition in [NQR20].

For models not of a variational or Feynman-Kac type, such as interacting particle systems and
stochastic vertex models, the existence of a limiting fundamental solution in the sense that their limit
exists and determines the limit of the dynamical systems as a whole as in (1.1) is not immediate. In
fact, for initial conditions which are perturbations of a compact set of stationary initial conditions,
a concise argument given here (Proposition 5.1) provides it (a similar argument was recently and
independently given in [DZ24, Lemma 3.2]). However, expanding to the full class of initial data
(when the initial condition can grow linearly at ±∞) for which convergence has been shown in
previous models such as TASEP is less clear.

In our previous paper [ACH24], we determined the solutions which converge to the directed
landscape, namely coupled step initial conditions, and showed that convergence for two models,
the asymmetric simple exclusion process (ASEP) and the stochastic six-vertex model (S6V). That
framework, which goes via structures known as colored Gibbsian line ensembles [AB24] and charac-
terization results for the parabolic Airy line ensemble [AH23, DM21], was developed for ASEP and
S6V but should apply broadly to all integrable models satisfying the Yang-Baxter equation or their
degenerations.

Here we present an approach for the same models of ASEP and S6V to show that the convergence
of those special solutions (namely, under coupled step initial condition) implies convergence of the
full dynamical solution (namely, under arbitrary coupled initial condition with linear growth at
±∞); in this way, these special solutions can be regarded as approximate fundamental solutions,
recovering the full dynamical system in the scaling limit.

Our arguments use the recently established convergence to the Airy sheet and directed landscape
of the height functions of these models when started from coupled step initial conditions, along
with monotonicity properties and previously known one-point convergence statements for stationary
initial conditions of these models. As such, the proof gives a blueprint towards proving KPZ fixed
point convergence for any model where such properties are known.

1.1. Relation to recent work and main result. As mentioned, in models like ASEP and S6V
which are not of a variational or Feynman-Kac type, the general initial condition cannot be expressed
in an exact way in terms of the fundamental solution at the prelimiting level. In [ACH24, Appendix
D], we presented an argument showing that directed landscape convergence and distributional
convergence to the KPZ fixed point from a general initial condition (i.e., for each single initial
condition) together implies the scaling limit of the random dynamical system as a whole (i.e., to
establish joint convergence of multiple general initial conditions and times); [ACH24] gave such
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an argument for ASEP, combining the directed landscape convergence from the same paper with
marginal KPZ fixed point convergence proved in [QS22].

For S6V, while directed landscape convergence was proven in [ACH24], KPZ fixed point con-
vergence was not known. A direct argument using directed landscape convergence, monotonicity
properties, and known one-point convergence for stationary initial data establishes KPZ fixed point
convergence for general initial conditions that lies below a line of fixed slope. Extending from
compact perturbations to the most general class of initial conditions considered in the literature
previously (namely those that grow at most linearly at ±∞) requires different ideas, which is the
main purpose of our paper. An informal version of our main result is as follows.

Theorem (Informal version of Theorem 2.10). Fix any parameters for ASEP or S6V corresponding
to their rarefaction fans. Let h

(i)
0 : Z → Z be initial height functions for the models which, on KPZ

rescaling, converge in the topology of local convergence in the space UC to upper semi-continuous
functions growing at most linearly. Starting the ith initial condition at rescaled time si and evolving
them jointly using the same randomness (i.e., the basic coupling), the rescaled height functions
converge jointly to (1.1), i.e, KPZ fixed points coupled via the directed landscape.

Our main result shows in particular that, for any given initial condition with any non-trivial
macroscopic density, the height function evolution is that of the KPZ fixed point. For ASEP around
density 1

2 , this is the earlier mentioned result of [QS22], where it was proven by comparison to
TASEP; the class of initial conditions we cover is the same as that originally proved for TASEP
[MQR21]. [QS22]’s approach applies to more general exclusion processes and presumably can be
implemented for more general densities; but this comparison method is unclear for S6V, and hence,
even our marginal KPZ fixed point convergence result is new in that context.

The recent work [DZ24] provides a framework to show directed landscape convergence assuming
KPZ fixed point convergence from narrow wedge initial conditions. Their method applies (in
conjunction with [QS22]) to models such as non-nearest neighbor asymmetric exclusion processes,
while our approach includes the stochastic six vertex model (for which KPZ fixed point convergence
was not known, but directed landscape convergence is proven in [ACH24]).

1.2. Brief discussion of approach. Our approach starts with the observation that a large class
of initial conditions can be approximated with positive probability by a choice of random initial
condition that is more accessible to analysis; here, we consider stationary initial condition, which is
the Bernoulli product measure on the particle configuration.

First, we use a one-sided inequality in the prelimit (relating prelimiting versions of both sides
of (1.1)) coming from height monotonicity (Lemmas 3.3 and 3.7) and one-point convergence of
stationary initial data [Agg18] to obtain KPZ fixed point convergence for stationary initial data
(Proposition 4.1), as well as to upgrade marginal convergence to the KPZ fixed point of multiple
initial conditions to their joint convergence (Lemma 3.9). Next, we consider initial conditions that
converge (after rescaling) to a continuous function on a compact interval and equal a random walk
with fixed drift outside that interval. By using that the stationary initial condition’s evolution
packages together the evolution from a large collection of deterministic initial conditions, we obtain
the convergence of such an initial condition’s evolution to the KPZ fixed point (Proposition 5.1)
by looking at appropriate parts of the probability space where the stationary initial condition
approximates the given one.

The main part of our argument is upgrading from such initial conditions to ones where the
random walks on either side of the compact interval have different drifts (+λ on the right and −λ
on the left), which will be needed to upper bound arbitrary initial conditions which are bounded
above by λ(1 + |x|) for some λ > 0; the statement is Proposition 6.1. Essentially, we compare the
evolution of such an initial condition to one which has a random walk with the same drift λ on both
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sides (for which we have already shown the convergence) and show that their discrepancy disappears
in the rescaling. The discrepancy can be encoded as lower color particles in colored versions of these
models. We control the motion of such particles and show that, with high probability, they do not
go far enough to appear in any interval which is seen in the convergence to the KPZ fixed point.
A version of such a discrepancy bound was proved in [QS22] for ASEP as a direct consequence of
a coupling provided in [QS22, Lemma B.1]. However, a coupling of that strength does not hold
for the S6V, so we work with a more general coupling instead [DHS24, Corollary 3.2] and carefully
track how lower priority particles can overtake higher priority ones.

We next prove KPZ fixed point convergence for a continuous initial condition which is bounded
above by λ(1+ |x|) for some λ > 0 (Proposition 6.4) using height monotonicity, the earlier mentioned
lower bound by a prelimiting variational problem, and an upper bound from the previous paragraph.
A similar approximation argument then finally allows us to extend to upper semi-continuous functions
satisfying the same bound λ(1 + |x|), which is the class of initial conditions for which convergence
to the KPZ fixed point is known for TASEP [MQR21].

Notation. For a, b ∈ Z with a < b, Ja, bK := {a, . . . , b}. For random objects X and Y taking values
in some measurable space, X

d
= Y means that their distributions are the same; we will often omit

explicitly specifying the σ-algebra on the target space, but will specify its topology (in which case
we endow the space with the associated Borel σ-algebra). For random objects Xn and X taking
values in some common topological space, Xn

d−→ X means that Xn converges weakly to X; the
topological space will be specified or obvious in the context. The space of continuous functions from
a topological space X to R will be denoted C(X ,R). Events will be written in sans serif font, e.g., E,
and Ec will denote the complement of E. We will sometimes write f(·) for a function of the variable
·, and sometimes x 7→ f(x).

Organization of paper. We define our models and state the main result in Section 2. In Section 3
we collect some useful properties and definitions for the models under study, as well as of the KPZ
fixed point. In Section 4 we prove convergence to the KPZ fixed point under Bernoulli initial
condition. In Section 5 we upgrade this to establish the same convergence under general continuous
initial conditions which are Bernoulli outside of a compact set, and use the latter in Section 6 to
prove Theorem 2.10. Proofs of miscellaneous statements not proved in the main text are provided
in Appendix A.

Acknowledgements. Amol Aggarwal was partially supported by a Packard Fellowship for Science
and Engineering, a Clay Research Fellowship, by the NSF through grant DMS-1926686, and by
the IAS School of Mathematics. Ivan Corwin was partially supported by the NSF through grants
DMS-1937254, DMS-1811143, DMS-1664650, by the Simons Foundation through an Investigator
Award and through the W.M. Keck Foundation through a Science and Engineering Grant. Milind
Hegde was partially supported by the NSF through grants DMS-1937254 and DMS-2348156.

2. Models and main result

In this section we define our models and state the precise form of our main result, Theorem 2.10.
We define ASEP in Section 2.1 and S6V in Section 2.2, and give the form of the rescaling of the
height functions in Section 2.3. In Section 2.4 we define the directed landscape and KPZ fixed point
and in Section 2.5 we state our main result.

2.1. The asymmetric simple exclusion process. Fix a real number q ∈ [0, 1). Consider an
initial particle configuration η0 ∈ {0, 1}Z, where η(x) = 1 indicates the presence of a particle at
x and η(x) = 0 indicates the absence of a particle at x (equivalently, presence of a hole). The
dynamics of ASEP are as follows.



KPZ FIXED POINT CONVERGENCE OF THE ASEP AND STOCHASTIC SIX-VERTEX MODELS 5
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Figure 1. A depiction of the graphical construction of ASEP. At the bottom is the initial
particle configuration. The arrows indicate the times where a left clock ξLx or right clock
ξRx rang. If an arrow goes from site x to site y at time t and there is a particle at x and no
particle at site y at time t−, the particle at site x moves to y at time t (indicated by a green
check mark); if not, nothing happens (red cross).

2.1.1. Dynamics. We fix a family of independent Poisson clocks ξ = {ξLx , ξRx }x∈Z, where ξLx has
rate q and ξRx has rate 1 for all x ∈ Z. With the clocks fixed, the dynamics are deterministic (see
Figure 1): when the clock ξLx rings, if there is a particle at site x at that time, it attempts a jump to
the first site to the left, and when the clock ξRx rings, if there is a particle at site x at that time, it
attempts a jump by one site to the right. The attempt succeeds if there is no particle at the target
site. The well-definedness of this prescription follows from [Har78, Section 10].

2.1.2. Basic coupling for ASEP. The above graphical construction of ASEP gives a natural way to
couple together the evolution of ASEP from all choices of initial conditions simultaneously—this is
known as the basic coupling.

Consider countably many initial conditions η
(1)
0 , η

(2)
0 , . . . ∈ {0, 1}Z, where η

(j)
0 (i) represents the

state at location i in the jth initial condition, with 0 for a hole and 1 for a particle. To define the
basic coupling, as in Section 2.1.1, we fix a family of independent Poisson clocks ξ = {ξLx , ξRx }x∈Z.
Then we evolve η

(j)
0 for each j according to the dynamics described above, where we use the same

family of clocks ξ for all j ∈ N. For example, if ξRx rings at time t, then the particle at location x in
the configuration η

(j)
t− (if there is one) attempts a jump to the right for each j ∈ N.

We also note that we may consider the same evolution, using the fixed Poisson clocks, of initial
conditions started at different times, i.e., for given times si > 0 and initial configurations η

(i)
0 for

i = 1, 2, . . . , we set the configuration at time si > 0 to be η
(i)
0 and apply the same dynamics. In this

way the basic coupling gives a coupling of initial conditions started at different times as well.

2.1.3. Evolution of height function for ASEP.

Definition 2.1 (Height function). Let Λ ⊆ Z be a (possibly infinite) interval. We say γ : Λ → Z is
a height function if γ(x+ 1)− γ(x) ∈ {0,−1} for all x with x, x+ 1 ∈ Λ.

Given a height function h0 : Z → Z, the associated particle configuration ηh0 ∈ {0, 1}Z is defined,
for all x ∈ Z, by

ηh0(x) = h0(x− 1)− h0(x).

For a function f with left limits, we use the notation f(r−) := lims�r f(s); note that this does
not require f(r) to be defined. For h0 : Z → Z a height function, define the height function
(y, t) 7→ hASEP(h0; y, t) for t > 0 and y ∈ Z as follows (see also Figure 2).

Start ASEP under basic coupling with initial particle configuration ηh0 . Whenever a particle jumps
from y to y + 1 at time r > 0, define hASEP(h0; y, r) = hASEP(h0; y, r

−) + 1 (and hASEP(h0;x, r) =
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Figure 2. A depiction of a height function h0 and the associated particle configuration ηh0
.

The dashed portions of the path illustrate the definition of the new height function, under
the corresponding displayed particle movements.

hASEP(h0;x, r
−) for all x ≠ y), and whenever a particle jumps from y to y − 1 at time r, define

hASEP(h0; y−1, r) = hASEP(h0; y−1, r−)−1 (and hASEP(h0;x, r) = hASEP(h0;x, r
−) for all x ̸= y−1).

The utility of the definition of hASEP(h0; y, t) is that, while the ASEP dynamics only sees the discrete
derivative of h0 (through ηh0), here we keep track of the constant shift in h0 as well.

For multiple initial conditions (h
(j)
0 )∞j=1, we couple the height functions (y, t) 7→ hASEP(h

(j)
0 ; y, t)

using the basic coupling for the underlying ASEP dynamics. If the initial condition h0 starts at
a non-zero time s > 0, we denote the height functions at time t > s by hASEP(h0, s; ·, t) and its
evolution is as in the previous paragraph. One can also start multiple initial conditions at different
times, and couple the evolutions by the basic coupling.

2.2. The stochastic six-vertex model. The stochastic six-vertex model (S6V) we consider is
defined on the Z≥1 × Z. The model has two fixed parameters: an asymmetry parameter q ∈ [0, 1)
and a direction parameter b� ∈ (0, 1).

2.2.1. Configurations and weights. A configuration of the model is described as follows. First, an
arrow configuration is a tuple (a, i; b, j) such that i, j, a, b ∈ {0, 1} and i+a = j+ b; see the left panel
of Figure 3. The variables i, a, j, and b indicate the presence or absence of the arrows horizontally
entering, vertically entering, horizontally exiting, and vertically exiting the vertex, respectively. The
condition i+ a = j + b is called arrow conservation, i.e., the number of incoming arrows equals the
number of outgoing arrows.

A configuration of the model consists of an assignment of arrow configurations, one to each vertex
v of Z≥1 × Z. We denote the arrow configuration at v by (av, iv; bv, jv). We require that the arrow
configurations are consistent : i(x,y) = j(x−1,y) and a(x,y) = b(x,y−1), i.e., an arrow is horizontally
entering at (x, y) if and only if an arrow is horizontally exiting at (x−1, y), and similarly an arrow is
vertically entering at (x, y) if and only if an arrow is vertically exiting at (x, y−1). One consequence
of this description is that the arrows form up-right paths; see the right panel of Figure 3.

We turn now to initial conditions for the model, starting with the case that the initial condition
is not bi-infinite. Fix N ∈ N. The S6V model with initial condition η0 : J−N,∞) → {0, 1} is
specified by setting an arrow to enter horizontally at (1, k) whenever η0(k) = 1 (i.e., i(1,k) = η0(k))
for k ∈ J−N,∞), and no arrow enters vertically at (ℓ,−N) (i.e., a(ℓ,−N) = 0) for ℓ ∈ N; see the right
panel of Figure 3. Next we explain how to sample a configuration with such a initial condition; this
prescription can be extended to the case of initial conditions defined on Z, which we will indicate
shortly.

2.2.2. Dynamics. The probability measure on configurations is defined by the following Markovian
sampling procedure. Start at the vertex (1,−N). Here there is a horizontally incoming arrow
determined by the initial condition η0 and no vertically entering arrow. The outgoing arrow
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Figure 3. Left: a depiction of the labels for the arrow configuration at a vertex v. Right:
A sample configuration of the stochastic six-vertex model with the step initial condition, i.e.,
η0(k) = 1 for all k ≥ k0 for some k0 (in the depiction, k0 = −2) and η0(k) = 0 otherwise.

configuration is determined by choosing each of the two possible configurations (whether the
horizontally incoming arrow exits vertically or horizontally) with probability equal to the vertex
weight read from Figure 4; this uses that the vertex weights are stochastic, i.e., non-negative and for
a given incoming arrow configuration, the sum of the possible (i.e., satisfying arrow conservation)
outgoing arrow configurations’ weights is 1. We then proceed iteratively in a Markovian fashion: if the
outgoing arrow configuration at all vertices in the domain Dn = {(x, y) ∈ Z≥1×J−N,∞) : x+y < n}
has been determined, the configuration for vertices on the line x+y = n is determined by picking the
outgoing arrow configuration at each vertex independently with probability equal to that vertex’s
weight; note that the incoming arrows configuration at each such vertex is already determined by
the requirement of consistency of the overall configuration, and that the order in which the outgoing
arrow configurations are sampled does not matter. The particle configuration at a later time t ∈ N
is denoted ηt : J−N,∞) → {0, 1} and defined by

ηt(x) = j(t,x).

As mentioned, the above sampling is for an initial condition which is finite on one side, i.e.,
η0 is defined on J−N,∞) for some N ∈ N rather than Z. The well-definedness of the model for
initial conditions defined on Z follows by a method similar to that of Harris [Har78] used for the
well-definedness of ASEP; we refer the reader to [Agg20, Section 2.1] for more details.

2.2.3. The basic coupling for S6V. We next give an analog of ASEP’s basic coupling for S6V, which
again corresponds to using the same randomness for the evolution of different initial conditions.

Consider finitely many initial conditions η
(1)
0 , . . . , η

(K)
0 ∈ {0, 1}Z where η

(j)
0 (x) represents the presence

or absence of a horizontal arrow entering at location (1, x), i.e., i(1,x) = η
(j)
0 (x).

We start with a collection of independent 0-1 Bernoulli random variables {X�
v , X

�
v }v∈Z≥1×Z,

where P(X�
v = 1) = qb� and P(X�

v = 1) = b� for each v ∈ Z≥1 × Z. Given this randomness, the
configuration is specified deterministically from the initial condition as follows. For any vertex

1 1 qb� b� 1− qb� 1− b�

Figure 4. The vertex weights for the S6V model.
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(x, y) ∈ Z≥1 × Z such that the incoming arrow configuration has been assigned to (x, y) (by the
assignment of outgoing arrow configurations to (x−1, y) and (x, y−1)), let I�, I� ∈ {0, 1} respectively
be i(x,y) and a(x,y), the indicator function of the horizontally and vertically incoming arrows at (x, y)
respectively. Then the horizontally and vertically outgoing arrows O�, O� ∈ {0, 1} from (x, y) (i.e.,
j(x,y) and b(x,y)) are defined by:

(1) If I� = I�, then O� = O� = I� = I�.

(2) If (I�, I�) = (0, 1), then (O�, O�) = (0, 1) if X�
(x,y) = 1 and (O�, O�) = (1, 0) if X�

(x,y) = 0.

(3) If (I�, I�) = (1, 0), then (O�, O�) = (1, 0) if X�
(x,y) = 1 and (O�, O�) = (0, 1) if X�

(x,y) = 0.

2.2.4. Evolution of height function for S6V. Next we define the S6V height function when started
from a general initial height function. Let h0 : Z → Z be a height function. As in ASEP, we define
an associated arrow configuration ηh0 ∈ {0, 1}Z by

ηh0(x) := h0(x− 1)− h0(x). (2.1)

Now, for such a height function h0, consider the S6V model with initial condition ηh0 , and let
j(x,y) be the arrow exiting horizontally from (x, y). Define the height function (y, t) 7→ hS6V(h0; y, t)

for t ∈ N and y ∈ Z iteratively as follows. First set hS6V(h0; y, 0) = h0(y) for all y ∈ Z. Informally
speaking, for t ∈ N, hS6V(h0; y, t) is hS6V(h0; y, t − 1) plus the number of arrows that exited
horizontally at a location at or below height y at time t− 1 and above y at time t. Since at most
one arrow can occupy an edge, the latter number is either 0 or 1, and is 1 if and only if an arrow
exits vertically from (t, y). More formally, define, for t ∈ N and y ∈ Z,

hS6V(h0; y, t) := hS6V(h0; y, t− 1) + b(t,y). (2.2)

For multiple initial conditions (h
(k)
0 )Kk=1, the height functions (y, t) 7→ hS6V(h

(k)
0 ; y, t) are coupled

together via the basic coupling for S6V. As in ASEP, we can associate each initial condition with a
starting time sk ∈ N by using the evolution as described in Section 2.2.3 from si onward (in particular,
coupled via the basic coupling) and define the height functions (now denoted hS6V(h

(k)
0 , sk; y, t)) by

(2.2) for t > sk.

Remark 2.2. If the particle configuration associated to h0 has only finitely many particles, the
definition (2.2) of hS6V(h0; y, t) can be interpreted as the number of arrows exiting horizontally from
the infinite ray {(t, z) : z > y}, up to a constant global shift (equaling limy→∞ h0(y)). A constant
global shift of k can in turn be interpreted as the system having k arrows at height “∞” at all times.
These observations provide a link between the definition of the S6V height function given here and
that given in [ACH24, eq. (2.22)], where all initial configurations have finitely many arrows and the
S6V height function is precisely the number of arrows exiting horizontally above a point.

2.3. Height function scaling.

2.3.1. ASEP. Fix q ∈ [0, 1) and a velocity α ∈ (−1, 1) in the rarefaction fan. Let µASEP(α) and
σASEP(α) be defined by

µ(α) = µASEP(α) := 1
4(1− α)2 and σ(α) = σASEP(α) := 1

2(1− α2)2/3, (2.3)

and let the spatial scaling factor βASEP(α) be given by

β(α) = βASEP(α) :=
2σ(α)2

|µ′(α)|(1− |µ′(α)|)
= 2(1− α2)1/3. (2.4)
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Definition 2.3 (Rescaled height functions for ASEP). Given a sequence of initial height functions
hε0 : Z → Z indexed by ε > 0, we define hε0 : R → R by setting, for all x such that the argument of
hε0 is an integer,

hε0(x) = σ(α)−1ε1/3
(
µ′(α)β(α)xε−2/3 − hε0(β(α)xε

−2/3)
)
, (2.5)

and the values of hε0 at all other x determined by linear interpolation. Note that the dependence of
hε0 on α is not explicit in the notation.

Let γ = 1− q. We define the rescaled ASEP height function by

hASEP,ε(hε0;x, t) = σ(α)−1ε1/3
(
2µ(α)tε−1 + µ′(α)β(α)xε−2/3

− hASEP(hε0; 2αtε
−1 + β(α)xε−2/3, 2γ−1ε−1t)

)
for all x such that the argument of hASEP(h0; ·, 2γ−1ε−1t) is an integer, and by linear interpolation
elsewhere. Here hε0 and hε0 are related by (2.5).

The source of these scaling coefficients is explained in [ACH24, Section 2.2.4] and the interested
reader is referred there for more details.

2.3.2. S6V. Fix q ∈ [0, 1), b� ∈ (0, 1). Let z = 1−b�

1−qb� ∈ (0, 1) and fix a velocity α ∈ (z, z−1) (which

corresponds to the full rarefaction fan). Define µ(α) and σ(α) by

µ(α) = µS6V(α) := −(
√
α−

√
z)2

1− z
and

σ(α) = σS6V(α) :=
α−1/6z1/6(1−

√
zα)2/3(

√
α−

√
z)2/3

1− z
;

(2.6)

Next define the spatial scaling factor β(α) = βS6V(α) by

β(α) = βS6V(α) :=
2σ(α)2

|µ′(α)|(1− |µ′(α)|)
. (2.7)

Definition 2.4 (Rescaled height functions for S6V). Given a sequence of initial height functions
hε0 : Z → Z indexed by ε > 0, we define hε0 : R → R by setting, for all x such that the argument of
hε0 is an integer,

hε0(x) = σ(α)−1ε1/3
(
hε0(β(α)xε

−2/3)− µ′(α)β(α)xε−2/3
)
, (2.8)

and the values of hε0 at all other x determined by linear interpolation. Note that the dependence of
hε0 on α, q, and z is not explicit in the notation.

We also define the rescaled S6V height function, for t ∈ (0,∞), by

hS6V,ε(hε0;x, t) = σ(α)−1ε1/3
(
hS6V(hε0;αtε

−1 + β(α)xε−2/3, ⌊ε−1t⌋)− µ(α)tε−1 − µ′(α)β(α)xε−2/3
)

for all x such that the argument of hS6V(hε0; ·, ⌊ε−1t⌋) is an integer, and by linear interpolation
elsewhere. Again hε0 and hε0 are related by (2.8).

2.4. The directed landscape and KPZ fixed point.

2.4.1. The directed landscape. We give the definition of the directed landscape in terms of the Airy
sheet S : R2 → R; the reader is referred to [DOV22, Definition 8.1] for the definition of S.

Definition 2.5 (Directed landscape, [DOV22, Definition 10.1]). The directed landscape is the
unique (in law) random continuous function L : {(x, s; y, t) ∈ R4 : s < t} → R that satisfies the
following properties.
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(i) Airy sheet marginals : For any s ∈ R and t > 0 the increment over time interval [s, s+ t) is a
rescaled Airy sheet:

(x, y) 7→ L(x, s; y, s+ t)
d
= (x, y) 7→ t1/3S(xt−2/3; yt−2/3).

(ii) Independent increments: For any k ∈ N and disjoint time intervals {(si, ti) : i ∈ J1, kK}, the
random functions

(x, y) 7→ L(x, si; y, ti)
are independent as i ∈ J1, kK varies.

(iii) Metric composition law : Almost surely, for any r < s < t and x, y ∈ R,

L(x, r; y, t) = max
z∈R

(
L(x, r; z, s) + L(z, s; y, t)

)
.

The existence and uniqueness of the directed landscape is proved in [DOV22, Theorem 10.9].

2.4.2. The KPZ fixed point.

Definition 2.6 (Space of upper semi-continuous functions). For each λ > 0, let UCλ be the space
of upper semi-continuous functions f : R → R ∪ {−∞} satisfying f(x) ≤ λ(1 + |x|) for all x ∈ R.
For an interval I ⊆ R and f : I → R, let hypo(f) = {(x, y) ∈ I × R : y ≤ f(x)} be the hypograph
of f . Consider the metric d[−∞,∞)(x, y) = |ex − ey| on R ∪ {−∞}, and endow UCλ with the metric
dUC,λ defined by

dUC,λ(f, g) =

∞∑
ℓ=1

2−ℓmin
(
1, dHaus,[−∞,∞),[−ℓ,ℓ]

(
hypo(f |[−ℓ,ℓ]),hypo(g|[−ℓ,ℓ])

))
,

where dHaus,[−∞,∞),[−ℓ,ℓ] is the Hausdorff metric on subsets of [−ℓ, ℓ] × R induced by the metric
d[−∞,∞).

Definition 2.7 (Convergence in UC). We define UC = ∪∞
λ=1UCλ. We say {f ε}ε>0 ⊆ UC converges

locally in UC to f ∈ UC if there is some λ > 0 such that f ε ∈ UCλ for all ε > 0 and f ε → f in UCλ.

Definition 2.8. For a function h0 ∈ UC, and real numbers s, t > 0 with s > t, define the KPZ fixed
point (y, t) 7→ h(h0, s; y, t) : R× (0,∞) → R started from h0 at time s by

h(h0, s; y, t) := sup
x∈R

(
h0(x) + L(x, s; y, t)

)
. (2.9)

The KPZ fixed point was first defined in [MQR21] as a Markov process on UC by specifying its
transition kernel through explicit formulas. This was later shown to be equivalent to (2.9), which
arises as a scaling limit of solvable last passage percolation models, in [NQR20, Corollary 4.2].
Observe that a natural coupling of h(h

(j)
0 ; y, t) for different initial conditions h

(j)
0 is obtained by

using the same directed landscape L in the variational formula.

2.5. Main result: Coupled KPZ fixed point convergence. The following is the assumption
on the sequence of initial height functions for ASEP or S6V under which we prove convergence to
the KPZ fixed point.

Assumption 2.9. Let hε0 : Z → Z be a sequence of height functions indexed by ε > 0 for S6V
or ASEP. For ASEP, fix q ∈ [0, 1) and α ∈ (−1, 1), and for S6V, fix q ∈ [0, 1), b� ∈ (0, 1), and
α ∈ (z, z−1), with z = 1−b�

1−qb� . Define hε0 by Definition 2.3 or 2.4 for ASEP and S6V, respectively,

with the corresponding choice of parameters. Assume that hε0 → h0 locally in UC for a function
h0 : R → R ∪ {−∞} in UC and that hε0 satisfies, for some fixed λ > 0 for all ε > 0,

hε0(x) ≤ λ(1 + |x|) for all x ∈ R and sup
x∈[−λ,λ]

hε0(x) ≥ −λ. (2.10)
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Here we explain the meaning of Assumption 2.9. First, some growth condition of the type of
(2.10) is necessary for the convergence to hold, as without any growth condition the KPZ fixed point
would not be well-defined. While the weakest condition to ensure the existence of the KPZ fixed
point would allow the initial condition to grow almost as x2, condition (2.10) is the best known
even in the case of the convergence of TASEP to the KPZ fixed point [MQR21].

Second, the condition that α ∈ (−1, 1) or α ∈ (z, z−1) in the case of ASEP and S6V, respectively,
corresponds to the full rarefaction fans of the two models. If an initial particle configuration has
macroscopic density |µ′(α)| ∈ (0, 1) around the origin for some α in the rarefaction fan, then we
expect particles to move at macroscopic speed α; in other words, α is the slope of the characteristic
emanating from 0 for that initial condition. In particular, the full rarefaction fan corresponds exactly
to the full range of possible macroscopic densities for the initial configuration.

We also note from (2.5) and (2.8) that the assumption that hε0 → h0 for an h0 lying in UC

implicitly assumes that the initial particle configuration is a perturbation, on the ε1/3 scale, of a
macroscopic density in the hydrodynamic limit corresponding to a speed in the rarefaction fan. The
restriction to a speed in the rarefaction fan is necessary to ensure that the quantities appearing
in (2.5) and (2.8) are well-defined (but not sufficient to ensure the convergence in UC). Also,
contributions from parts of the system away from the origin will be of lower order and not survive
under the rescaling in Definitions 2.3 or 2.4.

We can now give the precise statement of our main result for ASEP and S6V. Its proof is given
in Section 6.

Theorem 2.10. Fix parameters for ASEP or S6V as in Assumption 2.9 and let k ∈ N. Suppose
that, for each i ∈ J1, kK, si > 0 and h

(i),ε
0 : Z → Z is a sequence (indexed by ε > 0) of initial height

functions for ASEP or S6V satisfying Assumption 2.9, and let h
(i)
0 be the limit of h

(i),ε
0 for each

i ∈ J1, kK as ε → 0. Let T ⊆ (0,∞) be a countable set. Then, under the basic coupling of the
evolutions, for ∗ = ASEP or S6V,

h∗,ε(h
(i),ε
0 , si; ·, t)

d→ h(h
(i)
0 , si; ·, t) as ε → 0 jointly over t ∈ T ∩ {s > si} and i ∈ J1, kK

under the topology of uniform convergence on compact sets, where the righthand sides are coupled
via using the same directed landscape L in (2.9).

We note that we do not establish temporal tightness of the process in Theorem 2.10, and this
was also not done in [ACH24]. It would be interesting to obtain such tightness and upgrade the
above convergence to also hold as a continuous function in time.

As a special case, Theorem 2.10 also yields convergence for general initial conditions for the
colored ASEP and S6V (see, e.g., [ACH24, Section 2]) by recalling that the colored coupling is the
basic coupling in the case that the initial particle configurations are ordered.

Lemma 3.9 ahead explains that to obtain the joint convergence in Theorem 2.10, it is sufficient
to prove the marginal convergence for a single initial condition and fixed time t. Thus, the proof of
Theorem 2.10 is reduced to its k = 1 case, and the bulk of the paper will be devoted to establishing
this.

3. Model preliminaries and properties of the KPZ fixed point

In the first two subsections of this section we collect some useful facts about the two models,
ASEP and S6V, including the convergence to the directed landscape and monotonicity properties
for the height function under the basic coupling. ASEP is addressed in Section 3.1 and S6V in
Section 3.2. In Section 3.3, we introduce the colored versions of the models and state a corollary of
our main result for them. In Section 3.4 we record an estimate on the location of the maximizer in
the definition (2.9) of the KPZ fixed point and some consequences.
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3.1. Preliminary facts about ASEP. To define the ASEP landscape, which is the prelimiting
object that will converge to the directed landscape, we need to introduce a two-parameter height
function. For y ∈ Z, consider the step-initial conditions hstep0,y defined by hstep0,y (w) = (y − w)1w≤y

and couple the evolutions of all of them under the ASEP dynamics via the basic coupling. Then for
any 0 < s < t, define hASEP(·, s; ·, t) : Z2 → Z by

hASEP(y, s;x, t) = hASEP(hstepy , s;x, t). (3.1)

In words, hASEP(y, s;x, t) is the number of particles to the right of x at time t when started at time
s from the initial condition consisting of a particle placed at every site at or to the left of y and
none to the right of it.

Definition 3.1 (ASEP landscape and sheet). Fix q ∈ [0, 1) and a velocity α ∈ (−1, 1) in the
rarefaction fan. Let γ = 1− q and recall the scaling coefficients µASEP and σASEP from (2.3). For
ε > 0, we define the ASEP landscape LASEP,ε : {(y, s;x, t) ∈ R4 : s < t} → R, for x and y such that
the arguments of hASEP below are integers, by

LASEP,ε(y, s;x, t) := σ(α)−1ε1/3
(
µ(α)2(t− s)ε−1 + µ′(α)β(α)(x− y)ε−2/3

− hASEP
(
β(α)yε−2/3, 2γ−1ε−1s; 2αε−1(t− s) + β(α)xε−2/3, 2γ−1ε−1t

))
;
(3.2)

the values at all other x, y are determined by linear interpolation. The ASEP sheet SASEP,ε : R2 → R
is defined by SASEP,ε(y;x) = LASEP,ε(y, 0;x, 1) for all x, y ∈ R.

Next we state the convergence of LASEP,ε to the directed landscape L as ε → 0 for any q ∈ [0, 1)
and velocity α in the rarefaction fan. For a set T , we define T 2

< := {(s, t) ∈ T 2 : s < t}.

Theorem 3.2 (Directed landscape convergence for ASEP, [ACH24, Corollary 2.12]). Fix any
asymmetry q ∈ [0, 1) and any velocity α ∈ (−1, 1) in the rarefaction fan. Let T ⊆ [0,∞) be a
countable set. Then, as ε → 0, LASEP,ε(·, s; ·, t) d→ L(·, s; ·, t) weakly in C(R2,R) with the topology
of uniform convergence on compact sets, jointly over (s, t) ∈ T 2

<.

The following records the well-known height monotonicity property of ASEP under the basic
coupling. Its proof follows immediately from the definition of the basic coupling.

Lemma 3.3 (Height monotonicity of ASEP). Let H ∈ Z be an integer and h0, h
′
0 : Z → Z be height

functions such that h0(x) +H ≥ h′0(x) for all x ∈ Z. Then, under the basic coupling, almost surely,
hASEP(h0, 0;x, t) +H ≥ hASEP(h′0, 0;x, t) for all x ∈ Z and t > 0.

A useful consequence of Lemma 3.3 is that a prelimiting version of (2.9) holds with an inequality,
which we record next. Its proof is given as a part of the proof of [ACH24, Corollary 2.12 (3)] in
that paper, but we give a self-contained version in Appendix A for the benefit of the reader.

Lemma 3.4. Fix q ∈ [0, 1) and α ∈ (−1, 1). Let hε0 : Z → Z be a sequence of height functions for
ASEP indexed by ε > 0 and let hε0 be defined as in Definition 2.3. For every ε > 0, it holds almost
surely under the basic coupling that, for all x ∈ R and t > 0,

hASEP,ε(hε0;x, t) ≥ sup
y∈R

(
hε0(y) + LASEP,ε(y, 0;x, t)

)
.

3.2. Preliminary facts about S6V. In the remainder of this paper we will often parametrize the
S6V model by the parameters q ∈ [0, 1) and z ∈ (0, 1) rather than q and b� ∈ (0, 1). The relation
between the two parametrizations is given by z = (1− b�)/(1− qb�) and b� = (1− z)/(1− qz).

Next we introduce the S6V landscape and state its convergence to the directed landscape as
proved in [ACH24]. Let y ∈ Z and consider the step-initial conditions hstep0,y defined by hstep0,y (w) =
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(y − w)1w≥y. We couple the evolutions of the S6V model associated to hstep0,y as y varies over Z by
the basic coupling, and define, for x ∈ Z and s, t ∈ N with t > s,

hS6V(y, s;x, t) := hS6V(h0,y, s;x, t). (3.3)

Definition 3.5 (S6V landscape and sheet). Fix q ∈ [0, 1), z ∈ (0, 1), and a velocity α ∈ (z, z−1) in
the rarefaction fan. Recall the scaling coefficients µS6V and σS6V from (2.6). For ε > 0, we define
the S6V landscape LS6V,ε : {(y, s;x, t) ∈ R4 : s < t} → R, in the case that the arguments of hS6V

below are integers, by

LS6V,ε(y, s;x, t) := σ(α)−1ε1/3
(
hS6V

(
β(α)yε−2/3, ⌊ε−1s⌋;αε−1(t− s) + β(α)xε−2/3, ⌊ε−1t⌋

)
− µ(α)ε−1(t− s)− µ′(α)β(α)(x− y)ε−2/3

)
,

(3.4)

and when the arguments of hS6V are not integers we define LS6V,ε(x; y) by linear interpolation. The
S6V sheet SS6V,ε : R2 → R is defined by SS6V,ε(y;x) = LS6V,ε(y, 0;x, 1) for all x, y ∈ R.

Recall that for a set T , we define T 2
< = {(s, t) ∈ T 2 : s < t}.

Theorem 3.6 (Directed landscape convergence for S6V, [ACH24, Corollary 2.22]). Fix any asym-
metry q ∈ [0, 1), spectral parameter z ∈ (0, 1), and velocity α ∈ (z, z−1) in the rarefaction fan. Let
T ⊆ [0,∞) be a countable set. Then, as ε → 0, LS6V,ε(·, s; ·, t) d→ L(·, s; ·, t) weakly in C(R2,R) with
the topology of uniform convergence on compact sets, jointly over (s, t) ∈ T 2

<.

Theorem 3.6 actually differs slightly from [ACH24, Corollary 2.22] in that the definitions (3.3)
and (3.4) differ slightly from their counterparts in [ACH24], equations (2.17) and (2.20) there,
respectively. We give the simple proof of Theorem 3.6 given [ACH24, Corollary 2.22] in Appendix A.

Unlike ASEP, height monotonicity does not hold in an exact form for S6V. Instead, an approximate
form holds, which we record next. It is a straightforward consequence of a similar approximate
height monotonicity for systems with finitely many arrows proved as [ACH24, Proposition D.3]
along with a finite speed of discrepancy estimate, and so we defer its proof to Appendix A.

Lemma 3.7 (Approximate height monotonicity of S6V). Fix q ∈ [0, 1), b� ∈ (0, 1), and N ∈ N.
Let H ∈ Z and let h

(1)
0 , h

(2)
0 : Z → Z be two height functions such that h

(1)
0 (x) +H ≥ h

(2)
0 (x) for

all x ∈ J−2N, 2NK. There exist absolute constants C, c > 0 such that, for t ∈ J1, 12(1− b�)NK and

under the basic coupling, the following holds. For any (logN)2 ≤ M ≤ N , with probability at least

1− C exp(−cM), hS6V(h
(1)
0 ;x, t) +H ≥ hS6V(h

(2)
0 ;x, t)−M for all x ∈ J−N,NK.

Next we record the S6V analog of Lemma 3.4. Here, because height monotonicity holds only in
an approximate sense and on a high probability event, the same is true of the variational inequality.
Its proof is also deferred to Appendix A.

Lemma 3.8. Fix q ∈ [0, 1), z ∈ (0, 1), α ∈ (z, z−1), and t > 0. Let hε0 : Z → Z be a sequence of
height functions for S6V indexed by ε > 0 and let hε0 be defined as in Definition 2.4. There exist

positive constants C, c such that, for every ε > 0, with probability at least 1−C exp(−cε−1/6) under
the basic coupling, for all x ∈ [−ε−1, ε−1],

hS6V,ε(hε0;x, t) ≥ sup
y∈[−ε−1,ε−1]

(
hε0(y) + LS6V,ε(y, 0;x, t)

)
− σ(α)−1ε1/6.

The above estimate has not been optimized, i.e., quantities like ε−1 and ε1/6 have no significance.
The following statement upgrades marginal distributional convergence of a given initial condition

at a fixed time to joint distributional convergence across multiple initial conditions and multiple
times, thus reducing Theorem 2.10 to showing convergence for a single initial condition and time. As
its proof is essentially the same as that of [ACH24, Corollary 2.12 (3)], we defer it to Appendix A.
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Lemma 3.9 (Joint KPZ fixed point convergence from marginal for ASEP & S6V). Fix parameters
for ASEP or S6V as in Assumption 2.9. Suppose for any sequence of initial height functions
hε0 : Z → Z such that hε0 → h0 locally in UC for a UC function h0, it holds that, for ∗ = ASEP or

S6V, h∗,ε(hε0; ·, 1)
d→ h(h0; ·, 1).

Then the following holds. Let k ∈ N and fix a countable set T ⊆ (0,∞), and suppose si > 0 and

(h
(i),ε
0 )ki=1 are initial height functions for ASEP or S6V such that, for each i ∈ J1, kK and as ε → 0,

h
(i),ε
0 → h

(i)
0 locally in UC for some h

(i)
0 ∈ UC. Then, if the evolutions are coupled across i ∈ J1, kK

via the basic coupling and h(h
(i)
0 , si; ·, t) are coupled across i ∈ J1, kK via the same directed landscape

in (2.9), for ∗ = ASEP or S6V,

h∗,ε(h
ε,(i)
0 , si; ·, t)

d→ h(h
(i)
0 , si; ·, t)

holds jointly across i ∈ J1, kK and t ∈ T in the topology of uniform convergence on compact sets.

3.3. Colored models. In our analysis we will need to work with colored version of ASEP and S6V,
and we introduce them now. Briefly, in the colored models, each particle/arrow in the system has
an associated “color”, which is an integer and can be thought of as its priority. The evolution of the
system is as described in Sections 2.1 and 2.2, except that a particle or arrow of a given color treats
those of lower color as being not present.

Remark 3.10. Both colored ASEP and colored S6V corresponds to the basic coupling of multiple
initial particle configurations which are ordered for their uncolored counterparts, i.e., η

(1)
0 , . . . , η

(k)
0

such that η
(1)
0 (x) ≤ . . . ≤ η

(k)
0 (x) for all x ∈ Z; in this case the color of a particle is the number of

initial conditions it is present in.

3.3.1. Colored ASEP. Like its uncolored counterpart, colored ASEP has a single parameter q ∈ [0, 1).
Its dynamics are as follows. A particle configuration is given by a function η0 : Z → Z ∪ {−∞},
where η0(x) denotes the color of the particle at x, with −∞ denoting no particle. As in uncolored
ASEP, each site has associated with it two independent Poisson clocks, ξLx and ξRx , or rate q and
1, respectively. At a time when ξLx rings, if a particle is at x, it attempts to jump one site to the
left, and if at time that ξRx rings a particle is at x, it attempts to jump one site to the right. The
attempt succeeds if the particle at the target site is of lower color than at x, in which case the two
particles swap positions, and fails otherwise, in which case nothing happens.

Definition 3.11 (Colored height function). A colored height function is a function h0 : Z2 → Z
such that h0(x, y)− h0(x, y + 1) ∈ {0, 1} and h0(x, y)− h0(x+ 1, y) ∈ {0, 1} for all x, y ∈ Z.

Given a colored height function h0 : Z2 → Z, the associated initial particle configuration
η0 : Z → Z ∪ {−∞} is given for all y ∈ Z by η0(y) = min{x : h0(x, y) − h0(x + 1, y) = 1}, with
min ∅ = −∞. Informally, h0(x, y) is, up to centering (which may be infinite, in which case this
description is only heuristic), the number of particles of color at least x which are strictly to the
right of y at time 0.

We denote the colored height function at a time t > 0 by (x, y) 7→ hASEP(h0;x, y, t) and define
it now. The evolution of the height function under the colored ASEP dynamics is similar to that
described for uncolored ASEP in Section 2.1.3. If at time t a particle of color x jumps from site
y to y + 1, then hASEP(h0;w, y, t) = hASEP(h0;w, y, t) + 1 for all w ≤ x, and hASEP(h0;w, z, t) =
hASEP(h0;w, z, t) for all (w, z) such that w > x or z ̸= y. If at time t a particle of color x jumps
from site y to y − 1, then hASEP(h0;w, y − 1, t) = hASEP(h0;w, y − 1, t) − 1 for all w ≤ x, and
hASEP(h0;w, z, t) = hASEP(h0;w, z, t) for all (w, z) such that w > x or z ̸= y − 1.

3.3.2. Colored S6V. As in uncolored S6V as described in Section 2.2, colored S6V is determined by
parameters q ∈ [0, 1) and b� ∈ (0, 1) and consists of arrow configurations (av, iv; bv, jv) satisfying
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arrow conservation across vertices v ∈ Z≥1 × Z. Here, av, iv, bv, jv ∈ Z ∪ {−∞} represent the colors
of the vertically incoming, horizontally incoming, vertically outgoing, and horizontally outgoing
arrows, respectively, at the vertex v (with −∞ representing an absence of an arrow), and arrow
conservation means {av, iv} = {bv, jv} as multisets. The evolution of the system is as described in
Section 2.2.2 with weights as in Figure 5.
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i

i

i

j

i

j

j

i

j

i

j

i

i

j

i

j

j

i

1 qb� b� 1− qb� 1− b�

Figure 5. The weights for colored S6V written for colors i and j satisfying i < j.

Remark 3.12. We note for future use that one can also “merge” intervals of colors in a colored
system of both ASEP or S6V to obtain a colored system with fewer colors; this projection is
preserved by the dynamics, in that evolving the original system for a given amount of time and
merging the colors is the same as evolving the merged system directly.

Next consider a colored height function h0 : Z2 → Z. This is a valid initial condition for colored
S6V, with the associated initial particle configuration η0 : Z → Z ∪ {−∞} given for all y ∈ Z by
η0(y) = min{x : h0(x, y) − h0(x+ 1, y) = 1}, with min ∅ = −∞. As in colored ASEP, informally,
h0(x, y) is, up to centering (which may be infinite, in which case this description is only heuristic),
the number of particles of color at least x which are horizontally entering the infinite ray formed by
vertices (1, z) over z > y.

We denote the colored height function at a time t ∈ N by (x, y) 7→ hS6V(h0;x, y, t) and define it
iteratively by hS6V(h0;x, y, 0) = h0(x, y) for all x, y ∈ Z, and, for t ∈ N, by

hS6V(h0;x, y, t) = hS6V(h0;x, y, t− 1) + 1b(t,y)≥x.

3.3.3. Corollary of main result for colored models. For a colored height function, we define the set of
colors in h0 by {x : y 7→ h0(x, y) is not constant}, and the number of colors in h0 by the cardinality
of this set. A finite color height function is a colored height function h0 : Z2 → Z that contains
only finitely many colors. In the below, given a sequence of colored height function hε0 : Z2 → Z
indexed by ε and fixing parameters for ASEP or S6V as in Assumption 2.9, we define hε0(x, ·) for
each x ∈ Z by applying the transformation (2.5) or (2.8) (for ASEP or S6V, respectively) to the
function y 7→ hε0(x, y), and analogously for hS6V,ε(hε0;x, y, t) and its ASEP counterpart; in other
words, no rescaling is done on the x argument.

By the observation in Remark 3.10 about the relation of colored models and evolution under
the basic coupling for multiple initial conditions for the uncolored model, we obtain the following
result on the scaling limit of colored ASEP and S6V with general initial condition as an immediate
corollary of Theorem 2.10.

Corollary 3.13. Fix parameters for colored ASEP or colored S6V as in Assumption 2.9 and k ∈ N.
Suppose that hε0 : Z2 → Z is a sequence (indexed by ε > 0) of initial colored height functions for
colored ASEP or S6V satisfying Assumption 2.9, and suppose each hε0 contains k colors, denoted
x1, . . . , xk. Let h0(xi, ·) be the limit of hε0(xi, ·) for each i ∈ J1, kK as ε → 0. Let T ⊆ (0,∞) be a
countable set. Then, under the colored evolutions, for ∗ = ASEP or S6V,

h∗,ε(hε0;xi, ·, t)
d→ h(h0;xi, ·, t) as ε → 0 jointly over t ∈ T and i ∈ J1, kK
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under the topology of uniform convergence on compact sets, where the righthand sides are coupled
via using the same directed landscape L in (2.9).

3.4. KPZ fixed point properties. The following is a statement about the localization of the
argmax in the definition (2.9) of the KPZ fixed point. Its proof is fairly standard using well-known
properties of L and so is deferred to Appendix A.

Lemma 3.14 (Maximizer control in KPZ fixed point definition). Suppose h0 : R → R ∪ −∞
satisfies (2.10) for some λ > 0. Then for any J > 0 and t > 0 there exist positive constants C and
c depending on λ, J , and t such that, for all M > 0,

P
(
argmax

z∈R

(
h0(z) + L(z, 0; y, t)

)
∈ [−M,M ] ∀y ∈ [−J, J ]

)
≥ 1− C exp(−cM3/2).

Next we give two corollaries of Lemma 3.14. The first asserts that if two initial conditions for the
KPZ fixed point agree on a large interval, then the fixed points (with the coupling via the directed
landscape as in (2.9)) agree also at a fixed time on a smaller interval with high probability. It is in
fact an immediate consequence of the variational formula (2.9) for the fixed point and Lemma 3.14,
so its proof is omitted.

Corollary 3.15 (Agreement of KPZ fixed points). Let h0 : R → R ∪ {−∞} and satisfy (2.10) for
some fixed λ > 0 and let J > 0. Then there exist M0 = M0(λ, J) > 0 and c = c(λ, J) > 0 such that

the following holds. Suppose h̃0 : R → R ∪ {−∞} is such that, for some M > M0, h̃0(y) = h0(y) for
all y ∈ [−M,M ] and

h̃0(y) ≤ λ|y|+M for all |y| > M.

Then with probability at least 1− exp(−cM3/2), for all |x| ≤ J ,

sup
y∈R

(
h0(y) + L(y, 0;x, 1)

)
= sup

y∈R

(
h̃0(y) + L(y, 0;x, 1)

)
.

To state the second corollary we introduce some notation. For any upper semi-continuous
f : R → R ∪ {−∞}, t > 0, I > 0, and y ∈ R, let

QS6V,ε
t (f, I, y) = sup

z∈[−I,I]

(
f(z) + LS6V,ε(z, 0; y, t)

)
, (3.5)

and the analogous definition for QASEP,ε
t . Similarly, we define Qt(h0, I, y) := supx∈[−I,I](h0(z) +

L(z, 0; y, t)). Observe that all these quantities are non-decreasing in I.

Corollary 3.16. Let ρ, δ, J, λ, t, and R be positive. Suppose {hε0}ε>0 is a sequence of continuous
functions satisfying (2.10) for all ε > 0 with the fixed value of λ and which converges to a continuous
function h0 : R → R. Then there exist ε0 = ε0(ρ, δ, J, λ, t, R, h0, {hε0}ε>0) > 0 and M0 = M0(ρ, J, λ, t)
such that, for all 0 < ε < ε0 and M > M0,

P
(
QS6V,ε

t (hε0,M, y) ≥ QS6V,ε
t (hε0, R, y)− δ ∀y ∈ [−J, J ]

)
> 1− ρ.

The same also holds for QASEP,ε
t .

Proof. We will use Qε
t to denote QS6V,ε

t and QASEP,ε
t so as to give a simple proof with unified notation.

By the monotonicity noted after (3.5), it is sufficient to prove that, for some M0 = M0(ρ, J, λ, t),

lim
ε→0

P
(
Qε

t (h
ε
0,M0, y) ≥ Qε

t (h
ε
0, R, y)− δ ∀y ∈ [−J, J ]

)
> 1− ρ.

Observe that by the weak convergence of LS6V,ε and LASEP,ε to L (Theorems 3.2 and 3.6) and of
hε0 to h0, both on compact sets, the Portmanteau theorem yields that the lefthand side equals

P
(
Qt(h0,M0, y) ≥ Qt(h0, R, y)− δ ∀y ∈ [−J, J ]

)
≥ P

(
Qt(h0,M0, y) ≥ Qt(h0, R, y) ∀y ∈ [−J, J ]

)
,
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where the inequality is simply due to the inclusion of the event on the righthand side in the event
on the lefthand side. The latter probability equals

P
(
argmax

z∈R

(
h0(z) + L(z, 0; y, t)

)
∈ [−M0,M0] ∀y ∈ [−J, J ]

)
.

Thus the proof is complete by Lemma 3.14. □

4. KPZ fixed point convergence under stationary initial condition

In this section we prove the convergence of ASEP and S6V started from stationary, i.e., Bernoulli,
initial condition to the KPZ fixed point. The precise statement is given as Proposition 4.1, and its
proof appears in Section 4.2. Here and below, for ρ ∈ (0, 1), Bernoulli(ρ) refers to the distribution on
{0, 1} which assigns probability ρ to 1 and 1− ρ to 0 and Bernoulli(ρ) initial condition refers to the
initial condition for S6V or ASEP in which the initial particle/arrow configuration η0 = {η0(x)}x∈Z
is defined as an i.i.d. collection of Bernoulli(ρ) random variables for all x ∈ Z.

Proposition 4.1 (Convergence to KPZ fixed point under Bernoulli). Fix t > 0, q ∈ [0, 1), z ∈ (0, 1)

and α ∈ (z, z−1). Let λ ∈ R and define ρε,λ := |(µS6V)′(α)|+ λσS6V(α)βS6V(α)−1ε1/3. Let hε0 be the
height function associated to the Bernoulli(ρε,λ) initial condition with hε0(0) = 0. Let Bλ : R → R
equal a rate 2 two-sided Brownian motion with drift λ started at (0, 0). Then (hε0, h

S6V,ε(hε0; ·, t))
converges weakly to (Bλ, h(Bλ; ·, t)) as ε → 0 in the topology of uniform convergence on compact
sets.

The same holds for ASEP, for fixed t > 0, q ∈ [0, 1), α ∈ (−1, 1), λ ∈ R, and ρε,λ :=

|(µASEP)′(α)|+ λσASEP(α)βASEP(α)−1ε1/3.

The tightness implicit in Proposition 4.1 for the height function at rescaled time t follows from
the stationarity of the product measure on the particle configuration. Thus the main task is to
prove that all subsequential limits are given by the KPZ fixed point started from a drifted Brownian
initial condition. For this, given the prelimiting one-sided inequality from Lemmas 3.4 and 3.8,
it suffices to establish that the limiting one-point distributions coincide, by an argument closely
following that of [ACH24, Corollary 2.12]. The one-point convergence is available in the literature
and we collect them in the next subsection.

4.1. One-point convergence under Bernoulli initial condition. The one-point distribution of
h(h0; ·, 1) with h0 : R → R given by a rate 2 two-sided Brownian motion of drift λ started at (0, 0)
is (up to a shift) the Baik-Rains distribution of parameter λ

2 + x, denoted BRλ
2
+x. As the details of

the definition of the Baik-Rains distribution do not play a role in our argument, we do not give it
here, but it can be found in [FS06, eq. (1.20)] (where Fw is the distribution function of BRw); the
original definition in a different form is from [BR00, Definition 3].

Lemma 4.2 (One-point distribution of KPZ fixed point under stationary). Let λ ∈ R and let
h0 : R → R be given by a rate 2 two-sided Brownian motion of drift λ started at (0, 0). Then for any
x ∈ R, h(h0;x, 1) has the law of Xx+ 1

2
λ + λx+ 1

4λ
2, where Xx+ 1

2
λ is a random variable distributed

as BRx+ 1
2
λ.

Proof. By the convergence of the rescaled TASEP (i.e., ASEP with q = 0) height function under
general initial condition to the KPZ fixed point [MQR21, Theorem 3.13], it is enough to identify
the one-point distributional limit of the rescaled TASEP height function under Bernoulli initial
condition with α = 0. We start with the case where the drift λ = 0, so the particle configuration is
given by i.i.d. Bernoulli(12). By [Agg18, Theorem 1.6] (for a statement easily translatable to our
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situation; the TASEP case of the result that we are using was originally proven in the paper of
Ferrari-Spohn, see [FS06, Theorem 1.2]), for every x ∈ R,

hTASEP,ε(hε0;x, 1)
d→ BRx,

where hTASEP,ε is simply hASEP,ε with q = 0 and hε0(0) = 0 is set. It is easy to check that hε0
converges weakly to rate 2 two-sided Brownian motion started at (0, 0). This establishes the result
in the case of λ = 0, and the general case follows from [MQR21, Theorem 4.5 (vi)], which gives a
symmetry of the KPZ fixed point when an affine function is added to the initial condition. □

With the above lemma, the one-point convergence of the ASEP and S6V height functions under
Bernoulli initial conditions is a consequence of results from [Agg18].

Lemma 4.3 (One-point convergence under Bernoulli). Fix t > 0, q ∈ [0, 1), z ∈ (0, 1) and

α ∈ (z, z−1). Let λ ∈ R and define ρε,λ := |(µS6V)′(α)| + λσS6V(α)βS6V(α)−1ε1/3. Let hε0 be the
height function associated to the Bernoulli(ρε,λ) initial condition with hε0(0) = 0. Let h0 : R → R
equal a rate 2 two-sided Brownian motion with drift λ started at (0, 0). Then for every x ∈ R,
hS6V,ε(hε0;x, t) converges weakly to h(h0;x, t) as ε → 0.

The same holds for ASEP, for fixed t > 0, q ∈ [0, 1), α ∈ (−1, 1), λ ∈ R, and ρε,λ :=

|(µASEP)′(α)|+ λσASEP(α)βASEP(α)−1ε1/3.

Proof. The distribution of h(h0;x, 1) is identified in Lemma 4.2, and the convergence to the same
of the height function at a fixed point in the cases of ASEP and S6V are respectively provided by
[Agg18, Theorems 1.4 and 1.6]. The case of general t > 0 follows by scaling properties of the KPZ
fixed point [MQR21, Theorem 4.5 (i)]. □

4.2. Process convergence under Bernoulli initial condition. Here we give the proof of
Proposition 4.1. It will need a simple lemma whose proof we omit.

Lemma 4.4. Let X,Y be random variables taking values in R ∪ {±∞}. Suppose X ≥ Y almost
surely and X

d
= Y . Then X = Y almost surely.

In the below, for ρ ∈ (0, 1), a Bernoulli(ρ) random walk is a random walk whose increment
distribution assigns probability ρ to −1 and 1 − ρ to 0, i.e., the increment is the negative of a
Bernoulli(ρ) random variable.

Proof of Proposition 4.1. We give the proof for S6V and outline the changes required for ASEP. By
scaling properties of the KPZ fixed point [MQR21, Theorem 4.5], it suffices to assume t = 1. Let
[−M,M ] be the interval on which we will show uniform convergence.

We recall from Lemma 3.8 that, under the basic coupling, there exists some deterministic sequence
{oε(1)}ε>0 such that limε→0 oε(1) = 0 and the following holds. For any M > 0, for all ε > 0 small
enough (depending on M), with probability at least 1− oε(1), for all x ∈ [−ε−1, ε−1] and M > 0,

hS6V,ε(hε0;x, 1) ≥ sup
y∈[−M,M ]

(
hε0(y) + SS6V,ε(y;x)

)
− oε(1). (4.1)

Now, ηε0 is stationary for the S6V dynamics for all ε > 0 ([Agg20, Lemma A.2]), i.e., the S6V
height function at any time s > 0 (and prior to rescaling) is a Bernoulli(ρε) random walk up to
a height shift. Thus, by Donsker’s theorem, hS6V,ε(hε0; ·, 1) − hS6V,ε(hε0; 0, 1) converges weakly in
the topology of uniform convergence on compact sets to Bλ : R → R, a rate 2 two-sided Brownian
motion with drift λ.

In particular, combining with the one-point convergence from Lemma 4.3, hS6V,ε(hε0; ·, 1) is a tight
sequence in the topology of uniform convergence on compact sets. By Theorem 3.2, it also holds
that SS6V,ε converges weakly in the same topology to the Airy sheet S, and, again by Donsker’s
theorem, that hε0 converges weakly to Bλ. So (hε0, h

S6V,ε(hε0; ·, 1),SS6V,ε) is a tight sequence, and,
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by moving to a subsequence of ε > 0 if necessary, we may assume that (hε0, h
S6V,ε(hε0; ·, 1),SS6V,ε)

converges weakly. So by the Skorohod representation theorem, we may assume that we are working
on a probability space and have a continuous process g : R → R such that, almost surely, as ε → 0
and uniformly on compact sets,(

hε0, h
S6V,ε(hε0; ·, 1),SS6V,ε

)
→ (Bλ, g,S);

here the components on the lefthand side are coupled via the basic coupling for each ε > 0, and, on
the righthand side, Bλ and S are independent while (Bλ,S) and g have an unspecified coupling.
In particular, (4.1) holds with probability at least 1− oε(1) for each ε > 0. By taking ε → 0 and
then a supremum over M , the latter along with Lemma 3.14 (to ensure the convergence of (4.1) is
uniform over x in any given compact set) implies that, for all x ∈ R,

g(x) ≥ sup
y∈R

(Bλ(y) + S(y;x)) . (4.2)

Now, we know by the S6V case of Lemma 4.3 that g(x)
d
= supy∈R(Bλ(y) + S(y;x)) for every

fixed x ∈ Q. So by applying Lemma 4.4 and taking a countable intersection we obtain that in fact
(4.2) holds with equality almost surely for all x ∈ Q simultaneously. Thus we have obtained that
g = h(Bλ;x, 1) for all x ∈ Q simultaneously on a probability 1 event. Since both are continuous
functions, they are equal for all x. Thus all weak subsequential limits of (hε0, h

S6V,ε(hε0; ·, 1)) are
(Bλ, h(Bλ; ·, 1)), so we obtain that (hε0, h

S6V,ε(hε0; ·, 1)) → (Bλ, h(Bλ; ·, 1)) weakly uniformly on
compact sets.

The case of ASEP is the same (in fact simpler due to its satisfying exact height monotonicity),
modulo a few small changes which we list now. First, Theorem 3.6 is replaced by Theorem 3.2.
Second, the stationarity of Bernoulli(ρ) for ASEP is a well-known fact. Finally, (4.1) holds without
the −oε(1) term and with probability 1 for all z ∈ R simultaneously. This completes the proof. □

5. KPZ fixed point convergence with Bernoullis on either side

In this section we prove convergence to the KPZ fixed point for ASEP and S6V height functions
when started from an initial condition which is given by a random walk on either side if one goes out
far enough. It will be used to give the proof of Theorem 2.10 in Section 6. The precise statement is
below, and its proof will be given just after its statement.

Fix parameters for ASEP or S6V as in Assumption 2.9. Fix λ > 0 and let ρε,λ := |µ′(α)| +
2σ(α)β(α)−1λε1/3. Here and in the remainder of the paper, for a real number M , define

M sc = Mβ(α)−1, (5.1)

where “sc” stands for “scaled”; thus, by Definitions 2.3 or 2.4, if a discrete height function hε0 is

defined on J−M⌊ε−2/3⌋,M⌊ε−2/3⌋K, then hε0 will be defined on [−M sc,M sc].
Let M > 0 and let hε0 : Z → Z be a sequence of height functions such that the associated particle

configuration ηε0 : Z → {0, 1} is such that η0(x) ∼ Bern(ρε,λ) i.i.d. for all |x| > M⌊ε−2/3⌋. Within

J−M⌊ε−2/3⌋,M⌊ε−2/3⌋K we allow the configuration to be arbitrary so long as hε0 converges uniformly
on [−M sc,M sc] to a continuous function. Recall the definition of hε0 as the rescaled version of hε0
from Definitions 2.3 or 2.4 for ASEP and S6V, respectively.

Proposition 5.1 (KPZ fixed point convergence with Bernoullis pasted on sides). Let t > 0,
q ∈ [0, 1), z ∈ (0, 1), and α ∈ (z, z−1). Fix λ > 0 and M > 0. Let hε0 be as above; in particular,
hε0 converges weakly to a continuous function h0 : R → R, in the topology of uniform convergence
on compact sets, where h0 is deterministic on [−M sc,M sc]. Then hS6V,ε(hε0; ·, t)

d→ h(h0; ·, t) in the
topology of uniform convergence on compact sets. The same holds for the ASEP height function for
fixed t > 0, q ∈ [0, 1), and α ∈ (−1, 1).
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As mentioned in Section 1.2, the idea of the proof of Proposition 5.1 is to approximate the initial
condition inside J−M⌊ε−2/3⌋,M⌊ε−2/3⌋K by the stationary configuration i.e., the Bernoulli product
measure on the particle configuration, and then make use of Proposition 4.1. This approximation
comes down to approximating the limiting height function by a Brownian motion on a compact
interval, which is why we assume that h0 is continuous.

Proof of Proposition 5.1. We give the proof for S6V as it is analogous for ASEP. Fix any J > 0 and
let G : C([−J, J ],R) → R be any bounded uniformly continuous function. It suffices to prove that,
as ε → 0,

E
[
G(hS6V,ε(hε0; ·, 1))

]
→ E

[
G(h(h0; ·, 1))

]
. (5.2)

Let ξε0 be the initial particle configuration given by i.i.d. Bern(ρε) coupled with ηε0 such that

ξε0(x) = ηε0(x) for all |x| > M⌊ε−2/3⌋. Let gε0 be the height function satisfying gε0(0) = hε0(0)
and associated to ξε0 and gε0 the rescaled version of gε0 from Definition 2.4. Then, it follows from
Proposition 4.1, the assumptions on hε0, and the coupling of hε0 and gε0 that

(hε0, g
ε
0, h

S6V,ε(gε0; ·, 1))
d→ (h0, Bλ, h(Bλ; ·, 1)) (5.3)

in the topology of uniform convergence on compact sets, where Bλ is Brownian motion with drift λ,
and h0 and Bλ differ by h0(M

sc)−Bλ(M
sc) on all of [M sc,∞) and by h0(−M sc)−Bλ(−M sc) on

all of (−∞,−M sc].
Note that h0 on [−M sc,M sc] is deterministic. For δ > 0, consider the function Fδ : C([−M sc,M sc],R) →

R given by f 7→ 1supx∈[−Msc,Msc] |f(x)−h0(x)|≤δ and observe that the set of discontinuities of Fδ has

probability 0 under the law of Bλ. Since Fδ is almost surely continuous with respect to the law
of Bλ, it follows that (f, f̃) 7→ Fδ(f)G(f̃) is almost surely continuous with respect to the law of
(Bλ, h(Bλ; ·, 1)). So, the continuous mapping theorem [Kal21, Theorem 5.27] (along with the fact

that (f, f̃) 7→ Fδ(f)G(f̃) is bounded) yields that, for all δ > 0, as ε → 0,

E
[
1sup[−Msc,Msc] |gε0−h0|≤δG(hS6V,ε(gε0; ·, 1))

]
→ E

[
1sup[−Msc,Msc] |Bλ−h0|≤δG(h(Bλ; ·, 1))

]
.

Now, by the Portmanteau theorem and (5.3), it holds that P(sup[−Msc,Msc] |gε0 − h0| ≤ δ) →
P(sup[−Msc,Msc] |Bλ − h0| ≤ δ) as ε → 0 for all δ > 0, and the latter probability is positive (as the

law of Brownian motion assigns positive probability to all open sets). So the previous display may
be rewritten, for any δ > 0, as

lim
ε→0

∣∣∣∣E[G(hS6V,ε(gε0; ·, 1))
∣∣∣ sup

[−Msc,Msc]
|gε0 − h0| ≤ δ

]
− E

[
G(h(Bλ; ·, 1))

∣∣∣ sup
[−Msc,Msc]

|Bλ − h0| ≤ δ
]∣∣∣∣ = 0,

(5.4)

where E[X | A] := E[X1A]/P(A) for a random variable X and positive probability event A.
To obtain (5.2), we will first argue that, on the events conditioned on in the expectations in

(5.4), we can replace gε0 by hε0 and Bλ by h0 in the arguments of hS6V,ε and h on the lefthand and
righthand sides, respectively, up to a small error.

Recall from (5.3) that h0 and Bλ are coupled to differ by h0(M
sc) − Bλ(M

sc) on [M sc,∞)
and h0(−M sc) − Bλ(−M sc) on [−M sc,∞). So when sup[−Msc,Msc] |Bλ − h0| ≤ δ, it follows that

supR |Bλ − h0| ≤ δ. Then monotonicity of f 7→ h(f; ·, 1) when coupled via the landscape (as in (2.9),
from which the monotonicity is immediate) yields that, when sup[−M,M ] |Bλ − h0| ≤ δ,

sup
R

∣∣h(Bλ; ·, 1)− h(h0; ·, 1)
∣∣ ≤ δ. (5.5)
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We also observe that, since hε0 → h0 uniformly on [−M sc,M sc], for all small enough ε it holds
that sup[−Msc,Msc] |h0− hε0| ≤ δ. Thus when sup[−M,M ] |gε0− h0| ≤ δ, for small enough ε it holds that

sup[−Msc,Msc] |gε0 − hε0| ≤ 2δ; since the increments of gε0 and hε0 are the same outside [−M sc,M sc],
we obtain similarly to the case with Bλ that

sup
R

∣∣gε0 − hε0
∣∣ ≤ 2δ.

So, by approximate height monotonicity (Lemma 3.7), when sup[−Msc,Msc] |gε0 − h0| ≤ δ and the two
evolutions are coupled via the basic coupling, for small enough ε,

sup
x∈[−J,J ]

∣∣∣hS6V,ε(gε0; ·, 1)− hS6V,ε(hε0; ·, 1)
∣∣∣ ≤ 2δ + oε(1) (5.6)

with probability at least 1− oε(1).

Let ρ > 0. By the uniform continuity of G, there exists δ = δ(ρ) > 0 such that, if sup[−J,J ] |f−f̃ | ≤
3δ, then |G(f)−G(f̃)| ≤ ρ. Returning to (5.4) and using (5.5) and (5.6) with this value of δ yields
that

lim sup
ε→0

∣∣∣∣E[G(hS6V,ε(hε0; ·, 1))
∣∣∣ sup

[−M,M ]
|gε0 − h0| ≤ δ

]
− E

[
G(h(h0; ·, 1))

∣∣∣ sup
[−Msc,Msc]

|Bλ − h0| ≤ δ
]∣∣∣∣ ≤ 2ρ.

Next we observe that gε0 and hS6V,ε(hε0; ·, 1) are independent, and Bλ and h(h0; ·, 1) are independent.
So the previous display becomes

lim sup
ε→0

∣∣∣∣E[G(hS6V,ε(hε0; ·, 1))
]
− E

[
G(h(h0; ·, 1))

]∣∣∣∣ ≤ 2ρ.

Since ρ > 0 was arbitrary, we obtain (5.2) and complete the proof. □

6. KPZ fixed point convergence bounded by arbitrary drift

In this section, we will give the proof of Theorem 2.10, but we will first prove an intermediate
statement. Recall that Proposition 5.1 yields convergence to the KPZ fixed point for initial conditions
whose particle configurations are i.i.d. Bernoulli ρε,λ = |µ′(α)| + λσ(α)β(α)−1ε1/3 far enough to
the left and right. The intermediate statement, Proposition 6.1, yields convergence to the KPZ
fixed point when the initial condition’s particle configuration is ρε,−λ far enough to the right and
ρε,λ far enough to the left. This will be used to upper bound the height function from general
initial condition satisfying the growth condition in Assumption 2.9 so as to prove Theorem 2.10 in
Section 6.2.

In the next subsection we give some notation and state and prove Proposition 6.1.

6.1. KPZ fixed point convergence with V-drifted Bernoullis pasted. Fix parameters for
S6V or ASEP as in Assumption 2.9; in particular, α is fixed and lies in the rarefaction fan for the
selected parameters. For ε > 0 and λ ∈ R, let ρε,λ = |µ′(α)|+ λσ(α)β(α)−1ε1/3 be as above. Let
ξε+, ξ

ε
− : Z → {0, 1} be initial configurations defined by ξε±(x) ∼ Bern(ρε,±λ) independently for each

x ∈ Z. Next we describe the initial conditions for ASEP and S6V; they are slightly different due to
a discrepancy in sign in the definitions (2.5) and (2.8) of the rescaled height functions, and we start
with S6V.

For S6V, let hε0 : Z → Z be an initial height function and ηε0 : Z → {0, 1} its associated particle

configuration. For M > 0, define the modified particle configuration ηM,ε
0 : Z → {0, 1} by
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ηM,ε
0 (x) =


ηε0(x) if |x| ≤ M⌊ε−2/3⌋,
ξε−(x) if x > M⌊ε−2/3⌋, and

ξε+(x) if x < −M⌊ε−2/3⌋,
(6.1)

and let hM,ε
0 be the associated height function satisfying hM,ε

0 (0) = hε0(0). Suppose hε0 converges
uniformly on compact sets to a continuous function h0 : R → R. Then we observe from Definition 2.4

(and recalling the definition of M sc from (5.1)) that hM,ε
0 converges in distribution, in the topology

of uniform convergence on compact sets, to hM0 : R → R given by (see left panel of Figure 6)

hM0 (x) :=


h0(x) if |x| ≤ M sc,

B(x−M sc) + λ(x−M sc) + h0(M
sc) if x > M sc, and

B(−x+M sc)− λ(x+M sc) + h0(−M sc) if x < −M sc,

(6.2)

where B : R → R is a rate 2 two-sided Brownian motion. Note that we omit λ from the notation
hM,ε
0 , hM,ε

0 , and hM0 , though it is present in their definitions.

For ASEP, we define ηM,ε
0 : Z → {0, 1} by

ηM,ε
0 (x) =


ηε0(x) if |x| ≤ M⌊ε−2/3⌋,
ξε+(x) if x > M⌊ε−2/3⌋, and

ξε−(x) if x < −M⌊ε−2/3⌋,
(6.3)

i.e., we switch the sides on which ξε+ and ξε− appear, and let hM,ε
0 be the associated height function

with hM,ε
0 (0) = hε0(0). Note that due to the extra negative sign in the definition (2.5) of hM,ε

0 for

ASEP in comparison to that of (2.8), it still holds that hM,ε
0 converges in distribution to hM0 as in

(6.2) as ε → 0 in the topology of uniform convergence on compact sets.

Proposition 6.1. Let t > 0, q ∈ [0, 1), z ∈ (0, 1), and α ∈ (z, z−1). Fix λ > 0. Assume hε0 : Z → Z
is a sequence of height functions such that hε0 converges uniformly on compact sets to a continuous
function h0 : R → R. Let hM,ε

0 be as above. Then there exists a sequence Mε → ∞ such that

hS6V,ε(hMε,ε
0 ; ·, t) d→ h(h0; ·, t) in the topology of uniform convergence on compact sets as ε → 0. The

same holds for the ASEP height function for fixed t > 0, q ∈ [0, 1), and α ∈ (−1, 1).

We will prove Proposition 6.1 by comparison to the case where Bernoullis of the same parameter
are pasted on both sides as in Proposition 5.1. The joint coupling of such an initial condition with
one as in Proposition 6.1 can be described in terms of colored particles in a colored system (as
described in Section 3.3 and Remark 3.10), and for the comparison we will need to have control
over the movement of particles of certain colors in a colored system.

The following result, Lemma 6.2, from [DHS24] will suffice for the purpose of controlling the
movement of particles of lower color (much weaker versions would also suffice). In Lemma 6.2
and the proof of Proposition 6.1, we will refer to particles to the left or right of given locations;
in both the cases of ASEP and S6V, left and right of a location y refers to particles in a particle
configuration at sites x which are smaller or larger than y, respectively. In particular, it does not
refer to the relative locations of arrow trajectories in the S6V system on Z≥1 × Z as in Figure 3.

Lemma 6.2 ([DHS24, Corollary 3.2]). Let (ηt)t be a colored stochastic six-vertex process or a
colored ASEP process with the following initial conditions:

(1) There are some (finitely or infinitely many) particles of color 3 or greater.

(2) There are finitely many color 2 particles.

(3) There is a single color 1 particle, to the left of all color 2 particles.
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−M sc M sc −M sc M sc

Figure 6. A depiction of the height functions hM,ε
0 (left) and h̃M,ε

0 (right). The red portion
in the middle of both is hε0 when restricted to an interval [−M,M ] around 0 (and the dotted
portions in the left figure are h0 outside [−M,M ]).

Let Lt be the number of color 2 particles to the left of the color 1 particle at time t. Then conditioned
on the paths of the color 3 particles, and the combined paths of the color 1 and 2 particles (i.e.,
without distinguishing the color), for any t ≥ 0, Lt is stochastically dominated by a random variable
X ∼ Geo(q), i.e., X satisfies P(X ≥ k) = qk.

[DHS24, Corollary 3.2] is stated only for the stochastic six-vertex model, while we also include
ASEP in the above statement. However, as noted after [DHS24, Theorem 1.6], since the bound has
no dependencies on the scale of the system, taking the limit of S6V to ASEP as in [Agg17] yields
the same statement for ASEP.

We will also need a finite speed of propagation statement, saying that in time ε−1, a particle will,
with very high probability, not move by more than ε−2. As its proof is standard, we defer it to
Appendix A.

Lemma 6.3. Let (ηt)t be a colored S6V process or a colored ASEP process. Let i be a color such
that there is a rightmost particle of color i. There exists an absolute constant c > 0 such that, with
probability at least 1− exp(−cε−1), for any ε > 0, the rightmost particle of color i travels by at most
ε−2 in time ⌊ε−1⌋.

Proof of Proposition 6.1. We give the proof in the case of S6V and explain the minor change for

ASEP at the end. We wish to show that there exists a sequence Mε → ∞ such that hS6V,ε(hMε,ε
0 ; ·, 1)

converges weakly, as ε → 0, to h(h0; ·, 1) uniformly on compact sets. We fix an arbitrary K > 0
and consider the compact set [−Ksc,Ksc] (Ksc as defined in (5.1)), and we will produce such a
sequence Mε that does not depend on K. This suffices since weak convergence uniformly on every
fixed compact set K is equivalent to weak convergence in the topology of uniform convergence on
compact sets.

A brief outline of the proof is as follows. We will produce an auxiliary particle configuration η̃M,ε
0

whose associated height function satisfies the assumptions of Proposition 5.1, thus converges to the

KPZ fixed point from h0 as ε → 0 and M → ∞. We will couple this particle configuration to ηM,ε
0

such that ηM,ε
0 ≥ η̃M,ε

0 . To show the convergence to h(h0; ·, t) for hS6V,ε(hMε,ε
0 ; ·, 1), it suffices to

show that the discrepancy (which are color 1 particles) between the two particle configurations ηM,ε
0

and η̃M,ε
0 goes to zero as ε → 0 and M → ∞. The bulk of the proof will be devoted to establishing

this.
Next we introduce the auxiliary initial configuration η̃M,ε

0 : Z → {0, 1} which agrees with ηM,ε
0

to the right of −M⌊ε−2/3⌋ and is i.i.d. Bern(ρε,−λ) to the left of −M⌊ε−2/3⌋; in particular, it will

be i.i.d. Bern(ρε,−λ) outside of J−M⌊ε−2/3⌋,M⌊ε−2/3⌋K (as in the assumptions of Proposition 5.1).

More precisely, η̃M,ε
0 is defined by

η̃M,ε
0 (x) =

{
ηM,ε
0 (x) if x ≥ −M⌊ε−2/3⌋ and

ξε−(x) if x < −M⌊ε−2/3⌋,
(6.4)
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where ξε−(x) ∼ Bern(ρε,−λ) independently across x ∈ Z. Let h̃M,ε
0 be the associated height function

with h̃M,ε
0 (0) = hM,ε

0 (0) and let h̃M0 : R → R be given by (see right panel of Figure 6)

h̃M0 (x) =

{
hM0 (x) if x > −M sc and

B(x+M sc) + λ(x+M sc) + hM0 (−M sc) if x < −M sc,

where B : (−∞, 0] → R is a reversed rate 2 Brownian motion. By our observation that η̃M,ε
0 is i.i.d.

Bern(ρε,−λ) outside J−M⌊ε−2/3⌋,M⌊ε−2/3⌋K, Proposition 5.1 and Corollary 3.15 yield that

lim
M→∞

lim
ε→0

hS6V,ε(h̃M,ε
0 ; ·, 1) d

= h(h0; ·, 1), (6.5)

where the convergence is in distribution in the topology of uniform convergence on compact sets.

Thus to establish the same convergence for hS6V,ε(hM,ε
0 ; ·, 1), it suffices to show that

lim
M→∞

lim
ε→0

sup
[−Ksc,Ksc]

∣∣∣hS6V,ε(hM,ε
0 ; ·, 1)− hS6V,ε(h̃M,ε

0 ; ·, 1)
∣∣∣ = 0,

where the limit is in probability.

To this end, we first couple ξε− and ηM,ε
0 such that ξε−(x) ≤ ηM,ε

0 (x) for all x < −M⌊ε−2/3⌋, by
writing ξε− as a thinning of ηM,ε

0 , i.e., each particle in ηM,ε
0 is independently removed with probability

2λσ(α)β(α)−1ε1/3/ρε,λ to yield ξε−. Doing so, the particle configurations η̃M,ε
0 and ηM,ε

0 are also
ordered, i.e.,

η̃M,ε
0 (x) ≤ ηM,ε

0 (x) for all x ∈ Z; (6.6)

see Figure 7.
We now couple the evolutions from both these initial configurations by the basic coupling. Since

the initial configurations are ordered, this can equivalently be written in terms of the evolution of a

colored system η̃col,M,ε
0 : Z → {−∞, 1, 2} defined (see Figure 7) by

η̃col,M,ε
0 (x) =


2 if η̃M,ε

0 (x) = 1,

1 if η̃M,ε
0 (x) = 0 and ηM,ε

0 (x) = 1, and

−∞ if ηM,ε
0 (x) = 0

=


2 if ηM,ε

0 (x) = 1 and x ≥ −M⌊ε−2/3⌋;
2 if ξε−(x) = 1 and x < −M⌊ε−2/3⌋;
1 if ηM,ε

0 (x) = 1, ξε−(x) = 0, and x < −M⌊ε−2/3⌋; and

−∞ otherwise.

(6.7)

Observe that the evolution of the color 2 particles alone is that of η̃M,ε
0 (whose height function we

know converges to the KPZ fixed point as in (6.5)), while that of the color 1 and color 2 particles

together if the labels are ignored is that of ηM,ε
0 . Therefore, to show the convergence on compact

sets of the height function associated to ηM,ε
0 to the KPZ fixed point, it suffices to show that the

number of color 1 particles in η̃col,M,ε
t at t = ε−1 that are to the right of −K⌊ε−2/3⌋ is oε(ε

−1/3)
with probability 1− oε(1) as ε → 0. We will do this by showing that (i) the color 1 particles could
not overtake many color 2 particles, and (ii) that not too many color 2 particles can be to the right

of −K⌊ε−2/3⌋ at time t = ⌊ε−1⌋.
To establish this, we refine the colors in η̃col,M,ε

0 to single out one color 1 particle at a time. To this

end, let the positions of the color 1 particles in η̃col,M,ε
0 be labeled x1 > x2 > . . ., let ζε : Z → {0, 1}

be such that ζε(x) is distributed across x ∈ Z as i.i.d. Bern(1− ε1/3) (independent of everything
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−1 3 0 1 3 2 3 3 3 3 3 3 3 3

ηM,ε
0

η̃M,ε
0

η̃col,M,ε
0

ηcol,M,ε
0

−M⌊ε−2/3⌋ −1
2M⌊ε−2/3⌋ M⌊ε−2/3⌋

Figure 7. The particle configurations ηM,ε
0 , η̃M,ε

0 , η̃col,M,ε
0 , and ηcol,M,ε

0 . In the top two, i.e.,

ηM,ε
0 and η̃M,ε

0 , η̃col,M,ε, black indicates a particle and white indicates a whole. For the last

two, i.e., η̃col,M,ε
0 , and ηcol,M,ε

0 , white indicates color −∞ (hole), green color −1, yellow color

0, red color 1, black color 2, and cyan color 3. Note that in ηcol,M,ε
0 all color 2 particles are in

J− 1
2M⌊ε−2/3⌋,−M⌊ε−2/3⌋K and there is at most one particle of each color that is 1 or lower.

else), and define ηcol,M,ε
0 : Z → Z ∪ {−∞}(see Figure 7) by

ηcol,M,ε
0 (x) =


3 if x > −1

2M⌊ε−2/3⌋ or x < −M⌊ε−2/3⌋, and η̃M,ε
0 (x) = 1;

2 + ζε(x) if ηM,ε
0 (x) = 1 and x ∈ J−M⌊ε−2/3⌋,−1

2M⌊ε−2/3⌋K;
2− k if x = xk; and

−∞ otherwise.

(6.8)

In words, an ε1/3 proportion of the particles in η̃col,M,ε
0 of color 2 which are in J−M⌊ε−2/3⌋,−1

2M⌊ε−2/3⌋K
remain of color 2; the remaining particles of color 2 in η̃col,M,ε

0 in J−M⌊ε−2/3⌋,−1
2M⌊ε−2/3⌋K and

all those outside J−M⌊ε−2/3⌋,−1
2M⌊ε−2/3⌋K are made to be color 3; and the particles of color 1

in η̃col,M,ε
0 have their colors decreased sequentially from right to left. Observe that by merging

appropriate intervals of particle colors in ηcol,M,ε
0 one obtains the colored particle configuration in

η̃col,M,ε
0 ; thus one can evolve ηcol,M,ε

0 and do the merging to obtain the evolution of η̃col,M,ε
0 . In

particular, the evolution of color 2 and 3 particles combined in ηcol,M,ε
0 , on ignoring the labels, is

the same as that of the color 2 particles in η̃col,M,ε
0 , i.e, the (uncolored) particles in η̃M,ε

0 (recall from
(6.7)).

Control on number of color 2 particles to right of −K⌊ε−2/3⌋. Now we show (ii) above, i.e.,

that not too many color 2 particles can be to the right of −K⌊ε−2/3⌋ at time t = ⌊ε−1⌋. Let h̃M,ε
0,3

be the height function associated to particle configuration x 7→ 1
ηcol,M,ε
0 (x)=3

with h̃M,ε
0,3 (0) = hε0(0).

Observe from (6.1), (6.4), and (6.8) that, outside of J−M⌊ε−2/3⌋,M⌊ε−2/3⌋K, this particle config-
uration is i.i.d. Bern(ρε,−λ), and its rescaled height function converges uniformly on compact sets to
a continuous function (since this is true for hε0). In particular, the assumptions of Proposition 5.1

are satisfied for h̃M,ε
0,3 . Thus by Proposition 5.1 and Corollary 3.15,

lim
M→∞

lim
ε→0

hS6V,ε(h̃M,ε
0,3 ; ·, 1) = h(h0; ·, 1), (6.9)

where the convergence is again in distribution in the topology of uniform convergence on compact
sets. Now, for any t ≥ 0 and M > 0,

#
{
x ≥ −K⌊ε−2/3⌋ : ηcol,M,ε

t (x) = 2
}

= #
{
x ≥ −K⌊ε−2/3⌋ : ηcol,M,ε

t (x) ≥ 2
}
−#

{
x ≥ −K⌊ε−2/3⌋ : ηcol,M,ε

t (x) = 3
}
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= hS6V,ε
(
h̃M,ε
0 ;−K⌊ε−2/3⌋, t

)
− hS6V,ε

(
h̃M,ε
0,3 ;−K⌊ε−2/3⌋, t

)
; (6.10)

this uses that h̃M,ε
0 (−K⌊ε−2/3⌋) = h̃M,ε

0,3 (−K⌊ε−2/3⌋) by assumption and that

hS6V,ε(h̃M,ε
0 ;−K⌊ε−2/3⌋, t)− h̃M,ε

0 (−K⌊ε−2/3⌋)

is the flux of particles of color at least 2 in ηcol,M,ε
0 across −K⌊ε−2/3⌋ (+1 for every particle crossing

from left to right, and −1 for crossing from right to left) by time ⌊ε−1⌋, and analogously for h̃M,ε
0,3

with particles of color at least 3.
From (6.5) and (6.9), it follows that there exists a sequence Mε → ∞ as ε → 0 such that both

those convergences hold as ε → 0 if M is replaced by Mε. So (6.5) and (6.9) imply that, taking
M = Mε and t = ⌊ε−1⌋ in (6.10), the rescaled versions of the two functions in (6.10) converge to
the same limit as ε → 0; in particular, we obtain that

lim
ε→0

ε1/3 ·#
{
x ≥ −K⌊ε−2/3⌋ : ηcol,Mε,ε

⌊ε−1⌋ (x) = 2
}
= 0,

where the convergence is in distribution, and, since the limit is a constant, also in probability. In
particular, for any δ > 0, we obtain

lim
ε→0

P
(
(Count

(2),ε
δ )c

)
= 0, (6.11)

where

Count
(2),ε
δ :=

{
#
{
x ≥ −K⌊ε−2/3⌋ : ηcol,Mε,ε

⌊ε−1⌋ (x) = 2
}
< δε−1/3

}
.

Lower bound on number of color 2 particles. We will also need that there was originally

a large number of color 2 particles in ηcol,Mε,ε
0 to the left of −K⌊ε−2/3⌋. Note from (6.8) that all

color 2 particles in ηcol,Mε,ε
0 are to the left of −Mε⌊ε−2/3⌋, so we just need a lower bound on the

total number of color 2 particles in ηcol,Mε,ε
0 . From (6.8), and recalling that ξε : Z → Z is an i.i.d.

Bern(1− ε1/3) process, we see that this is exactly the same as

#
{
x ∈ J−Mε⌊ε−2/3⌋,−1

2Mε⌊ε−2/3⌋K : ηM,ε
0 (x) = 1, ξε(x) = 0

}
. (6.12)

Now, the cardinality of the same set without the condition that ξε(x) = 0 isN := hMε,ε
0 (−Mε⌊ε−2/3⌋)−

hMε,ε
0 (−1

2Mε⌊ε−2/3⌋), and ξε(x) = 0 occurs with probability ε1/3 for each x in that set. So the

cardinality of the set in (6.12) has the distribution of a sum of N i.i.d. Bern(ε1/3) random variables.

Thus, by a concentration inequality for sums of Bernoulli random variables, (6.12) is at least 1
2ε

1/3N

with probability at least 1 − exp(−cε1/3N). Since hMε,ε
0 converges to a continuous function on

rescaling (as in Definition 2.4), it follows that, deterministically, for all small enough ε,

N ≥ 1
4 |µ

′(α)|Mεε
−2/3.

Combining the above, with probability at least 1− exp(−cMεε
−1/3), at least 1

8 |µ
′(α)|Mεε

−1/3 color

2 particles are all to the left of −K⌊ε−2/3⌋ in ηcol,Mε,ε
0 . Calling

TotalCount(2),ε :=
{
#{x ≤ −K⌊ε−2/3⌋ : ηcol,Mε,ε

0 = 2} ≥ 1
8 |µ

′(α)|Mεε
−1/3

}
,

we have shown that

P
(
TotalCount(2),ε

)
≥ 1− exp(−cMεε

−1/3). (6.13)

Lower color particles cannot overtake too many color 2 particles. We have now shown
that there are a large number of color 2 particles in the system, and not too many of them to the
right of −K⌊ε−1/3⌋ at time ε−1. In particular, at least order ε−1/3 many color 2 particles are to the

left of −K⌊ε−1/3⌋ at time ε−1. Next we show using Lemma 6.2 that not too many particles of lower
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color can overtake color 2 particles, which will imply that, with high probability, not many lower
color particles (in fact, none) can be to the right of −K⌊ε−1/3⌋ at time ε−1.

Let Overtake
(1)
ε be the event that the unique color 1 particle in ηcol,Mε,ε

⌊ε−1⌋ is to the right of the
⌊ε−1/6⌋th color 2 particle (counted from the left). Then by Lemma 6.2 with t = ⌊ε−1⌋, we obtain
that

P
(
Overtake(1)ε

)
≤ q⌊ε

−1/6⌋.

Observe that, on the event TotalCount(2),ε ∩ Count
(2),ε
δ ∩ Overtake

(1)
ε , the color 1 particle is to the

left of −K⌊ε−2/3⌋ at time ⌊ε−1⌋. For i = −1, 0, . . . , ⌊ε−2⌋, define Overtake
(i)
ε to be the event that

the unique color −i particle in ηcol,Mε,ε
⌊ε−1⌋ is to the right of the ⌊ε−1/6⌋th color 2 particle (counted

from the left), and, if no color −i particle exists, the empty set. Then it also holds that, on

TotalCount(2),ε∩Count
(2),ε
δ ∩Overtake

(i)
ε , the color −i particle (if it exists) is to the left of −K⌊ε−2/3⌋

at time ⌊ε−1⌋.
As observed earlier, by color merging, the same argument as for the color 1 particle applies to

the color −i particle, yielding, for all i = −1, 0, . . . , ⌊ε−2⌋,

P
(
Overtake(i)ε

)
≤ q⌊ε

−1/6⌋. (6.14)

Let Overtake
(≥⌊ε−2⌋)
ε be the event that any particle of color less than or equal to −⌊ε−2⌋ is to the

right of −K⌊ε−2/3⌋ in ηcol,Mε,ε
⌊ε−2⌋ , i.e., at time t = ε−1. Then the finite speed of propagation estimate

(Lemma 6.3) yields that

P
(
Overtake(≥⌊ε−2⌋)

ε

)
≤ exp(−cε−1). (6.15)

Thus a union bound combined with (6.11), (6.13), (6.14), and (6.15) shows that, as ε → 0,

P

TotalCount(2),ε ∩ Count
(2),ε
δ ∩ (Overtake(≥⌊ε−2⌋)

ε )c ∩
⌊ε−2⌋⋂
i=−1

(Overtake(i)ε )c


≥ P

(
TotalCount(2),ε ∩ Count

(2),ε
δ

)
− ε−2q⌊ε

−1/6⌋ − exp(−cε−1) → 1.

Since on TotalCount(2),ε ∩ Count
(2),ε
δ ∩ (Overtake

(≥⌊ε−2⌋)
ε )c ∩

⋂⌊ε−2⌋
i=−1 (Overtake

(i)
ε )c it holds that no

particle of color 1 is to the right of −K⌊ε−2/3⌋ in η̃col,Mε,ε
⌊ε−1⌋ , it follows from the previous display that

lim
ε→0

P
(
#
{
x ≥ −K⌊ε−2/3⌋ : η̃col,Mε,ε

⌊ε−1⌋ (x) = 1
}
= 0
)
= 1. (6.16)

Recall from (6.7) that {x ∈ Z : η̃col,Mε,ε
⌊ε−1⌋ (x) ≥ 1} = {x ∈ Z : ηε⌊ε−1⌋(x) = 1} and {x ∈ Z :

η̃col,Mε,ε
⌊ε−1⌋ (x) = 2} = {x ∈ Z : η̃Mε,ε

⌊ε−1⌋(x) = 1}. So we obtain that, for x ≥ −K⌊ε−2/3⌋,

hS6V(hMε,ε
0 ;x, ⌊ε−1⌋) = hS6V(h̃Mε,ε

0 ;x, ⌊ε−1⌋) + #{y ≥ x : η̃col,Mε,ε
⌊ε−1⌋ (y) = 1}.

The final quantity is clearly non-negative and, on the event in (6.16), converges to 0 as ε → 0. Thus
after rescaling we obtain that, as ε → 0,

sup
x∈[−Ksc,Ksc]

∣∣hS6V,ε(hMε,ε
0 ;x, 1)− hS6V(h̃Mε,ε

0 ;x, 1)
∣∣→ 0,

where the limit is in probability. Since we know from (6.5) that hS6V(h̃Mε,ε
0 ; ·, 1) converges in

distribution to h(h0; ·, 1) (in the topology of uniform convergence as compact sets) as ε → 0, it

follows that the same is true for hS6V,ε(hMε,ε
0 ; ·, 1). This completes the proof in the case of S6V.
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Modifications for ASEP. First, as noted earlier, the definition of ηM,ε
0 for ASEP is as given in

(6.3) (rather than (6.1)). Next η̃M,ε
0 is as in (6.4) with ξε+ in place of ξε− for x < −M⌊ε−2/3⌋. We

couple η̃M,ε
0 and ηM,ε

0 such that

η̃M,ε
0 (x) ≥ ηM,ε

0 (x) for all x ∈ Z

by coupling ξε− to be a thinning of ξε+; thus we have the opposite ordering of η̃M,ε
0 and ηM,ε

0 as

compared to (6.6). We still know from Proposition 5.1 and Corollary 3.15 that hS6V,ε(h̃M,ε
0 ; ·, 1)

converges weakly in the topology of uniform convergence on compact sets to h(h0; ·, 1) as ε → 0 and
then M → ∞, so we need to show

lim
M→∞

lim
ε→0

sup
[−Ksc,Ksc]

∣∣∣hS6V,ε(hM,ε
0 ; ·, 1)− hS6V,ε(h̃M,ε

0 ; ·, 1)
∣∣∣ = 0,

where the limit is in probability. As in the S6V proof, this comes down to controlling the movement
of color 1 particles in the colored system

η̃col,M,ε
0 (x) =


2 if ηM,ε

0 (x) = 1,

1 if ηM,ε
0 (x) = 0 and η̃M,ε

0 (x) = 1, and

−∞ if η̃M,ε
0 (x) = 0

=


2 if ηM,ε

0 (x) = 1 and x ≥ −M⌊ε−2/3⌋;
2 if ξε−(x) = 1 and x < −M⌊ε−2/3⌋;
1 if η̃M,ε

0 (x) = 1, ξε−(x) = 0, and x < −M⌊ε−2/3⌋; and

−∞ otherwise.

For this we again define a refined colored initial condition ηcol,M,ε
0 by

ηcol,M,ε
0 (x) =


3 if x > −1

2M⌊ε−2/3⌋ or x < −M⌊ε−2/3⌋, and ηM,ε
0 (x) = 1;

2 + ζε(x) if η̃M,ε
0 (x) = 1 and x ∈ J−M⌊ε−2/3⌋,−1

2M⌊ε−2/3⌋K;
2− k if x = xk; and

−∞ otherwise,

with xk a labeling from right to left of the color 1 particles in η̃col,M,ε
0 and ζε is an i.i.d. Bern(1−ε1/3)

process. From this point the proof proceeds in exactly the same way as in the S6V case. □

6.2. Proofs of Theorem 2.10. We start by establishing Theorem 2.10 in the case of a single initial
condition and time and when the limiting initial condition h0 is continuous, which we state next
for the convenience of the reader. We assume continuity only to be able to apply Proposition 6.1,
which in turn assumed continuity in order to make use of Proposition 5.1.

Proposition 6.4. Fix q ∈ [0, 1), z ∈ (0, 1), α ∈ (z, z−1), and t > 0. Let λ > 0. Suppose that
hε0 : Z → Z is a sequence (indexed by ε > 0) of initial height functions for S6V satisfying (2.10) for
all ε > 0 with that fixed λ and is such that hε0 → h0 uniformly on compact sets as ε → 0, where
h0 : R → R is continuous. Then,

hS6V,ε(hε0; ·, t)
d→ h(h0; ·, t) as ε → 0

under the topology of uniform convergence on compact sets. The same holds for the ASEP height
function for fixed t > 0, q ∈ [0, 1), and α ∈ (−1, 1).
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−M M

Figure 8. A depiction of the height functions h�,λ,M,ε
0 and hε0 (red along with dotted red).

Note that h�,λ,M,ε
0 dominates hε0 on the high probability event that the random walks on

either side do not dip too low.

The idea of the proof of Proposition 6.4 is as follows. From Lemma 3.8 we have a lower bound on
hS6V,ε(hε0; ·, t) by a sequence of functions which converges to h(h0; ·, t), so we only need to prove a
similar upper bound. Recall hε0 grows at most like λ(1 + |x|) for some λ > 0, and consider a height
function h�,λ′,M,ε

0 which agrees with hε0 on a large interval [−M sc,M sc], is made to increase above hε0
on the neighboring intervals (−Rsc,−M sc) and (M sc, Rsc) for some R > M (and recalling the “sc”
notation from (5.1)), and then behaves like a random walk with drift −λ′ on (−∞,−Rsc) and with
drift λ′ on (Rsc,∞) for some λ′ > λ. By increasing λ′, h�,λ′,M,ε

0 , with high probability, is greater
than hε0 on all of R, and Proposition 6.1 applies to it. So by height monotonicity, hS6V,ε(hε0; ·, t)
is upper bounded by hS6V,ε(h�,λ,M,ε

0 ; ·, t). By taking ε → 0 and increasing M to ∞, the limit
of hS6V,ε(h�,λ′,M,ε

0 ; ·, t) is h(h0; ·, t), which will give the desired upper bound matching the earlier
mentioned lower bound.

As is apparent from this discussion, to prove Proposition 6.4, we will need a estimate on random
walks staying above lines, which is the following. As its proof is a standard argument based on
the exponential martingale, we defer it to Appendix A. Recall that a Bernoulli random walk with
drift λ ∈ (−1, 0) means a random walk whose increment distribution is supported on {−1, 0} with
probability |λ| given to −1 and probability 1− |λ| to 0.

Lemma 6.5. Let S : Z≥0 → Z be a Bernoulli random walk with drift λ ∈ (−1, 0). Fix ρ ∈ (−1, λ).
Then, there exists c = c(λ) such that, for all M > 0,

P
(
S(t) ≥ ρt−M ∀t ∈ Z≥0

)
≥ 1− exp(−c(λ− ρ)M).

Proof of Proposition 6.4. We start with the S6V case and address the minor changes for ASEP at
the end. We first define the height function which will dominate hε0 and for which we can show

convergence to the KPZ fixed point. For M > 0 and λ′ > 2λ, let ζλ
′,M,ε

+ , ζλ
′,M,ε

− : Z → {0, 1} be

particle configurations such that the height functions hλ
′,M,ε

ζ,+ , hλ
′,M,ε

ζ,− : Z → Z respectively associated

to them with hλ
′,M,ε

ζ,± (±M) = 0 satisfy

hλ
′,M,ε

ζ,± (x) = max(hε0(x)− hε0(±M sc), 0) + λ′|x|+ δε(x) (6.17)

for x ∈ R, where δε(x) ∈ [0, ε1/3) ensures that equality occurs given the constraint that the lefthand

side takes values in ε1/3Z). Let ξλ
′,ε

± : Z → {0, 1} be i.i.d. Bern(ρε,±λ′). For the S6V case, let
ηε0 : Z → {0, 1} be the particle configuration associated to hε0 and consider the initial condition

η�,λ′,M,ε
0 : Z → Z given by

η�,λ′,M,ε
0 (x) =



ηε0(x) if |x| < M⌊ε−2/3⌋,
ζλ

′,M,ε
+ (x) if x ∈ JM⌊ε−2/3⌋, R⌊ε−2/3⌋K,
ζλ

′,M,ε
− (x) if x ∈ J−R⌊ε−2/3⌋,−M⌊ε−2/3⌋K,
ξλ

′,ε
+ (x) if x > R⌊ε−2/3⌋, and
ξλ

′,ε
− (x) if x < −R⌊ε−2/3⌋,

(6.18)
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where R = R(M) > M will be specified just ahead. Let h�,λ′,M,ε
0 : Z → Z be the height function

associated to η�,λ′,M,ε
0 with h�,λ′,M,ε

0 (0) = hε0(0) (see Figure 8). In particular, h�,λ′,M,ε
0 (x) = hε0(x) for

all |x| ≤ M⌊ε−2/3⌋ and h�,λ′,M,ε
0 (x) ≥ hε0(x) for x ∈ J−R⌊ε−2/3⌋,−M⌊ε−2/3⌋K. We choose R > M

to be the smallest real number such that, for all ε > 0,

h�,λ′,M,ε
0 (−Rsc) > 1

2λ
′(1 +Rsc),

where recall the righthand side is an upper bound on h0(−Rsc) since λ′ > 2λ. Such an R exists and

is finite since h�,λ′,M
0 (−M sc) = h0(−M sc) > −∞ by the continuity of h0. We adopt this condition to

ensure that h�,λ′,M,ε
0 continuing with slope λ′ is sufficient to stay above hε0 on R (note that if hε0(x)

is far below λ(1 + |x|) it could have an arbitrarily large slope for a short duration).
By Lemma 3.8, we know that for any M > 0 and all ε > 0 small enough, with probability at least

1− C exp(−cε−1/6), for all x ∈ [−M sc,M sc],

hS6V,ε(hε0;x, t) ≥ sup
y∈[−M,M ]

(
hε0(y) + LS6V,ε(y, 0;x, t)

)
− σ(α)−1ε1/6, (6.19)

where hS6V,ε(h0; ·, t) and LS6V,ε(·, 0; ·, t) are coupled via the basic coupling. By Lemma 6.5 it also

holds that, with probability at least 1− exp(−cλ′), hε0(x) ≤ h�,λ′,M,ε
0 (x) for all x ∈ Z, M > 0, and

ε > 0 (the probability is to ensure that the random walks on either side stay above hε0). So by

approximate height monotonicity (Lemma 3.7), with probability at least 1−exp(−cε−1/6)−exp(−cλ′),
for all x ∈ [−M sc,M sc] it holds that

hS6V,ε(hε0;x, t) ≤ hS6V,ε(h�,λ′,M,ε
0 ;x, t) + ε1/6, (6.20)

where the two sides are coupled via the basic coupling. By Proposition 6.1, for each λ′ there exists a
sequence Rε → ∞ as ε → 0 (and thus also a sequence Mε → ∞ as ε → 0) such that the righthand
side of (6.20) (with M and the implicit R replaced by Mε and Rε) converges weakly to h(h0; ·, t) in
the topology of uniform convergence on compact sets as ε → 0. By Theorem 3.6 and Lemma 3.14,
the righthand side of (6.19) converges weakly in the same topology to h(h0; ·, t) as well. Thus, by
the ordering provided by (6.19) and (6.20) under the basic coupling and Lemma 3.9,(

hS6V,ε(h�,λ′,Mε,ε
0 ; ·, t), sup

y∈[−Msc
ε ,Msc

ε ]

(
hε0(y) + LS6V,ε(y, 0; ·, t)

)) d→ (h(h0; ·, t), h(h0; ·, t)) (6.21)

(i.e., the two coordinates are identically equal) as ε → 0 for each λ′; thus the same holds as ε → 0
and then λ′ → ∞.

By relabeling Mε if necessary, there exists a sequence λ′
ε such that, if we replace λ′ by λ′

ε in
(6.21), then taking ε → 0 in (6.21) yields joint convergence to (h(h0; ·, t), h(h0; ·, t)). We may
assume this convergence happens almost surely on a common probability space which also supports
hS6V,ε(hε0; ·, t) and on which (6.19) and (6.20) both hold by the Skorohod representation theorem; in

particular, hS6V,ε(hε0; ·, t) is sandwiched between hS6V,ε(h
�,λ′

ε,Mε,ε
0 ; ·, t) and supy∈[−Msc

ε ,Msc
ε ](h

ε
0(y) +

LS6V,ε(y, 0; ·, t)). Then taking ε → 0 yields that hS6V,ε(hε0; ·, t) also converges almost surely to
h(h0; ·, t), which completes the proof for S6V.

For the ASEP case, the proof proceeds in exactly the same way with a slightly different definition

of η�,λ′,M,ε
0 as compared to (6.18), namely with ζλ

′,M,ε
+ (x) and ζλ

′,M,ε
− (x) switched, and ξλ

′,M,ε
+ (x)
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and ξλ
′,M,ε

− (x) switched, i.e.,

η�,λ′,M,ε
0 (x) =



ηε0(x) if |x| < M⌊ε−2/3⌋,
ζλ

′,M,ε
+ (x) if x ∈ J−R⌊ε−2/3⌋,−M⌊ε−2/3⌋K,
ζλ

′,M,ε
− (x) if x ∈ JM⌊ε−2/3⌋, R⌊ε−2/3⌋K,
ξλ

′,ε
+ (x) if x < −R⌊ε−2/3⌋, and
ξλ

′,ε
− (x) if x > R⌊ε−2/3⌋.

The change is to ensure that h�,λ′,M,ε
0 dominates hε0, since the rescaling as given in Definition 2.3

has an extra negative sign as compared to its S6V analog Definition 2.4. □

With these preliminaries we give the proof of Theorem 2.10. In other words, we upgrade Proposi-
tion 6.4 to the case that h0 : R → R ∪ {−∞} is upper semi-continuous.

Proof of Theorem 2.10. We give the proof for S6V, as the proof for ASEP is identical. By Lemma 3.9,
it suffices to prove convergence to the KPZ fixed point for a single initial condition and single time.
We assume without loss of generality that s1 = 0, i.e., the initial condition is started at time 0. By
Proposition 6.4, we have the latter result in the case that h0 : R → R is continuous.

So we need only consider the case that h0 : R → R ∪ {−∞} is in UC and hε0 → h0 locally in UC
as ε → 0. We still have (4.1) that

hS6V,ε(hε0;x, t) ≥ sup
y∈[−M,M ]

(
hε0(y) + SS6V,ε(y;x)

)
− oε(1) (6.22)

with probability at least 1−oε(1) for all ε > 0, x ∈ [−ε−1, ε−1], and M > 0. Since hε0 → h0 locally in
UC, it follows that the righthand side of (6.22) converges (as ε → 0) to supy∈[−M,M ](h0(y)+S(y;x)),
uniformly over x ∈ [−J, J ] for any fixed J . Further, as M → ∞, supy∈[−M,M ](h0(y) + S(y;x)) →
supy∈R(h0(y)+S(y;x)) in the topology of uniform convergence on compact sets (using Lemma 3.14).
Thus, there exists a sequence Mε → ∞ such that

sup
y∈[−Mε,Mε]

(hε0(y) + SS6V,ε(y;x)) → sup
y∈R

(h0(y) + S(y;x))

in distribution in the topology of uniform convergence on compact sets and for all ε > 0, with
probability at least 1− oε(1) and for all x ∈ R,

hS6V,ε(hε0;x, t) ≥ sup
y∈[−Mε,Mε]

(hε0(y) + SS6V,ε(y;x))− oε(1). (6.23)

Further, the following is a consequence of the fact that upper semi-continuous functions can be
approximated from above by continuous functions, the continuity of the KPZ fixed point in UC
[MQR21, Theorem 4.1] (this also follows from the variational definition (2.9) given the localization
of the maximizer from Lemma 3.14), the fact that the topology on UC induces the topology of
uniform convergence on compact sets on the space of continuous functions, and the continuity of
h(g; ·, t) for any g ∈ UC: for any δ > 0 there exists h̃0,δ : R → R continuous such that h̃0,δ(y) ≥ h0(y)
for all y ∈ R and

∞∑
ℓ=1

2−ℓmin

(
1, sup

y∈[−ℓ,ℓ]

∣∣h(h̃0,δ; y, t)− h(h0; y, t)
∣∣) ≤ δ.

Next, for each δ > 0 there exists a sequence h̃ε0,δ : Z → Z indexed by ε > 0 such that h̃ε0,δ(x) ≥ hε0(x)
for all ε > 0 and x ∈ Z and h̃ε0,δ → h̃0,δ as ε → 0 uniformly on compact sets. Thus it follows from
the above and Proposition 6.4 that

lim
δ→0

lim
ε→0

hS6V,ε(h̃ε0,δ; ·, t) = h(h0; ·, t)
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where the limits are in distribution in the topology of uniform convergence on compact sets. In par-
ticular, there exists a sequence {δε}ε>0 converging to 0 as ε → 0 such that limε→0 h

S6V,ε(h̃ε0,δε ; ·, t) =
h(h0; ·, t) weakly in the same topology. Thus by height monotonicity (Lemma 3.3) and (6.23), it
follows that for all ε > 0, with probability at least 1− oε(1),

hS6V,ε(h̃ε0,δε ; ·, t) ≥ hS6V,ε(hε0; ·, t) ≥ sup
y∈[−Mε,Mε]

(hε0(y) + SS6V,ε(y;x))− oε(1)

where the three processes are coupled via the basic coupling for each ε > 0. By the Skorohod
representation theorem, we can find a coupling of these processes across ε > 0 such that both the
leftmost and rightmost sides of the previous display converge (as ε → 0) uniformly on compact sets
to h(h0; ·, t) with probability 1 (using Lemma 3.14 to ensure the uniformity of the convergence of
the righthand side). Thus the same is true for hS6V,ε(hε0; ·, t), completing the proof for S6V.

The proof for ASEP is identical except for the simplification that hASEP,ε(hε0;x, t) is almost surely

lower bounded by supy∈[−M,M ](h
ε
0(y) + SASEP,ε(y;x)) and that the sequence h̃ε0,δ should be taken

to be upper bounded by hε0 to take into account the sign change on going to h̃ε0,δ according to
Definition 2.3. □

Appendix A.

Here we prove various statements from the main body whose proofs were deferred. Theorem 3.6 is
proved in Section A.1; Lemmas 3.4, 3.8, and 3.9 are proved in Section A.2; Lemma 3.7 on approximate
height monotonicity in Section A.3; Lemma 3.14 in Section A.4; Lemma 6.3 in Section A.5; and
Lemma 6.5 in Section A.6.

A.1. S6V landscape convergence.

Proof of Theorem 3.6. Let N ∈ N be a constant. [ACH24] works with initial conditions with finitely
many arrows, all incident inside J−N,NK. In our notation, the initial conditions considered in that

paper are h̃step0,y , given by z 7→ (N − y + 1)1z≤y−1 + (N − z)1z∈Jy,NK for each y ∈ J−N,NK, i.e.,
h̃step0,y (z) is the number of arrows strictly above (1, z) when there are arrows horizontally incident at

each vertex in {(1, k) : k ∈ Jy,NK}. Then, if we denote the object defined in [ACH24, eq. (2.17)] by

h̃S6VN , it can be written in our notation as h̃S6VN (y, 0;x, t) = hS6V(h̃step0,y ;x, t) (recall (3.3)).

Note that for z ∈ J−N,NK, hstep0,y (z) = h̃step0,y (z) − (N − y + 1). Constant height changes are

preserved by the dynamics, so, by a finite speed of discrepancy estimate (see, e.g., Lemma A.2

ahead), hS6V and h̃S6VN are related by

hS6V(y, 0;x, t) = h̃S6VN (y, 0;x, t)−N + y − 1 (A.1)

on an event with probability tending to 1 as N → ∞; the equality is not almost sure due to the
discrepancy in the initial conditions associated to the systems outside of J−N,NK.

Taking this relation into account, if we call the object defined in [ACH24, eq. (2.20)] as S̃S6V,ε

(with N set to be at least 2αε−1), the definition (3.4) of SS6V,ε and S̃S6V,ε agree up to a term of

σ(α)−1ε1/3 on an event whose probability tends to 1 as ε → 0 (the discrepancy arising due to the
ignoring of the −1 term in (A.1) in [ACH24], as it disappears in the ε → 0 limit). This in turn
shows that Theorem 3.6 follows from [ACH24, Theorem 2.20] combined with the standard fact that
if random elements Xn → X in distribution as n → ∞ in a Polish space (X , d) and d(Xn, Yn) → 0
in probability, then it follows that Yn → X in distribution as n → ∞ as well. □

A.2. Joint convergence from marginal convergence. We will first prove Lemmas 3.4 and
3.8 on the variational inequality for ASEP and S6V before turning to the proof of Lemmas 3.9 on
upgrading marginal convergence to KPZ fixed points to joint convergence, as the latter will use the
former. The proofs are essentially the same as that of [ACH24, Corollary 2.12 (3)].
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Proofs of Lemmas 3.4 and 3.8. We give the proof for S6V and indicate the minor simplifications
for ASEP at the end. We first claim that, almost surely, for every x, y ∈ Z,

hε0(x) ≥ hε0(y) + hS6V(y, 0;x, 0). (A.2)

First, this holds for x = y since hS6V(y, 0; y, 0) = 0 (recall the definition from (3.3)). Observe that
both sides are non-increasing functions of x and decrease by at most 1 on going from x to x+ 1.
Since the righthand side decreases by exactly 1 on going from x to x+1 when x ≥ y, (A.2) is proven
for x ≥ y. Since the righthand side stays constant on going from x to x− 1 when x ≤ y while the
lefthand side increases by 0 or 1, (A.2) is established.

We now view (A.2) as an ordering of initial conditions: for each y fixed, we regard hε0(y) as a
constant and both hS6V(y, 0; ·, 0) and hε0(·) as initial conditions. Evolving both for time ⌊tε−1⌋
under the basic coupling, Lemma 3.7 (with N = ε−2 and M = ε−1/6) and a union bound over y ∈
J−ε−2, ε−2K guarantees that, with probability at least 1−C exp(−cε−1/6), for all x, y ∈ J−ε−2, ε−2K,

hS6V(hε0;x, ⌊tε−1⌋) ≥ hε0(y) + hS6V(y, 0;x, ⌊tε−1⌋)− ε−1/6. (A.3)

Taking the maximum over y ∈ J−ε−2, ε−2K and writing in terms of the rescaled quantities (as defined

in Definition 2.4) yields that, with probability at least 1− C exp(−ε−1/6), for all x ∈ J−ε−1, ε−1K,

hS6V,ε(hε0;x, t) ≥ sup
y∈[−ε−1,ε−1]

(
hε0(y) + LS6V,ε(y, 0;x, t)

)
− σ(α)−1ε1/6. (A.4)

This completes the proof for S6V, i.e, Lemma 3.8. For ASEP, i.e., Lemma 3.4, a very similar
argument holds modulo a few small changes: (i) the analog of (A.2) holds with the inequality
reversed since, from (3.1), hASEP(y, 0;x, 0) = (y − x)1x≤y instead of hS6V(y, 0;x, 0) = (y − x)1x≥y;
(ii) the analog of the reversed version of (A.3) holds for all x, y ∈ Z with probability 1 without the

−ε−1/6 term since Lemma 3.3 guarantees exact height monotonicity; and (iii) (A.4) holds with the
supremum over y taken over R and for all x ∈ R on a probability 1 event (this uses that there is an
extra sign change in going from (A.3) to (A.4) by Definition 2.3). □

Proof of Lemma 3.9. We give the proof in the case of S6V as it is the same for ASEP. It suffices to
prove that, for every finite U ⊆ T ,(

hS6V,ε(h
(i),ε
0 , si; ·, t),LS6V,ε(·, si; ·, t) : i ∈ J1, kK, t ∈ U

)
d→
(
h(h

(i)
0 , si; ·, t),L(·, si; ·, t) : i ∈ J1, kK, t ∈ U

) (A.5)

in the topology of uniform convergence on compact sets.

First, (hS6V,ε(h
(i),ε
0 , si; ·, t) : i ∈ J1, kK, t ∈ U) is a tight sequence in ε, and for each i ∈ J1, kK and

t ∈ U , we have the marginal convergence of hS6V,ε(h
(i),ε
0 , si; ·, t) to h(h

(i)
0 , si; ·, t); the former follows

from the latter, which we have assumed in the case t = 1 and follows in the general case by rescaling.
We also know from Theorem 3.6 that, in the topology of uniform convergence on compact sets, for
any t ∈ U ,

LS6V,ε(·, si; ·, t)
d→ L(·, si; ·, t).

Let (h̃(h
(i)
0 , si; ·, t),L(·, si; ·, t) : i ∈ J1, kK, t ∈ U) be any subsequential limit point of the lefthand

side of (A.5), so that the L terms are coupled as the directed landscape and each h̃(h
(i)
0 , si; ·, t) is

marginally distributed as the KPZ fixed point h(h
(i)
0 , si; ·, t) for each fixed i ∈ J1, kK and t ∈ U . Now,

(A.5) is reduced to showing that, for any i ∈ J1, kK fixed, almost surely, for all x ∈ R2,

h̃(h
(i)
0 , si;x, t) = sup

y∈R

(
h
(i)
0 (y) + L(y, si;x, t)

)
. (A.6)
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By Lemma 3.8 and a union bound, with probability at least 1−Ck|U| exp(−cε−1/6) under the basic
coupling, for all x ∈ [−ε−1, ε−1] and t ∈ U ∩ {s : s > si},

hS6V,ε(h
(i),ε
0 , si;x, t) ≥ sup

y∈[−ε−1,ε−1]

(
h
ε,(i)
0 (y) + LS6V,ε(y, si;x, t)

)
.

In particular, we may also take the supremum over y ∈ [−M,M ]. Taking ε → 0 and then
M → ∞, the previous display along with Lemma 3.14 yields that, almost surely, for all y ∈ R,
t ∈ U ∩ {s : s > si}, and i ∈ J1, kK,

h̃(h
(i)
0 , si;x, t) ≥ sup

y∈R

(
h
(i)
0 (y) + L(y, si;x, t)

)
. (A.7)

However, we know that both sides of this inequality are marginally distributed as h(h
(i)
0 , si;x, t) (for

the righthand side, using (2.9)) for every fixed x. Thus, Lemma 4.4 implies that the two sides are
equal on a probability 1 event for all x ∈ Q and i ∈ J1, kK; since both sides are continuous in x, this
yields equality for all x ∈ R, t ∈ U ∩ {s : s > si}, and i ∈ J1, kK, completing the proof for S6V. For
ASEP one simply replaces the invocation of Lemma 3.8 with Lemma 3.4. □

A.3. Approximate height monotonicity. Here we prove Lemma 3.7. As mentioned, it is a quick
consequence of a form of approximate height monotonicity for finite systems and a finite speed of
discrepancy estimate. We recall precise statements from [ACH24] next, before turning to the proof
of Lemma 3.7.

Lemma A.1 (Approximate height monotonicity of S6V, [ACH24, Proposition D.3]). Let q ∈ [0, 1)
and b� ∈ (0, 1). Fix N ∈ N. Let H ∈ Z and let h

(1)
0 , h

(2)
0 : J−N − 1,∞) → Z≥0 be two height

functions such that h
(1)
0 (x)+H ≥ h

(2)
0 (x) for all x ∈ J−N−1,∞), and, for i = 1, 2, h

(i)
0 (−N−1) ≤ N

and h
(i)
0 (x) = 0 for all large x. There exist positive constants C, c > 0, depending on only q and b�,

such that, for t ∈ N and under the basic coupling, the following holds. For any M ≥ (logN)2, with

probability at least 1−C exp(−cM), hS6V(h
(1)
0 ;x, t)+H ≥ hS6V(h

(2)
0 ;x, t)−M for all x ∈ J−N−1,∞).

Lemma A.2 (Finite speed of discrepancy, [ACH24, Lemma D.4]). For any real numbers q ∈ [0, 1)
and b� ∈ (0, 1), there exist constants c > 0 and C > 1 such that the following holds. Let m,N1 ∈ N
be integers, and for k ∈ J1,mK, let h(1),k0 : J−N1,∞) → Z and h

(2),k
0 : Z → Z be height functions

which equal 0 for all large x. Assume that for k ∈ J1,mK, h(1),k0 (x) = h
(2),k
0 (x) for all x ∈ J−N1, N1K.

For k ∈ J1,mK, let (j(1),k(x,y) : (x, y) ∈ J−N1,∞) × J0,∞)) and (j
(2),k
(x,y) : (x, y) ∈ Z × J0,∞)) denote

samples from S6V models with initial height functions given by h
(i),k
0 , all coupled via the basic

coupling. Then, for any T ∈ N such that T ≤ 1
4(1− b�)N1, with probability at least 1− Cme−cN1,

we have that j
(1),k
(x,y) = j

(2),k
(x,y) for all k ∈ J1,mK and (x, y) ∈ J1, T K × J−⌊12N1⌋, ⌊12N1⌋K.

[ACH24, Lemma D.4] actually assumes that there are only finitely many arrows in the initial
condition for each system, but an inspection of the proof shows that the argument applies equally
in the case that there are infinitely many arrows.

Proof of Lemma 3.7. Consider two S6V models with the following pairs of initial conditions. In the
first system, let h(1),i = h(i) for i ∈ {1, 2}, where h(1) and h(2) are as in the statement of Lemma 3.7.

In the second system, let h(2),1 and h(2),2 be defined by setting, for i ∈ {1, 2}, h(2),i(x) = h(i)(x) for

x ∈ J−2N, 2NK, h(2),i(x) = h(2),i(−2N) for x ≤ −2N , and h(2),i(x) = h(2),i(2N) for x ≥ −2N . Thus
the initial configuration of the second system has finitely many arrows. Coupling all the evolutions
across both systems via the basic coupling, we see from Lemma A.1 that, with probability at least
1− C exp(−cM),

hS6V(h
(2),1
0 ;x, t) +H ≥ hS6V(h

(2),2
0 ;x, t)−M
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for all x ∈ J−2N, 2NK. By Lemma A.2, with probability at least 1−C exp(−cN), hS6V(h
(1),i
0 ;x, t) =

hS6V(h
(2),i
0 ;x, t) for i ∈ {1, 2} and all (t, x) ∈ J1, T K × J−N,NK as long as T ≤ 1

2(1− b�)N . Since
C exp(−cN) < C exp(−cM), this completes the proof. □

A.4. Control of maximizer in KPZ fixed point definition.

Proof of Lemma 3.14. By [RV24, Lemma 3.8], the argmax in the probability we are lower bounding
is almost surely a non-decreasing function of y. Thus it is equal to

P
(
argmax

z∈R

(
h0(z) + L(z, 0; y, t)

)
∈ [−M,M ] ∀y ∈ {−J, J}

)
.

We will prove the required lower bound for each fixed y ∈ {−J, J}, which suffices. We may assume
M > M0 for an M0 = M0(J, λ, t) that we may set as then the claimed bound is obtained by
modifying C appropriately. Recall we have assumed h0 satisfies (2.10). So let z0 ∈ [−λ, λ] be such
that h0(z0) ≥ −λ, and let M0 be larger than λ. Now taking the complement of the event in the
previous display, a union bound and the fact that z0 ∈ [−M,M ] implies that

P
(
argmax

z∈R

(
h0(z) + L(z, 0; y, t)

)
̸∈ [−M,M ]

)
≤ P

(
h0(z0) + L(z0, 0; y, t) ≤ −λ−M

)
(A.8)

+ P

(
sup

|z|>M
(h0(z) + L(z, 0; y, t)) ≥ −λ−M

)
.

Using that h0(z0) ≥ −λ, the first term of the righthand side of (A.8) can be bounded above by

P (L(z0, 0; y, t) ≤ −M) = P
(
L(0, 0; 0, t) ≤ −M + (z0 − y)2/t

)
.

By raising M0 depending on J, λ, t, we may upper bound −M + (z0 − y)2/t by −M/2. Next,
L(0, 0; 0, t) d

= t1/3L(0, 0; 0, 1) and L(0, 0; 0, 1) has the GUE Tracy-Widom distribution. The latter is
well-known to have tails of the form exp(−cx3). Together, this yields that the probability in the
previous display is upper bounded by C exp(−cM3) for some positive constants C, c depending on t.

For the second term of (A.8), we use that h0(z) ≤ λ(1 + |z|) for all z to upper bound it by

P

(
sup

|z|>M

(
L(z, 0; y, t) + λ|z|

)
≥ −2λ−M

)

We recall that L(z, 0; y, t) d
= L(y, 0; z, t) as processes in y, z (by combining [DV21, Proposition 1.23]

with temporal stationarity, [DOV22, Lemma 10.2 (1)]), and that L(y, 0; z, t) d
= t1/3L(0, 0; z − y, 1)

as a process in z. Then invoking standard estimates in the literature like [GH22, Proposition 8.5]

bounds the previous display by C exp(−cM3/2) for positive constants C, c depending on t, λ, J . This
completes the proof. □

A.5. Finite speed of propagation.

Proof of Lemma 6.3. We give the proof for the case of S6V first. We merge colors to arrive at a
system with particles of two colors, 1 and 2 (as well as holes). The evolution of the system can be
described by allowing the color 2 particles to evolve first and then allowing the color 1 particles to
allow; in particular, this means that if a color 1 particle is incident on a vertex that a color 2 particle
passes through, its output from that vertex is determined by the trajectory of the color 2 particles.

For the rightmost color 1 particle to cross a distance of at least ε−2 in time ⌊ε−1⌋, there must be
at least one vertical column where it moved vertically through at least ε−1 many vertices. Observe

that for any given vertical column this has probability at most bε
−1
. Indeed, letting n be the number

of locations (if any) that the color 2 particles passed horizontally through that column, we see
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that the probability we are bounding is at most (qb�)ε
−1−n · (b�)n ≤ (b�)ε

−1
, for each selection of

locations where the color 2 particles enter. This completes the proof.
For ASEP, we do a similar merging procedure to obtain a system with particles of colors 1 and

2, along with holes. Consider the trajectory of the rightmost color 1 particle. By suppressing left
jump attempts, its position is stochastically upper bounded by that of a particle which was at the
same location at time 0 and jumps to the right at rate 1 + q without seeing any particles, i.e., is
never blocked from jumping (obtained by combining the possibility that the color 1 particle jumps
to the right, which has rate 1, and the possibility that the site to the right had a color 2 particle
which jumps to the left, which has rate q). The probability that this particle travels at least ε−2 in
time ε−1 is upper bounded by the probability that a sum of ε−2 i.i.d. exponential random variables
of rate 1 + q is smaller than ε−1. Since the mean of the sum is (1 + q)−1ε−2, standard concentration
inequalities (e.g., [Jan18, theorem 5.1]) yield that this event has probability at most exp(−cε−2). □

A.6. Random walk staying above line.

Proof of Lemma 6.5. Let ξ be a random variable assigning probability |λ| to −1 and 1− |λ| to 0
and let g(z) = logE[ezξ] = log(|λ|e−z + (1− |λ|)). We pick z0 = z0(ρ) > 0 such that g(−z0) = −ρz0,
whose existence is justified as follows. It is an easy calculation that f(z) := g(z) − ρz satisfies
f(0) = 0, f ′(0) = λ− ρ > 0, f ′′(z) > 0 for all z ∈ R, and limz→−∞ f ′(z) = −1− ρ < 0. Together
these facts imply there exists z0 > 0 such that f(−z0) = 0, as desired. Further, it holds that
z0 ∈ (c(λ−ρ), C(λ−ρ)) for some c, C > 0 which may depend on λ. This follows by Taylor expanding
g to second order and noting that the error term, determined by the third derivative of g, can
be uniformly bounded (with the bound depending on λ) on a disk around the origin using the
analyticity of g on that set.

It is standard that X(t) := exp(−z0S(t) − tg(−z0)) = exp(−z0(S(t) − ρt)) is a martingale.
Consider the stopping time T = min{t ∈ Z≥0 : S(t) < ρt −M}, with min ∅ = ∞. Since S takes
steps of 0 or −1 only, it follows that S(T ) ∈ (ρ(T −1)−M −1, ρT −M) when T < ∞. In particular,
we note that X(t ∧ T ) is a bounded martingale (since z0 > 0). Also, since λ > ρ, it is easy to
see that limt→∞X(t) = 0 almost surely. Combining these facts with the optional stopping and
dominated convergence theorems, we obtain

E[X(T )1T<∞] = lim
t→∞

E[X(t ∧ T )] = E[X(0)] = 1.

By our earlier observation on the value of S(T ), on {T < ∞}, X(T ) ≥ exp(z0M). Combining this
with the fact that z0 ≥ c(λ− ρ), we see that P(T < ∞) ≤ exp(−c(λ− ρ)M), as desired. □
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