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Abstract. We consider the stationary measure of the asymmetric simple exclusion process (ASEP) on a finite
interval in Z with open boundaries. Fixing all the jump rates and letting the system size approach infinity, the

height profile of such a sequence of stationary measures satisfies a large deviation principle (LDP), whose rate
function was predicted in the physics work [DLS03]. In this paper, we provide the first rigorous proof of the

large deviation principle in the “fan region” part of the phase diagram. Our proof relies on two key ingredients:

a two-layer expression of the stationary measure of open ASEP, arising from the Enaud–Derrida representation
[ED04] of the matrix product ansatz, and the large deviation principle of the open totally asymmetric simple

exclusion process (TASEP) recently established in [BZ24].
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1. Introduction and main results

1.1. Preface. The open asymmetric simple exclusion process (ASEP) is a paradigmatic model for non-
equilibrium systems with open boundaries and, asymptotically, for Kardar–Parisi–Zhang (KPZ) universality.
Over the past five decades, extensive studies have been dedicated to understanding its stationary measure
through the “matrix product ansatz” approach. This method has enabled the derivation of a wide range of
asymptotic behaviors of the stationary measure of open ASEP, including phase diagrams, density profiles, cor-
relation functions, limit fluctuations, and large deviations. We refer the reader to [Lig99, Cor22, BE07, CW11]
for a selection of surveys in statistical physics, probability, and combinatorics.

The large deviation principle (LDP) for the height profile of the stationary measure of open ASEP has
been calculated in the physics literature [DLS02a, DLS03], using the matrix product ansatz and the additivity
principle. We refer the reader to [Der06, Der07] for expositions on this topic; Section 1.4 also contains further
discussion of related work. Rigorously establishing the large deviation principle for open ASEP has been a long-
standing open problem. Recently, the LDP for the open totally asymmetric simple exclusion process (TASEP)
was proved in [BZ24], utilizing a representation developed therein in terms of two-layer Gibbs measures. The
present work focuses on the LDP for open ASEP.

The phase diagram of the open ASEP consists of the fan region and the shock region. In this paper, we study
the fan region, where we rigorously confirm the large deviation principle proposed in [DLS02a, DLS03]. Our
approach relies on introducing a two-layer representation of the stationary measure of the open ASEP in the
fan region, covering the full range of parameter choices. This representation originates in the Enaud–Derrida
formulation of the matrix product ansatz [ED04] and has been previously discussed in [BZ24, Bry24, DEL04,
BLD23, BCE+06, NS24] for particular choices of parameters. We then develop key estimates for the two-layer
measures, enabling a comparison of the two-layer weights for open ASEP with those for open TASEP. This
is achieved using monotonicity properties of the open TASEP two-layer Gibbs measure along with resampling
arguments, which represent a novel aspect of our approach compared to previous studies on LDPs for open
ASEP/TASEP. Based on this comparison, we establish that open ASEP satisfies an LDP with a rate function
that depends only on the effective densities at the two boundaries; in particular, it does not depend on the
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Figure 1. Jump rates in the open ASEP.

asymmetry parameter. Consequently, the rate function must coincide with the one in the case of open TASEP,
which was identified in [BZ24]. Some more details are discussed in Section 1.5.

Our approach is fairly robust. An upcoming work of the second-named author with Dominik Schmid will
provide a different version of a two-layer representation of the stationary measure of open ASEP in the shock
region under Liggett’s condition, which is based on [Bry24]. Utilizing this representation, the LDP in the
shock region can also be demonstrated using a similar argument, as will be shown in a future version.

1.2. Definition of the model. The open ASEP is a continuous-time irreducible Markov process on the state
space {0, 1}N with parameters

α, β > 0, γ, δ ≥ 0, and 0 ≤ q < 1, (1.1)

which models the evolution of particles on the lattice {1, . . . , N}; here q is the asymmetry parameter mentioned
above. The state of the system is represented by a configuration (τ1, . . . , τN ) ∈ {0, 1}N , where τi indicates
whether the ith site is occupied or empty. In the bulk of the system, each particle attempts moves at random:
to the left with rate q, and to the right with rate 1, independently of all other particles. Here, at rate q or
1 means at random times given by a Poisson clock with the corresponding rate. At the two boundaries are
reservoirs with infinitely many particles. At the left boundary, particles attempt to enter the system from the
reservoir at random with rate α and attempt to exit at random with rate γ. At the right boundary, particles
attempt to enter at random with rate δ and attempt to exit at random with rate β. All these attempts fail if
the target site is already occupied, and succeed if not (attempts to exit the system into the reservoirs always
succeed). See Figure 1 for an illustration. Since q < 1, particles move in an asymmetric way, with a higher
rate to the right than to the left. In the special case q = γ = δ = 0, particles move only to the right and the
model is known as the open totally asymmetric simple exclusion process (TASEP).

We will work with a re-parameterization of the open ASEP system by a, b, c, d and q, where

a = ϕ+(α, γ), b = ϕ+(β, δ), c = ϕ−(α, γ), d = ϕ−(β, δ), (1.2)

and

ϕ±(x, y) =
1

2x

(
1− q − x+ y ±

√
(1− q − x+ y)2 + 4xy

)
, for x > 0 and y ≥ 0. (1.3)

One can check that (1.2) gives a bijection between (1.1) and

a, b ≥ 0, −1 < c, d ≤ 0, 0 ≤ q < 1. (1.4)

We will assume (1.1), and consequently (1.4), throughout the paper. The quantities 1/(1+a) and b/(1+b)
defined by the parameters above have nice physical interpretations as the “effective densities” near the left
and right boundaries of the system. In the special case of the open TASEP, i.e. q = γ = δ = 0, we have

a = (1− α)/α ≥ 0, b = (1− β)/β ≥ 0, c = d = q = 0.

It is known since [DEHP93] that as the system size N → ∞, the asymptotic behavior of open ASEP is
governed by the parameters a and b, which exhibits a phase diagram (Figure 2) involving three phases:

• (maximal current phase) a < 1, b < 1,
• (high density phase) b > 1, b > a, and
• (low density phase) a > 1, a > b.

The phase diagram can also be divided into two regions which evince quite different behavior. They are
defined by [DLS02a, DLS03]:

• (fan region) ab < 1 and
• (shock region) ab > 1.
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Figure 2. Phase diagram for the open ASEP stationary measures. LD, HD, MC respectively stand
for the low density, high density and maximal current phases.

We denote by µN = µ
(q,a,b,c,d)
N the unique stationary measure of open ASEP, which is a probability measure

on (τ1, . . . , τN ) ∈ {0, 1}N , where, as mentioned earlier, τi is the occupation variable of site i, for i = 1, . . . , N .
The (re-scaled) height profile of open ASEP is a continuous function hN : [0, 1] → [0, 1] defined by

hN

(
k

N

)
:=

1

N

k∑
i=1

τi, for k = 0, . . . , N

and by using linear interpolation to extend its definition to [0, 1]. One can observe that the height profile hN

is a (non-strictly) increasing, 1-Lipschitz continuous function.

1.3. The large deviation principle.

Definition 1.1. Let X be a Polish space. A good rate function is a lower semi-continuous function I : X →
[0,∞] with compact level sets, i.e., I−1[0, a] is a compact subset of X for every a ≥ 0. Consider a sequence
of probability spaces (ΩN ,PN ) and a family of random variables XN : ΩN → X , N = 1, 2, . . . . The sequence
{XN}∞N=1 satisfies the large deviation principle (LDP) with good rate function I : X → [0,∞] if

(1) For any closed set C ⊂ X ,

lim sup
N→∞

1

N
logPN (XN ∈ C) ≤ − inf

x∈C
I(x). (1.5)

(2) For any open set U ⊂ X ,

lim inf
N→∞

1

N
logPN (XN ∈ U) ≥ − inf

x∈U
I(x). (1.6)

We next introduce our main theorem, which is proved in Section 4. We will denote by C0 ([0, 1],R) the
space of continuous functions f : [0, 1] → R with f(0) = 0, equipped with the supremum norm. We will also
denote by AC0 ⊂ C0 ([0, 1],R) the subset of absolutely continuous functions.

Theorem 1.2. Consider the open ASEP in the fan region ab < 1. Under the stationary measures µ
(q,a,b,c,d)
N

of open ASEP, the sequence of height profiles {hN}∞N=1 ⊂ C0 ([0, 1],R) satisfies the large deviation principle

with the good rate function I(a,b) : C0 ([0, 1],R) → [0,∞] defined as follows.
When f ∈ AC0 ([0, 1],R) satisfies 0 ≤ f ′ ≤ 1 almost everywhere,

I(a,b)(f) :=

∫ 1

0

H (f ′(x)) dx+

∫ 1

0

(
f̃ ′(x) logG∗(x) +

(
1− f̃ ′

)
log(1−G∗(x))

)
dx− log(J(a, b)), (1.7)

where H(x) := x log x+ (1− x) log(1− x) if x ∈ [0, 1] and H(x) = ∞ otherwise;

J(a, b) :=


a/(1 + a)2 if a > 1,

b/(1 + b)2 if b > 1,

1/4 if a, b ≤ 1;

(1.8)

G∗(x) := min
(
max

(
f̃ ′(x), a/(1 + a)

)
, 1/(1 + b)

)
; and f̃ is the convex envelope of f , i.e., the largest convex

function below f . For any other f ∈ C0 ([0, 1],R) we define I(a,b)(f) = ∞.
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Remark 1.3. The above large deviation principle for the stationary measure of open ASEP was first postulated
in the physics works [DLS02a, DLS03] by B. Derrida, J. L. Lebowitz and E. R. Speer. Recently it was rigorously
shown in [BZ24] by W. Bryc and P. Zatitskii in the case of open TASEP. The contribution of this paper is to
rigorously demonstrate this result in the fan region ab < 1 for general open ASEP.

Remark 1.4. An alternative formula for the rate function I(a,b) : C0 ([0, 1],R) → [0,∞] was provided in the
recent work [BZ24, Theorem 3.4]. We will utilize this formula so we record it as follows. We have

I(a,b)(f) = inf
g∈AC0,

0≤g′≤1 a.s.

I(a,b)(f, g)

if f ∈ AC0 and 0 ≤ f ′ ≤ 1 almost surely, and I(f) = ∞ otherwise, where

I(a,b)(f, g) =

∫ 1

0

(
H(f ′(x)) +H(g′(x))

)
dx+ log(ab) min

0≤x≤1
(f(x)− g(x))− log(b)(f(1)− g(1))− log(J(a, b)).

Remark 1.5. Along the boundary curve ab = 1 of the fan region, the stationary measure µN of open ASEP
becomes a product of i.i.d. Bernoulli random variables τ1, . . . , τN with mean 1/(1 + a) = b/(1 + b); see, for
example, [ED04, Appendix A]. The large deviation principle therein can be obtained using standard results.

1.4. Related works. One of the most important methods for studying the stationary measures of simple
exclusion processes on a finite lattice is the matrix product ansatz (MPA). This method was introduced by
Liggett [Lig75] in an implicit form and by Derrida, Evans, Hakim, and Pasquier [DEHP93] for the open
TASEP; see [BECE00] for its extension to open ASEP. The matrix product ansatz has inspired numerous
studies on various types of asymptotics of open ASEP. For a non-exhaustive list of works in physics, see
[DEHP93, SD93, ER96, MS97, DLS02a, DLS03, Sas00, USW04, UW05] and the references in [BE07, Cor22].
It is known from [USW04] (see also [CW11]) that the matrix product ansatz has a representation closely
related to the Askey–Wilson orthogonal polynomials [AW85]. This connection has led to a powerful method

for studying the stationary measure of open ASEP [USW04, BW10, BW17, BŚ19, WWY24].
The stationary measure of open ASEP is closely connected to many combinatorial structures, including

staircase tableaux, Motzkin paths, and two-layer measures. These structures arise from various representations
of the matrix product ansatz. See the survey papers [CJVW11, WBE20] and references therein. The two-
layer Gibbs measure was recently introduced by [BCY24] to characterize the stationary measures of certain
integrable models with two open boundaries. This representation was later developed for the open TASEP in
[BZ24] and the open ASEP under Liggett’s condition in [Bry24]. See also [BNW24, Bar24] for related works.
This two-layer reweighted random walk representation had appeared earlier for the open ASEP in the fan
region [BLD23] under Liggett’s condition; see [DEL04] for the open TASEP case. Another bi-colored Motzkin
path (or equivalently, two-layer measures) representation for the γ = δ = 0 case is provided in [BCE+06]; see
[NS24] for discussions and applications. A different representation of the stationary measure of TASEP was
studied in [DS05, Section 3.2], which has a Markov evolution structure of two layers.

The large deviation principle (LDP) is an important aspect of the stationary measure of the open ASEP
and has been the focus of extensive study. In the physics literature, the LDP for the open symmetric simple
exclusion process (SSEP) was calculated in [DLS01, DLS02b] using the matrix product ansatz by directly
computing the probability of a macroscopic profile through the summation of configuration probabilities. For
the open ASEP, the LDP was calculated in [DLS02a, DLS03] for the case γ = δ = 0 and 0 ≤ α, β ≤ 1 − q.
This calculation is more complex and was carried out using the “additivity property” which was obtained
through the matrix product ansatz. For the weakly asymmetric limit (i.e. q → 1 as q = 1 − λ/N), the LDP
was calculated in [ED04]. We refer the reader to [Der06, Der07] for introductory surveys on these topics.
For investigations on the LDP for the current of the stationary measure of open ASEP, see physics works
[BD05, dGE11, LM11, Laz13, GLMV12], survey papers [Laz15, Mal15] and more references therein.

In the mathematical literature, the LDP of the total number of particles for open ASEP was obtained in
[BW17] using Askey–Wilson methods. This observable is a marginal of the full height profile. It is not clear
whether the Askey–Wilson method is suitable for deriving the LDP of the height profile, due to a technical
constraint in the Laplace transform coefficients. On the other hand, the two-layer representation of open ASEP
is suitable for studying the LDP of the height profile. The LDP for the open TASEP stationary measure was
obtained in [BZ24] via the two-layer representation, using directly Mogulskii’s theorem in LDP theory. An
alternative formula for the rate function was also obtained in [BZ24]; see Remark 1.4.
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In the present work, we derive the LDP of the open ASEP in the fan region using a different version of the
two-layer representation compared to [BZ24], where the two layers are both fixed to start at zero and are not
ordered. In particular, in our representation the starting point of the second layer is not fixed and the two
layers maintain an ordering, which in some ways leads to a simpler description (for instance, the measure has
a Gibbs or spatial Markov property, though we make use of this only for c = d = q = 0). It is not clear to us
whether using the two-layer representation for open ASEP under the Liggett’s condition in [Bry24, Theorem
1.1] (in which the starting points are fixed at zero), one can obtain the LDP in the fan region in a similar
way as [BZ24]; one issue is that it is not clear if the Radon-Nikodym derivative of the measure with respect
to independent random walks can be expressed as a continuous functional on the path space.

1.5. Method of proof. As mentioned, our approach relies on a comparison to open TASEP. Fix a, b ≥ 0 and
consider the open ASEP system with parameters a, b, c, d and q, and the open TASEP system with parameters
a and b (i.e., c = d = q = 0). With the two-layer representation introduced in Section 2, one has an explicit
formula for the Radon-Nikodym derivative of the open ASEP two-layer measure with respect to the open
TASEP two-layer measure. Suppressing a, b, c, d in the notation, let P(q) and E(q) be the probability measure
and expectation associated to the open ASEP system mentioned above and P(0) and E(0) be the same for the
open TASEP system (so c = d = 0 for the latter, but not necessarily for the former). Then we may write
the just mentioned Radon-Nikodym derivative as B(q)/E(0)[B(q)] for a random variable B(q) = B(q,c,d) ∈ [0, 1]
(often called a Boltzmann factor). Our argument relies on the observation that, if for a given event A we can
find an event E such that P(0)(E | A) ≥ 1− ε and B(q) ≥ 1− ε on E, then

P(q)(A) =
E(0)[B(q)1A]

E(0)[B(q)]
≥ P(0)(A) · E(0)[B(q) | A] ≥ P(0)(A) · E(0)[B(q)1E | A] ≥ (1− ε)2 · P(0)(A).

A similar upper bound of P(q)(A) ≤ (1− ε)−2 ·P(0)(A) is more simply obtained since one also has E(0)[B(q)] ≥
(1− ε)2 given the existence of an event E as above for the whole space.

For our setting, the event E is the event that the two curves remain sufficiently separated for most of
their lifetimes. That the Boltzmann factor is essentially 1 when the curves are sufficiently separated has been
observed before in the context of ASEP systems, for instance, in the work [ACH24]. Since we are concerned
only with probabilities on the large deviation scale, we also do not need a probability lower bound of 1 − ε
on P(0)(E | A), but merely something which decays much slower than exponentially in N . Thus the main
task in the proof is to establish that P(0)(E | A) is not too small for events A that arise in the LDP principle
(Proposition 2.9). Notice that this is a statement purely about the base measure P(0), which is the law of two
random walks conditioned to not intersect.

To prove such an estimate, we make use of Gibbs resampling arguments and monotone coupling properties
of the non-intersecting random walk measure. Roughly speaking, we use that the walks “repel” each other
(Lemma 3.4), along with standard fluctuation bounds for unconditioned random walks, to obtain that, with
not-too-small probability, the two random walks maintain a separation of at least N3/5 for all but ε proportion
of their lifetime. Here, the 3/5 exponent has no significance, and one could also obtain smaller separation
guarantees with higher, e.g., constant order, probability. This argument yields an LDP for the height function
evaluated at finitely many points (such choices of events for A are easier to apply the monotonicity arguments
for), which can then be upgraded to an LDP on the path space by standard LDP techniques.

Outline of the rest of the paper. In Section 2 we will introduce the two-layer representation of the
stationary measure of open ASEP and state a key estimate (Proposition 2.9) on random walk measures. In
Section 3 we will provide the proof of Proposition 2.9, and Section 4 contains the proof of the main result,
Theorem 1.2.

Acknowledgements. M.H. was partially supported by NSF grants DMS-1937254 and DMS-2348156. Z.Y.
was partially supported by Ivan Corwin’s NSF grant DMS-1811143 as well as the Fernholz Foundation’s
“Summer Minerva Fellows” program.

2. The two-layer representation in the fan region

In this section we introduce the two-layer representation for the open ASEP stationary measure in the fan
region. In Section 2.1 we collect some facts about the matrix product ansatz, and in Section 2.2 we use it
to give the two-layer representation in Theorem 2.5. In Section 2.3, we state our key estimate of the random
walk measures, Proposition 2.9. The proof of the latter will be the focus of Section 3.



6 MILIND HEGDE AND ZONGRUI YANG

2.1. The matrix product ansatz and Enaud–Derrida representation. In this subsection, we will first
introduce the matrix product ansatz for the open ASEP from [DEHP93]. We will then introduce the Enaud–
Derrida representation of the matrix ansatz, constructed in [ED04].

Lemma 2.1 (c.f. [DEHP93]). Assume (1.1) holds. Also, assume that there exist matrices D, E, a row vector
⟨W |, and a column vector |V ⟩, all of the same (possibly infinite) dimension, and that all admissible finite
products of these matrices and vectors are well-defined (i.e., convergent if they are infinite-dimensional) and
satisfy the property of associativity. Further assume that

DE− qED = D+E, ⟨W |(αE− γD) = ⟨W |, (βD− δE)|V ⟩ = |V ⟩ (2.1)

(which is commonly referred to as the DEHP algebra). Then we have

µN (τ1, . . . , τN ) =

〈
W

∣∣∣∣∣
N∏
i=1

(1τi=0E+ 1τi=1D)

∣∣∣∣∣V
〉

⟨W |(E+D)N |V ⟩
, (2.2)

for any (τ1, . . . , τN ) ∈ {0, 1}N , assuming that the denominator ⟨W |(E+D)N |V ⟩ is nonzero.

Remark 2.2. As noted by [MS97, ER96], assuming ⟨W |V ⟩ ≠ 0 and finite, the denominator ⟨W |(E+D)N |V ⟩
of the matrix product ansatz (2.2) being nonzero can be guaranteed by abcd /∈ {q−ℓ : ℓ ∈ Z≥0}, where we
recall that a, b, c and d are given by (1.2). Observe that this is always the case in the fan region ab < 1 since
c, d ∈ (−1, 0].

As shown in [MS97, Appendix A], in the case above, for any n1,m1, . . . , nk,mk ∈ Z+, the ratio

⟨W |Dn1Em1 . . .DnkEmk |V ⟩/⟨W |V ⟩
lies in R+ and only depends on the parameters q, α, β, γ, δ and the choice of ni,mi. In particular, this ratio
does not depend on the specific examples of matrices D, E and vectors ⟨W |, |V ⟩ that satisfy the DEHP algebra
(2.1).

We will use the following example of D, E, ⟨W | and |V ⟩ constructed by C. Enaud and B. Derrida in [ED04],
which is known in the literature as the Enaud–Derrida representation.

Lemma 2.3 (c.f. [ED04]). Assume (1.4) and ab < 1. Then the infinite matrices

D =
1

1− q


1 + d 1− q 0 0 . . .
0 1 + qd 1− q2 0 . . .
0 0 1 + q2d 1− q3

...
. . .

. . .

 , E =
1

1− q


1 + c 0 0 . . .
1− cd 1 + qc 0 . . .

0 1− qcd 1 + q2c
...

. . .
. . .

 ,

and infinite vectors:

⟨W | = [1, a, a2, a3, . . . ], |V ⟩ =
[
1, b

(cd; q)1
(q; q)1

, b2
(cd; q)2
(q; q)2

, b3
(cd; q)3
(q; q)3

, . . .

]T
satisfy the DEHP algebra (2.1). Here and below, for z ∈ C and n ∈ Z≥0 ∪ {∞}, we use the q-Pochhammer

symbol: (z; q)n :=
∏n−1

j=0 (1− zqj). Moreover, we have ⟨W |V ⟩ = (abcd; q)∞/(ab; q)∞

Proof. The first statement appears in [ED04, Section 3.2], where our notations (a, b, c, d) correspond to(
1− ρa
ρa

,
ρb

1− ρb
,−e,−d

)
therein. The second statement follows from the q-binomial theorem, see [GR11, Equation (1.3.2)]. □

2.2. The two-layer representation. In the fan region ab < 1, the stationary measures of open ASEP can
be expressed in terms of certain two-layer measures, which originate from the Enaud–Derrida representation
of the matrix product ansatz. In this subsection we will introduce this two-layer representation.

Definition 2.4. We define the two-layer measures.

(1) We will use T LN to denote the space of

λ = (λ1,λ2) ∈ Z2N+2, λi = (λi(0), . . . , λi(N)), i = 1, 2

satisfying the following conditions:
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λ1

λ2

0

Figure 3. The figure depicts the two layers λ1 and λ2, satisfying λ = (λ1,λ2) ∈ T LN .

• λ1(0) = 0,
• λ1(j) ≥ λ2(j) for j ∈ J0, NK,
• λi(j)− λi(j − 1) ∈ {0, 1} for i ∈ {1, 2} and j ∈ J1, NK.

See Figure 3 for an illustration.
(2) Let a, b, c, d, q satisfy (1.4) and ab < 1. For λ ∈ T LN , we define the two-layer weight

wt
(q,a,b,c,d)
N (λ) := aλ1(0)−λ2(0)bλ1(N)−λ2(N) (cd; q)λ1(N)−λ2(N)

(q; q)λ1(N)−λ2(N)
×

N∏
j=1

 ∑
u,v∈{0,1}

1λ1(j)−λ1(j−1)=u
λ2(j)−λ2(j−1)=v

W (q,c,d) (λ1(j)− λ2(j) | u, v)

 , (2.3)

where for u, v ∈ {0, 1} and x ∈ Z≥0, we write (with the convention that 00 = 1)

W (q,c,d)(x | u, v) :=


1− qx if (u, v) = (1, 0),

1 + dqx if (u, v) = (1, 1),

1 + cqx if (u, v) = (0, 0),

1− cdqx if (u, v) = (0, 1),

(2.4)

We then consider the normalization constant

Z
(q,a,b,c,d)
N :=

∑
λ∈T LN

wt
(q,a,b,c,d)
N (λ), (2.5)

which, as shown in Theorem 2.5 below, is a finite constant. The two-layer measure is a probability
measure on the space T LN defined, for any λ ∈ T LN , by

P(q,a,b,c,d)
N (λ) = wt

(q,a,b,c,d)
N (λ)/Z

(q,a,b,c,d)
N . (2.6)

The next theorem shows that the open ASEP stationary measure is a marginal of the two-layer measure.

Theorem 2.5. Let a, b, c, d, q satisfy (1.4) and ab < 1. Then the normalization constant (2.5) is finite, hence

the two-layer measure P(q,a,b,c,d)
N is a well-defined probability measure on T LN . The marginal distribution of

P(q,a,b,c,d)
N on the first layer λ1 has the same law as the height function τ1+ · · ·+τj, j ∈ J0, NK of the stationary

measure µ
(q,a,b,c,d)
N of open ASEP.

Remark 2.6. The two-layer representation above is equivalent to the Motzkin path representation given in
Section 3 of the first version of [Bry24] on arXiv. A similar representation in the γ = δ = 0 case is provided
in [BCE+06] (see also [NS24]). Additionally, under Liggett’s condition (i.e., c = d = −q in our notation), our
two-layer representation coincides with the one given in [BLD23] (see also [DEL04] for open TASEP case) and
with the “two-layer Gibbs measure” in [Bry24] (see also [BZ24] for open TASEP).

Proof of Theorem 2.5. We consider the matrices D,E and vectors ⟨W |, |V ⟩ given by the Enaud–Derrida rep-
resentation [ED04] (see Lemma 2.3 above). For i ∈ Z≥0, we use Wi (resp. Vi) to denote the i-th entry of the

row vector ⟨W | (resp. the column vector |V ⟩). For i, j ∈ Z≥0, we use Dj
i (resp. Ej

i ) to denote the (i, j)-th
entry of the matrix D (resp. the matrix E). In view of (2.3), for any λ ∈ T LN , we have

wt
(q,a,b,c,d)
N (λ)
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= (1− q)N ·Wλ1(0)−λ2(0) ·
N∏
j=1

(
1λ1(j)−λ1(j−1)=0E+ 1λ1(j)−λ1(j−1)=1D

)λ1(j)−λ2(j)

λ1(j−1)−λ2(j−1)
· Vλ1(N)−λ2(N).

For any fixed λ1, we sum over λ2 and get∑
λ2:(λ1,λ2)∈T LN

wt
(q,a,b,c,d)
N (λ) = (1− q)N

〈
W

∣∣∣∣∣
N∏
i=1

(
1λ1(j)−λ1(j−1)=0E+ 1λ1(j)−λ1(j−1)=1D

) ∣∣∣∣∣V
〉
. (2.7)

We next sum over λ1 and get

Z
(q,a,b,c,d)
N =

∑
λ∈T LN

wt
(q,a,b,c,d)
N (λ) = (1− q)N ⟨W |(D+E)N |V ⟩. (2.8)

In view of Remark 2.2 and the fact that ⟨W |V ⟩ is finite, the normalization constant Z
(q,a,b,c,d)
N is finite. The

result then follows from combining (2.7) and (2.8), in light of Lemma 2.1. This concludes the proof. □

We next provide an asymptotic result for the normalization constant, which will be useful later. It is
essentially a consequence of results of [USW04].

Lemma 2.7. Let a, b, c, d, q satisfying (1.4) and ab < 1. Then,

lim
N→∞

1

N
logZ

(q,a,b,c,d)
N = − log(J(a, b)), (2.9)

where the function J(a, b) is defined by (1.8).

Proof. In view of Remark 2.2, the ratio

⟨W |(D+E)N |V ⟩/⟨W |V ⟩ (2.10)

does not depend on the specific examples of matrices D, E and vectors ⟨W |, |V ⟩ that satisfy the DEHP algebra
(2.1). Using a different example constructed by M. Uchiyama, T. Sasamoto and M. Wadati in [USW04], known
as the USW representation, [USW04, Section 6.1] computed the asymptotics of (2.10), which, combined with
(2.8), yields this result. □

For another computation of the asymptotics of (2.10) using again the USW representation, we refer the
reader to [BW17] and [BW19, Lemmas 3.1 and 4.5].

2.3. An estimate for the open TASEP two-layer measure. In this subsection, we provide a key estimate

for a special type of two-layer measure, P(0,a,b,0,0)
N , which corresponds to the open TASEP. These measures can

be viewed as endpoint reweightings of two random walks conditioned not to intersect. Using this estimate, we
will compare the two-layer weights for the open ASEP with those for the open TASEP.

Definition 2.8 (Height profile). For a two-layer configuration λ ∈ T LN , we denote by hN [λ] ∈ C0([0, 1],R)
the (re-scaled) height profile corresponding to it, defined as

hN [λ]

(
k

N

)
=

λ1(k)

N
, k = 0, . . . , N.

and by linear interpolation.

We will use the following key estimate of the two-layer measure P(0,a,b,0,0)
N , Proposition 2.9, in the proof of

the large deviation principle. Roughly, it states that, with not too low probability, λ1 and λ2 are separated
on most of J0, NK. It will allow us to compare the weight function under the case of general parameters in
the fan region and the q = 0 case, as will be captured in Corollary 2.10. The proof of Proposition 2.9 will be
the focus of Section 3 and will appear in Section 3.2. Before stating it, observe from Definition 2.4 that for
λ ∈ T LN , we have

wt
(0,a,b,0,0)
N (λ) = aλ1(0)−λ2(0)bλ1(N)−λ2(N), P(0,a,b,0,0)

N (λ) = wt
(0,a,b,0,0)
N (λ)/Z

(0,a,b,0,0)
N .

Proposition 2.9. Let a, b ≥ 0 satisfy ab < 1. Fix d ∈ N and 0 < θ1 < · · · < θd < θd+1 = 1 and 0 < uj < vj,
j ∈ J1, d+ 1K satisfying vd+1 − uj < θd+1 − θj for j ∈ J1, dK. Then for any fixed r ∈ N and ε > 0 there exists
N0 ∈ N such that for N ≥ N0,

P(0,a,b,0,0)
N

(
#{j : λ1(j)− λ2(j) ≤ r} ≤ ⌈εN⌉

∣∣∣ hN [λ](θj) ∈ (uj , vj), j ∈ J1, d+ 1K
)
≥ e−N

4/5

. (2.11)
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As a corollary, we next give a comparison result between the two-layer weights for open ASEP and the ones
for open TASEP.

Corollary 2.10. Let a, b, c, d, q satisfying (1.4) and ab < 1. Fix d ∈ N and 0 < θ1 < · · · < θd < θd+1 = 1 and
0 < uj < vj, j ∈ J1, d+ 1K satisfying vd+1 − uj < θd+1 − θj for j ∈ J1, dK. Then we have

lim
N→∞

1

N
log

∑
λ∈T LN :hN [λ](θj)∈(uj ,vj),j∈J1,d+1K wt

(q,a,b,c,d)
N (λ)∑

λ∈T LN :hN [λ](θj)∈(uj ,vj),j∈J1,d+1K wt
(0,a,b,0,0)
N (λ)

= 0. (2.12)

Proof of Corollary 2.10 assuming Proposition 2.9. For simplicity, we will write (where Val is short for “val-
ues”)

Val := {λ ∈ T LN : hN [λ](θj) ∈ (uj , vj), j ∈ J1, d+ 1K}.
By Definition 2.4, for any λ ∈ T LN , we have

wt
(q,a,b,c,d)
N (λ) = wt

(0,a,b,0,0)
N (λ)

(cd; q)λ1(N)−λ2(N)

(q; q)λ1(N)−λ2(N)
×

N∏
j=1

 ∑
u,v∈{0,1}

1λ1(j)−λ1(j−1)=u
λ2(j)−λ2(j−1)=v

W (q,c,d) (λ1(j)− λ2(j) | u, v)

 . (2.13)

Recall that a, b ≥ 0, c, d ∈ (−1, 0] and q ∈ [0, 1). Observe from (2.4) that,

W (q,c,d) (λ1(j)− λ2(j) | u, v) ≤ 1 (2.14)

and, as long as (λ1(j)− λ2(j), u, v) ̸= (0, 1, 0),

W (q,c,d) (λ1(j)− λ2(j) | u, v) ≥ max
(
g, 1− qλ1(j)−λ2(j)

)
, g := min(1 + c, 1 + d, 1− cd) ∈ (0, 1]. (2.15)

In particular, using (2.14), the second line of (2.13) lies in (0, 1]. One can also observe that

1− cd ≤ (cd; q)n/(q; q)n ≤ 1/(q; q)∞ for all n ∈ Z≥0. (2.16)

Using (2.13) we then have, for all λ ∈ T LN ,

wt
(q,a,b,c,d)
N (λ) ≤ wt

(0,a,b,0,0)
N (λ)/(q; q)∞. (2.17)

Therefore

lim sup
N→∞

1

N
log

∑
λ∈Val wt

(q,a,b,c,d)
N (λ)∑

λ∈Val wt
(0,a,b,0,0)
N (λ)

≤ 0. (2.18)

We next show the inequality in the other direction. Fix any r ∈ N and ε > 0. We will write (where Sep is
short for “separation”)

Sep := {λ ∈ T LN : #{j : λ1(j)− λ2(j) ≤ r} ≤ ⌈εN⌉}.
Next we observe that, since λ ∈ T , for no j = 1, . . . , N in (2.13) will it be the case that (λ1(j)− λ2(j), u, v) =
(0, 1, 0), λ1(j)− λ1(j − 1) = u, and λ2(j)− λ2(j − 1) = v; otherwise, it would hold that λ1(j − 1) < λ2(j − 1).
So we may apply the bound (2.15) to each factor in (2.13). For each λ ∈ Sep, by combining (2.15) and (2.16),
in view of (2.13), we have

wt
(q,a,b,c,d)
N (λ) ≥ (1− cd)(1− qr+1)N−⌈εN⌉g⌈εN⌉ wt

(0,a,b,0,0)
N (λ).

Therefore,∑
λ∈Val

wt
(q,a,b,c,d)
N (λ) ≥

∑
λ∈Val∩Sep

wt
(q,a,b,c,d)
N (λ) ≥ (1− cd)(1− qr+1)N−⌈εN⌉g⌈εN⌉

∑
λ∈Val∩Sep

wt
(0,a,b,0,0)
N (λ).

(2.19)
Using Proposition 2.9, there exists N0 ∈ N such that for N ≥ N0,∑

λ∈Val∩Sep

wt
(0,a,b,0,0)
N (λ) ≥ e−N

4/5 ∑
λ∈Val

wt
(0,a,b,0,0)
N (λ). (2.20)

Combining (2.19) with (2.20), we have that for N ≥ N0,∑
λ∈Val wt

(q,a,b,c,d)
N (λ)∑

λ∈Val wt
(0,a,b,0,0)
N (λ)

≥ (1− cd)(1− qr+1)N−⌈εN⌉g⌈εN⌉e−N
4/5

.
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Therefore

lim inf
N→∞

1

N
log

∑
λ∈Val wt

(q,a,b,c,d)
N (λ)∑

λ∈Val wt
(0,a,b,0,0)
N (λ)

≥ lim inf
N→∞

(
1

N
log
(
(1− cd)(1− qr+1)N−⌈εN⌉g⌈εN⌉e−N

4/5
))

= (1− ε) log(1− qr+1) + ε log(g).

Take r → ∞, ε → 0+, the right hand side converges to 0. Combining with (2.18) we conclude the proof. □

3. Proof of two-layer separation

In this section, we provide the proof of the key estimate on separation of the two layers in the q = 0 case
(Proposition 2.9). The proof, appearing in Section 3.2, will rely on the properties of random walks discussed
in Section 3.1.

3.1. Useful results of random walks. In this subsection, we provide some results on Bernoulli random
walk bridges, which will be useful later in our proof.

Definition 3.1 (Bernoulli paths and random walk bridges). Let N ∈ N.
(1) A Bernoulli path L is a function L : J0, NK → Z such that L(j)− L(j − 1) ∈ {0, 1} for j ∈ J1, NK.
(2) Let f : J0, NK → Z ∪ {∞}, g : J0, NK → Z ∪ {−∞} be two functions and let x, y ∈ Z. We denote by

Ω(N, x, y, f, g) the set of Bernoulli paths L such that L(0) = x, L(N) = y and L ≤ f , L ≥ g over
J0, NK. If Ω(N, x, y, f, g) ̸= ∅, then we denote by PN,x,y,f,g the uniform measure on it. When f = ∞
and g = −∞ we also write Ω(N, x, y) and PN,x,y to denote Ω(N, x, y,∞,−∞) and PN,x,y,∞,−∞. We
call a path sampled from such a measure a Bernoulli random walk bridge.

(3) Let x1, x2, y1, y2 ∈ Z. We denote by Ω(N, (x1, x2), (y1, y2)) the set of pairs of Bernoulli paths
(L1, L2) such that L1 ≥ L2 on J0, NK, L1(0) = x1, L2(0) = x2, L1(N) = y1 and L2(N) = y2. If
Ω(N, (x1, x2), (y1, y2)) ̸= ∅, we denote by PN,(x1,x2),(y1,y2) the uniform measure on it. We call a pair
of paths sampled from such a measure non-intersecting Bernoulli random walk bridges.

We next record a useful property of non-intersecting random walk bridges, namely their spatial Markov
or Gibbs property. It follows immediately from the fact that the law of these processes is uniform on the
appropriate set of Bernoulli paths.

Lemma 3.2. Let N ∈ N, f : J0, NK → Z ∪ {∞}, g : J0, NK → Z ∪ {−∞} and x, y ∈ Z be such that
Ω(N, x, y, f, g) ̸= ∅. Let Ja, bK ⊆ J0, NK. Then for any A ⊆ ZJa,bK,

PN,x,y,f,g (L ∈ A | (L(x) : x ̸∈ Ja+ 1, b− 1K)) = PJa,bK,L(a),L(b),f |Ja,bK,g|Ja,bK (L ∈ A) ,

almost surely, where, in a slight abuse of notation, PJa,bK,L(a),L(b),f |Ja,bK,g|Ja,bK is the law of a random walk bridge
on Ja, bK with boundary values L(a) and L(b) and conditioned to not intersect f and g.

We also have that, for x1, x2, y1, y2 ∈ Z such that Ω(N, (x1, x2), (y1, y2)) ̸= ∅ and any A ⊆ ZJ0,NK, almost
surely

PN,(x1,x2),(y1,y2)(L1 ∈ A | L2) = PN,x1,y1,∞,L2(L1 ∈ A) and

PN,(x1,x2),(y1,y2)(L2 ∈ A | L1) = PN,x2,y2,L1,−∞(L2 ∈ A).

The following lemma allows us to monotonically couple two pairs of non-intersecting Bernoulli random walk
bridges with ordered boundary data. It has been proven a number of times, perhaps first in [CEP00], but for
notation closer to our own we refer the reader to [DFF+21] or [Ser23].

Lemma 3.3 ([CEP00, DFF+21, Ser23]). We have the monotone couplings of Bernoulli paths. Fix N ∈ N.
(1) Suppose gb, gt : J0, NK → Z ∪ {−∞} with gb ≤ gt on J0, NK. Suppose xb, xt, yb, yt ∈ Z with xb ≤ xt

and yb ≤ yt. Assume that Ω(N, xb, yb,∞, gb) and Ω(N, xt, yt,∞, gt) are nonempty. Then there exists

a coupling between Lb ∼ PN,xb,yb,∞,gb

and Lt ∼ PN,xt,yt,∞,gt

such that Lb ≤ Lt on J0, NK.
(2) Suppose fb, f t : J0, NK → Z ∪ {∞} with fb ≤ f t on J0, NK. Suppose xb, xt, yb, yt ∈ Z with xb ≤ xt

and yb ≤ yt. Assume that Ω(N, xb, yb, fb,−∞) and Ω(N, xt, yt, f t,−∞) are nonempty. Then there

exists a coupling between Lb ∼ PN,xb,yb,fb,−∞ and Lt ∼ PN,xt,yt,ft,−∞ such that Lb ≤ Lt on J0, NK.

Using Lemma 3.3 we obtain a useful correlation inequality.
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Lemma 3.4. Fix N ∈ N. Let x1, x2, y1, y2 ∈ Z such that Ω(N, (x1, x2), (y1, y2)) ̸= ∅. Then for any functions
h1, h2 : J0, NK → Z we have

PN,(x1,x2),(y1,y2)(L1 ≥ h1, L2 ≤ h2) ≥ PN,x1,y1(L1 ≥ h1) · PN,x2,y2(L2 ≤ h2). (3.1)

Proof. We can assume that PN,x1,y1(L1 ≥ h1),PN,x2,y2(L2 ≤ h2) > 0. We first show that

PN,(x1,x2),(y1,y2)(L2 ≤ h2) ≥ PN,x2,y2(L2 ≤ h2). (3.2)

Conditioned on a fixed L1 ∈ Ω(N, x1, y1), the path L2 has law PN,x2,y2,L1,−∞. By the monotone coupling
Lemma 3.3 (2), we have

PN,x2,y2,L1,−∞(L2 ≤ h2) ≥ PN,x2,y2(L2 ≤ h2).

This concludes the proof of (3.2). We next show that

PN,(x1,x2),(y1,y2)(L1 ≥ h1 | L2 ≤ h2) ≥ PN,x1,y1(L1 ≥ h1). (3.3)

Condition on a fixed L2 ∈ Ω(N, x2, y2) satisfying L2 ≤ h2, if the path L1 exists, it has law PN,x1,y1,∞,L2 . By
the monotone coupling Lemma 3.3 part (1), we have

PN,x1,y1,∞,L2(L1 ≥ h1) ≥ PN,x1,y1(L1 ≥ h1).

This concludes the proof of (3.3). Combining with (3.2) we conclude the proof. □

We will also need a second correlation inequality, namely the Fortuin-Kasteleyn-Ginibre (FKG) inequality,
saying that non-intersecting random walk bridges are positively associated. For this we introduce the next
definition.

Definition 3.5. Define a partial ordering on the lattice Zn by x ⪯ y if and only if xj ≤ yj for j = 1, . . . , n.
A subset B ⊂ Zn is called increasing (resp. decreasing) if for any x ⪯ y and x ∈ B we have y ∈ B (resp. for
any x ⪯ y and y ∈ B we have x ∈ B).

Lemma 3.6 (FKG inequality). Fix N ∈ N. Let x, y ∈ Z, f : J0, NK → Z ∪ {∞}, and g : J0, NK → Z ∪ {−∞}
be such that Ω(N, x, y, f, g) ̸= ∅. Suppose B,C ⊂ ZN are either both increasing or both decreasing. Then,

PN,x,y,f,g(L ∈ B ∩ C) ≥ PN,x,y,f,g(L ∈ B) · PN,x,y,f,g(L ∈ C).

Lemma 3.6 is a well-known fact, but as we could not find an explicitly quotable statement in the literature,
we give a brief proof.

Proof of Lemma 3.6. It is standard (see, for instance [GHM01, Theorem 4.11]) that the FKG inequality is
implied by the statement that, for any z ∈ J0, NK, t ∈ Z, and η�, η� ∈ ZJ0,NK\{z} such that η� ⪯ η�,

PN,x,y,f,g(L(z) ≥ t | (L(z′) : z′ ̸= z) = η�) ≤ PN,x,y,f,g(L(z) ≥ t | (L(z′) : z′ ̸= z) = η�),

where we assume that both conditional probabilities are defined, i.e., the probability of both the conditioning
events are positive. That the above inequality holds is a special case of Lemma 3.3 but is also easy to check
directly since conditional on (L(z′) : z ̸= z′), L(z) can take only one or two values, namely L(z − 1) and/or
L(z + 1). □

The following is a standard supremum bound on random walk bridges.

Lemma 3.7 (c.f. Lemma 6.13 in [ACH24]). There exists C, c > 0 such that for any N ∈ N, m ∈ J0, NK, and
M > 0,

PN,0,m

(
sup

j∈J0,NK

∣∣∣∣L(j)− mj

n

∣∣∣∣ ≤ M

)
≥ 1− C exp

(
−cM2

N

)
. (3.4)

Finally, we state a simple comparison statement for the tails of one-point distributions of random walk
bridges.

Lemma 3.8. Suppose N ∈ N and m,h ∈ J0, NK. Let 0 ≤ s ≤ t satisfying h− s ≤ N −m. Then we have

PN,0,h(L(m) ≤ s)

PN,0,h(L(m) ≤ t)
≥ N−1−t+s. (3.5)
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Proof. Observe that

PN,0,h(L(m) = k) =

(
m

k

)(
N −m

h− k

)/(N
h

)
,

which is nonzero if and only if 0 ≤ k ≤ m and 0 ≤ h−k ≤ N−m. We next show the following statement: there
exists ks and kt satisfying |kt − ks| ≤ t− s, such that PN,0,h(L(m) = ks) is the maximum of PN,0,h(L(m) = k)
over all k ∈ J0, sK, and a likewise statement holds for kt. Recall that the mass of a hypergeometric distribution
first increases and later decreases, and takes its maximum either at one integer or at two consecutive integers.
If PN,0,h(L(m) = k) takes the maximum over all k ∈ J0, hK at k = kmax, then (1) if s ≤ t ≤ kmax then ks = s
and kt = t; (2) if s ≤ kmax ≤ t then ks = s and kt = kmax; and (3) if kmax ≤ s ≤ t then ks = kt = kmax. In
all these cases we have |kt − ks| ≤ t− s. When PN,0,h(L(m) = k) takes the maximum at k = kmax, kmax + 1,
then a similar argument justifies |kt − ks| ≤ t− s. Therefore we have

PN,0,h(L(m) ≤ s)

PN,0,h(L(m) ≤ t)
≥ 1

t

(
m

ks

)(
N −m

h− ks

)
(
m

kt

)(
N −m

h− kt

) ≥ 1

t
N−|ks−kt| ≥ N−1−t+s,

where we have used the fact that, for any r1, r2 ∈ J0, nK, we have(
n

r1

)/(n

r2

)
=

r2!(n− r2)!

r1!(n− r1)!
≥ n−|r1−r2|.

We conclude the proof. □

3.2. Proof of Proposition 2.9. In this subsection we will provide the proof of Proposition 2.9. For the
convenience of the reader, we restate the result as follows. We recall that, for λ ∈ T LN , we have

wt
(0,a,b,0,0)
N (λ) = aλ1(0)−λ2(0)bλ1(N)−λ2(N), P(0,a,b,0,0)

N (λ) = wt
(0,a,b,0,0)
N (λ)/Z

(0,a,b,0,0)
N .

Proposition 3.9. Let a, b ≥ 0 satisfying ab < 1. Fix d ∈ N, 0 < θ1 < · · · < θd < θd+1 = 1 and 0 < uj < vj,
j ∈ J1, d + 1K satisfying vd+1 − uj < 1 − θj for j ∈ J1, dK. Then for any fixed r ∈ N and ε > 0 there exists
N0 ∈ N such that for N ≥ N0, we have

P(0,a,b,0,0)
N

(
#{j : λ1(j)− λ2(j) ≤ r} ≤ ⌈εN⌉

∣∣∣ hN [λ](θj) ∈ (uj , vj), j ∈ J1, d+ 1K
)
≥ e−N

4/5

. (3.6)

Proof. We split the proof into two steps. In the first step we show we can obtain a separation of N3/4 between
λ1 and λ2 at ⌊θjN⌋ for j = 1, . . . , d with good probability, and in the second step that separation of this order
can be maintained at the intermediate locations.

Step 1. In this step we will show that there exists N1 ∈ N such that for N ≥ N1,

P(0,a,b,0,0)
N

(
λ1(⌊θjN⌋)− λ2(⌊θjN⌋) ≥ ⌈N3/4⌉, j ∈ J1, dK

∣∣∣ hN [λ](θj) ∈ (uj , vj), j ∈ J1, d+ 1K
)

≥ N−2d⌈N
3/4⌉.

(3.7)

By our assumptions on uj and vj , we can choose N1 ∈ N such that for N ≥ N1, we have

⌊ujN⌋ ≥ ⌈N3/4⌉ for j ∈ J1, d+ 1K and ⌊vd+1N⌋ − ⌊ujN⌋+ ⌈N3/4⌉ ≤ N − ⌊θjN⌋ for j ∈ J1, dK. (3.8)

Note that hN [λ](θj) ∈ (uj , vj) implies λ1(⌊θjN⌋) ∈ J⌊ujN⌋, ⌊vjN⌋K. Conditioned on the path λ1 and
λ2(0) = x, λ2(N) = y, the path λ2 (if such a path exists with the mentioned boundary conditions, i.e.,
Ω(N, x, y,λ1,−∞) ̸= ∅) has law PN,x,y,λ1,−∞. Therefore, to show (3.7), we only need to show the follow-
ing statement: for N ≥ N1, a fixed Bernoulli path λ1 starting from λ1(0) = 0 and satisfying λ1(⌊θjN⌋) ∈
J⌊ujN⌋, ⌊vjN⌋K for j ∈ J1, d+ 1K, and fixed x, y ∈ Z satisfying Ω(N, x, y,λ1,−∞) ̸= ∅, we have

PN,x,y,λ1,−∞
(
L(⌊θjN⌋) ≤ λ1(⌊θjN⌋)− ⌈N3/4⌉, j ∈ J1, dK

)
≥ N−2d⌈N

3/4⌉. (3.9)

We will argue this using the FKG inequality (Lemma 3.6) and monotonicity (Lemma 3.3). For this we will

need raised versions of λ1, denoted λ̃
⌊θjN⌋
1 : J0, NK → Z for j ∈ J1, . . . , dK and given by

λ̃
⌊θjN⌋
1 (x) =

{
λ1 (⌊θjN⌋) if x = ⌊θjN⌋,
∞ otherwise.
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For such λ1 and x, y as in (3.9), we have

PN,x,y,λ1,−∞
(
L(⌊θjN⌋) ≤ λ1(⌊θjN⌋)− ⌈N3/4⌉, j ∈ J1, dK

)
≥

d∏
j=1

PN,x,y,λ1,−∞
(
L(⌊θjN⌋) ≤ λ1(⌊θjN⌋)− ⌈N3/4⌉

)

≥
d∏

j=1

PN,0,λ1(N),λ̃
⌊θjN⌋
1 ,−∞

(
L(⌊θjN⌋) ≤ λ1(⌊θjN⌋)− ⌈N3/4⌉

)

=

d∏
j=1

PN,0,λ1(N)
(
L(⌊θjN⌋) ≤ λ1(⌊θjN⌋)− ⌈N3/4⌉

∣∣∣ L(⌊θjN⌋) ≤ λ1(⌊θjN⌋)
)

≥
(
N−⌈N

3/4⌉−1
)d

≥ N−2d⌈N
3/4⌉,

where in the first step we use the FKG inequality (Lemma 3.6), in the second step we use the monotone cou-
pling (Lemma 3.3, raising both the boundary values and the upper boundary curve; recall that x ≤ λ1(0) = 0
and y ≤ λ1(N)), and in the fourth step we use Lemma 3.8, whose conditions are satisfied by (3.8). We conclude
the proof of (3.7).

Step 2. In this step we will show that there exists N2 ∈ N such that for N ≥ N2,

P(0,a,b,0,0)
N

(
#{j : λ1(j)− λ2(j) ≤ r} ≤ ⌈εN⌉

∣∣∣∣∣ λ1(⌊θjN⌋)− λ2(⌊θjN⌋) ≥ ⌈N3/4⌉, j ∈ J1, dK
hN [λ](θj) ∈ (uj , vj), j ∈ J1, d+ 1K

)
≥ 1

2
. (3.10)

By conditioning on the values λ1(⌊θjN⌋) and λ1(⌊θjN⌋) for j ∈ J1, dK, it suffices to show the following
statement: for N ≥ N2 and for any yj , zj ∈ Z, j ∈ J0, d+ 1K such that

• y0 = 0,
• yj − zj ≥ ⌈N3/4⌉ for j ∈ J1, dK,
• yj ∈ J⌊ujN⌋, ⌊vjN⌋K for j ∈ J1, d+ 1K,

and there exists λ ∈ T LN satisfying λ1(⌊θjN⌋) = yj and λ2(⌊θjN⌋) = zj for j ∈ J0, d+ 1K, we have

P(0,a,b,0,0)
N

(
#{j : λ1(j)− λ2(j) ≤ r} ≤ ⌈εN⌉

∣∣∣ λ1(⌊θjN⌋) = yj , λ2(⌊θjN⌋) = zj , j ∈ J0, d+ 1K
)
≥ 1

2
; (3.11)

then (3.10) follows by averaging over the values λ1(⌊θjN⌋) and λ1(⌊θjN⌋) for j ∈ J1, dK. We denote by
h1 : J0, NK → R the piece-wise linear function connecting h1(⌊θjN⌋) = yj for j ∈ J0, d + 1K, and likewise
by h2 : J0, NK → R the piece-wise linear function connecting h2(⌊θjN⌋) = zj for j ∈ J0, d + 1K. In view of

yj − zj ≥ ⌈N3/4⌉ for j ∈ J1, dK, there exists N3 ∈ N which only depends on r ∈ N, ε > 0 and θj , j ∈ J0, d+ 1K
(in particular, independent of yj and zj), such that for N ≥ N3, we have

h1 −N3/5 > h2 +N3/5 + r + 4 over J⌊εN/2⌋, N − ⌊εN/2⌋K.
Hence

{#{j : λ1(j)− λ2(j) ≤ r} ≤ ⌈εN⌉} ⊃ {λ1(j)− λ2(j) > r, j ∈ J⌊εN/2⌋, N − ⌊εN/2⌋K}

⊃
{
λ1 ≥ h1 −N3/5, λ2 ≤ h2 +N3/5

}
.

(3.12)

For j ∈ J1, d+1K, we denote by h
(j)
1 : J0, ⌊θjN⌋−⌊θj−1N⌋K → R the linear function connecting h

(j)
1 (0) = yj−1

to h
(j)
1 (⌊θjN⌋ − ⌊θj−1N⌋) = yj . Likewise, we denote by h

(j)
2 : J0, ⌊θjN⌋ − ⌊θj−1N⌋K → R the linear function

connecting h
(j)
2 (0) = zj−1 to h

(j)
2 (⌊θjN⌋ − ⌊θj−1N⌋) = zj . We have

P(0,a,b,0,0)
N

(
#{j : λ1(j)− λ2(j) ≤ r} ≤ ⌈εN⌉

∣∣∣ λ1(⌊θjN⌋) = yj , λ2(⌊θjN⌋) = zj , j ∈ J0, d+ 1K
)

≥ P(0,a,b,0,0)
N

(
λ1 ≥ h1 −N3/5, λ2 ≤ h2 +N3/5

∣∣∣ λ1(⌊θjN⌋) = yj , λ2(⌊θjN⌋) = zj , j ∈ J0, d+ 1K
)

=

d+1∏
j=1

P⌊θjN⌋−⌊θj−1N⌋,(yj−1,zj−1),(yj ,zj)
(
λ1 ≥ h

(j)
1 −N3/5, λ2 ≤ h

(j)
2 +N3/5

)
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≥
d+1∏
j=1

P⌊θjN⌋−⌊θj−1N⌋,yj−1,yj

(
λ1 ≥ h

(j)
1 −N3/5

) d+1∏
j=1

P⌊θjN⌋−⌊θj−1N⌋,zj−1,zj
(
λ2 ≤ h

(j)
2 +N3/5

)

≥
(
1− C exp

(
−c

N6/5

⌊θjN⌋ − ⌊θj−1N⌋

))2d+2

, (3.13)

where in the first step we use (3.12), in the second step we use the Gibbs property of random walk bridges
(Lemma 3.2), in the third step we use Lemma 3.4 and in the fourth step we use Lemma 3.7. We next choose
N4 ∈ N such that for N ≥ N4, the right hand side of (3.13) is greater than 1/2. Take N2 = max(N3, N4),
then for N ≥ N2, (3.11) holds and hence (3.10) holds.

Conclusion of the proof. We next choose N5 ∈ N such that for N ≥ N5, we have

N−2d⌈N
3/4⌉ · 1

2
≥ e−N

4/5

. (3.14)

By Step 1, for N ≥ N1 we have (3.7). By Step 2, for N ≥ N2 we have (3.10). Take N0 = max(N1, N2, N5).
Then for N ≥ N0, in view of (3.14), we have (3.6). We conclude the proof. □

4. Proof of the large deviation principle

In this section we give the proof of the main result, Theorem 1.2. We start by giving the rate function for
the finite dimensional LDP in Section 4.1. Section 4.2 collects some standard results from LDP theory. The
proof of Theorem 1.2 is given in Section 4.3 combining these ingredients with Proposition 2.9.

4.1. The finite dimensional rate function. We define and analyze the rate functions on Rd+1, which will
later serve as the rate functions for the finite dimensional marginal distributions of the height function.

Definition 4.1. Let a, b ≥ 0 satisfy ab < 1. Let d ∈ N and 0 < θ1 < · · · < θd < θd+1 = 1. We consider the

function I
(a,b)
θ1,...,θd+1

: Rd+1 → [0,∞] defined as

I
(a,b)
θ1,...,θd+1

(x1, . . . , xd+1) := inf
f∈C0([0,1],R),f(θj)=xj ,j∈J1,d+1K

I(a,b)(f),

where I(a,b) : C0 ([0, 1],R) → [0,∞] is defined in the statement of Theorem 1.2. Since I(a,b)(f) < ∞ if and

only if f ∈ AC0 and 0 ≤ f ′ ≤ 1, we have that I
(a,b)
θ1,...,θd+1

(x1, . . . , xd+1) < ∞ if and only if

0 ≤ xj − xj−1 ≤ θj − θj−1 for j ∈ J1, d+ 1K, (4.1)

where we denote θ0 = x0 = 0. The conditions (4.1) specify a subset Coneθ1,...,θd+1
⊂ Rd+1.

Remark 4.2. By the alternative formula of I(a,b) given in [BZ24] (see Remark 1.4), we have

I
(a,b)
θ1,...,θd+1

(x1, . . . , xd) = inf
f,g∈AC0, 0≤f ′,g′≤1 a.s.

f(θj)=xj , j∈J1,d+1K

I(a,b)(f, g), (4.2)

where we recall

I(a,b)(f, g) =

∫ 1

0

(
H(f ′(x))+H(g′(x))

)
dx+log(ab) min

0≤x≤1
(f(x)−g(x))−log(b)(f(1)−g(1))−log(J(a, b)). (4.3)

The following result will be useful later in the proof of the large deviation principle.

Lemma 4.3. Let a, b ≥ 0 satisfy ab < 1. Let d ∈ N and 0 < θ1 < · · · < θd < θd+1 = 1. Then for any open
subset U ⊂ Rd+1 we have

inf
x∈U

I
(a,b)
θ1,...,θd+1

(x) = inf
x∈U∩Cone◦

I
(a,b)
θ1,...,θd+1

(x),

where Cone◦ denotes the interior of the cone Cone = Coneθ1,...,θd+1
, i.e.,

Cone◦ =
{
(x1, . . . , xd+1) ∈ Rd+1 : 0 < xj − xj−1 < θj − θj−1, j ∈ J1, d+ 1K

}
. (4.4)
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Proof. We can assume U \ (U ∩ Cone◦) ̸= ∅ without loss of generality. By (4.2), we only need to show

inf
f,g∈AC0, 0≤f ′,g′≤1 a.e.
(f(θ1),...,f(θd+1))∈U

I(a,b)(f, g) = inf
f,g∈AC0, 0≤f ′,g′≤1 a.e.

(f(θ1),...,f(θd+1))∈U∩Cone◦

I(a,b)(f, g). (4.5)

We only need to consider functions f such that f ∈ AC0, 0 ≤ f ′ ≤ 1 almost everywhere, and it holds that
(f(θ1), . . . , f(θd+1)) ∈ U \ (U ∩ Cone◦). We define

Ind0(f) := {j ∈ J1, d+ 1K : f(θj) = f(θj−1)}, Ind1(f) := {j ∈ J1, d+ 1K : f(θj)− f(θj−1) = θj − θj−1}.
Then ∅ ≠ Ind0(f) ∪ Ind1(f) ⊆ J1, d+ 1K and Ind0(f) ∩ Ind1(f) = ∅. Note that if j ∈ Ind0(f), then f ′(x) = 0
for almost every x ∈ [θj−1, θj ], and if j ∈ Ind1(f), then f ′(x) = 1 for almost every x ∈ [θj−1, θj ]. With this
observation, for ε > 0 we consider the function fε(x) on x ∈ [0, 1] defined by

fε(x) := f(x) +
∑

j∈Ind0(f)

(
(x− θj−1)1x∈[θj−1,θj−1+ε] + ε1x>θj−1+ε

)
−

∑
j∈Ind1(f)

(
(x− θj−1)1x∈[θj−1,θj−1+ε] + ε1x>θj−1+ε

)
.

For ε > 0 sufficiently small, we have fε ∈ AC0, 0 ≤ f ′ε ≤ 1 almost everywhere and (fε(θ1), . . . , fε(θd+1)) ∈
U ∩ Cone◦. Since H(1) = H(0) = 0 and whenever f ′(x) ̸= f ′ε(x) it holds that one equals 1 and the other 0,
we have H(f ′(x)) = H(f ′ε(x)) almost everywhere. Therefore, in view of the formula (4.3) for I(f, g), for any
functions g such that g ∈ AC0 and 0 ≤ g′ ≤ 1 almost everywhere,

lim
ε→0+

I(fε, g) = I(f, g).

We conclude the proof of (4.5) and hence the proof of the result. □

4.2. Some standard results in large deviation theory. In this subsection, we record several standard
results from the theory of large deviations in [DZ09], which will be useful later in our proof.

Theorem 4.4 (Contraction principle, c.f. Theorem 4.2.1 in [DZ09]). Let X and Y be Hausdorff topological
spaces and f : X → Y be a continuous function. Consider a good rate function I : X → [0,∞].

(1) For each y ∈ Y, define
I ′(y) := inf{I(x) : x ∈ X , y = f(x)}.

Then I ′ is a good rate function on Y, where as usual the infimum over the empty set is taken as ∞.
(2) If I controls the LDP associated with a family of probability measures {PN}∞N=1 on X , then I ′ controls

the LDP associated with the family of probability measures {PN ◦ f−1}∞N=1 on Y.

Theorem 4.5 (Dawson–Gärtner Theorem, c.f. Theorem 4.6.1 in [DZ09]). Let X = lim←Mj be the projective
limit of a projective system (Mj , pij)i≤j∈J of Hausdorff topological spaces (Mj)j∈J with continuous maps

pij : Mj → Mi. Let pj : X → Mj, j ∈ J be the canonical projections. Let {XN}∞N=1 be a sequence of random
variables taking values in X , such that for any j ∈ J , the sequence of random variables {pj ◦XN}∞N=1 taking
values in Mj satisfies the LDP with the good rate function Ij(·). Then {XN}∞N=1 satisfies the LDP with the
good rate function:

I(x) = sup
j∈J

Ij(pj(x)), x ∈ X .

Lemma 4.6 (c.f. Lemma 4.1.4 in [DZ09]). A sequence of random variables taking values on a regular topo-
logical space (in particular, a metric space) can have at most one rate function associated with its LDP.

Lemma 4.7 (c.f. Lemma 4.1.5 (b) in [DZ09]). Let {XN}∞N=1 be a sequence of random variables taking values
in a topological space X . Let E ⊂ X be a Borel measurable subset such that XN almost surely take values in
E, for each N = 1, 2, . . . . If {XN}∞N=1 satisfies the LDP in X with the good rate function I and I = ∞ on
X \ E, then the same LDP holds on E.

Lemma 4.8 (c.f. Corollary 4.2.6 in [DZ09]). Let {XN}∞N=1 be an exponentially tight sequence of random
variables taking values in X equipped with the topology t1 (see [DZ09, page 8] for the definition of exponential
tightness). If {XN}∞N=1 satisfies the LDP with respect to a Hausdorff topology t2 on X that is coarser than
t1, then the same LDP holds with respect to the topology t1.
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4.3. Proof of Theorem 1.2.

Proof of Theorem 1.2. Let a, b, c, d, q satisfy (1.4) and ab < 1. We know from [BZ24] that the main Theorem
1.2 holds in the special case c = d = q = 0. We now show that it holds true in the general case. By the result
in [BZ24] for c = d = q = 0 and the contraction principle (Theorem 4.4), for any fixed 0 < θ1 < · · · < θd+1 = 1,

the re-scaled height function (hN (θ1), . . . , hN (θd+1)) ∈ Rd+1 under the stationary measure µ
(0,a,b,0,0)
N satisfies

the large deviation principle with good rate function I
(a,b)
θ1,...,θd+1

. In view of Definition 1.1 and the two-layer

representation (Theorem 2.5), for any closed subset C ⊂ Rd+1,

lim sup
N→∞

1

N
logP(0,a,b,0,0)

N ((hN [λ](θ1), . . . , hN [λ](θd+1)) ∈ C) ≤ − inf
x∈C

I
(a,b)
θ1,...,θd+1

(x), (4.6)

and for any open subset U ⊂ Rd+1,

lim inf
N→∞

1

N
logP(0,a,b,0,0)

N ((hN [λ](θ1), . . . , hN [λ](θd+1)) ∈ U) ≥ − inf
x∈U

I
(a,b)
θ1,...,θd+1

(x). (4.7)

We split the rest of the proof into two steps.

Step 1. In this step we show that, for any fixed 0 < θ1 < · · · < θd+1 = 1, under the stationary measure

µ
(q,a,b,c,d)
N , the re-scaled height function (hN (θ1), . . . , hN (θd+1)) ∈ Rd+1 of open ASEP satisfies the large

deviation principle with the same good rate function I
(a,b)
θ1,...,θd+1

.

Recall from (2.17) that wt
(q,a,b,c,d)
N (λ) ≤ wt

(0,a,b,0,0)
N (λ)/(q; q)∞ for any λ ∈ T LN and from Lemma 2.7 that

the limit of 1
N logZ

(q,a,b,c,d)
N does not depend on q. So by (4.6), for any closed subset C ⊂ Rd+1,

lim sup
N→∞

1

N
logP(q,a,b,c,d)

N ((hN [λ](θ1), . . . , hN [λ](θd+1)) ∈ C) ≤

lim sup
N→∞

1

N
logP(0,a,b,0,0)

N ((hN [λ](θ1), . . . , hN [λ](θd+1)) ∈ C) ≤ − inf
x∈C

I
(a,b)
θ1,...,θd+1

(x). (4.8)

For any open subset U ⊂ Rd+1, we want to show

lim inf
N→∞

1

N
logP(q,a,b,c,d)

N ((hN [λ](θ1), . . . , hN [λ](θd+1)) ∈ U) ≥ − inf
x∈U

I
(a,b)
θ1,...,θd+1

(x). (4.9)

In view of Lemma 4.3, we only need to show (4.9) for open subsets U ⊂ Cone◦, where Cone◦ is given by (4.4).
One can observe that if U = ∪∞i=1Ui and (4.9) holds for each Ui, then it also holds true for U . Note that any
open subset of Cone◦ is a countable union of open rectangles of the form (u1, v1)× · · · × (ud+1, vd+1), each of
which has positive distance to the boundary of Cone ⊂ Rd. Such rectangles satisfy

0 < uj − vj−1 < vj − uj−1 < θj − θj−1, j ∈ J1, d+ 1K. (4.10)

In particular, the assumptions of Corollary 2.10 are satisfied. Combining Corollary 2.10 and Lemma 2.7,

lim
N→∞

1

N
log

P(q,a,b,c,d)
N ((hN [λ](θ1), . . . , hN [λ](θd+1)) ∈ U)

P(0,a,b,0,0)
N ((hN [λ](θ1), . . . , hN [λ](θd+1)) ∈ U)

= 0

for any open rectangle U = (u1, v1)× · · · × (ud+1, vd+1) in Cone◦ which has positive distance to its boundary.
Combining with (4.7), we know that (4.9) holds for such open rectangles U . By the arguments above, we
conclude that (4.9) holds for any open subset U ⊂ Rd.

Combining (4.8) and (4.9), we conclude that under the stationary measure µ
(q,a,b,c,d)
N , the height function

(hN (θ1), . . . , hN (θd+1)) ∈ Rd+1 satisfies the large deviation principle with good rate function I
(a,b)
θ1,...,θd+1

.

Step 2. In this step we use the Dawson–Gärtner Theorem to enhance the large deviation principle from the

finite dimensional marginals (hN (θ1), . . . , hN (θd+1)) of hN under µ
(q,a,b,c,d)
N to the level of the path space, thus

concluding the proof. This argument is similar to [DZ09, Proof of Theorem 5.1.2].
Define X to be the space of (arbitrary) functions f : [0, 1] → R such that f(0) = 0, equipped with

the topology of point-wise convergence, i.e., the topology generated by Vt,x,δ := {g : [0, 1] → R : g(0) =
0, |g(t) − x| < δ} for all t ∈ (0, 1], x ∈ R and δ > 0. For any d ∈ N and 0 < θ1 < · · · < θd+1 = 1, there
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is a natural projection X → Rd+1 defined by f 7→ (f(θ1), . . . , f(θd+1)). Observe that they form a projective
system with the partial ordering given by inclusion over the index set

∪∞d=1{(θ1, . . . , θd+1) : 0 < θ1 < · · · < θd+1 = 1},
and that X is the projective limit. By the Dawson–Gärtner Theorem (Theorem 4.5), the large deviation

principle holds for the height profiles hN under the stationary measure µ
(q,a,b,c,d)
N , considered as random

variables taking values in X , with good rate function pI(a,b) : X → [0,∞] given by

pI(a,b)(f) := sup
0<θ1<···<θd+1=1

I
(a,b)
θ1,...,θd+1

(f(θ1), . . . , f(θd+1)) . (4.11)

We denote the subset of (non-strictly) increasing, 1-Lipschitz continuous functions by Y ⊂ X . Then Y
can be seen as a closed subset in the (Hausdorff) topology of X . The height profiles {hN}∞N=1 are random

variables taking values in Y. Using (1.6) for U = X \ Y we conclude that pI(a,b) = ∞ on X \ Y. In view of
Y ⊂ C0 ([0, 1],R) ⊂ X and using Lemma 4.7, the large deviation principle holds on C0 ([0, 1],R) with good rate

function pI(a,b), but with the topology on C0 ([0, 1],R) induced from X , which is coarser than the supremum
norm topology. By the Arzelà–Ascoli theorem, Y is a compact subset in the supremum norm topology. Since
the height profiles take values in Y, they induce an exponentially tight sequence of measures (see [DZ09, page
8] for the definition of exponential tightness). Then by Lemma 4.8, the large deviation principle with good

rate function pI(a,b) can be strengthened to C0 ([0, 1],R) with the supremum norm topology. Since pI(a,b) only
depends on a and b, in view of [BZ24] that Theorem 1.2 holds for c = d = q = 0 and the uniqueness of rate

function (Lemma 4.6), we have pI(a,b) = I(a,b), where I(a,b) is the rate function defined in the statement of
Theorem 1.2. The proof is concluded. □
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